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AN ABSTRACT OF THE DISSERTATION OF 

 
 
Mohammed Hussein Baydoun     for Doctorate of Philosophy 

Major: Electrical and Computer Engineering 
 
 
 
Title: Enhanced Stereo Matching Using Improved Classification   
 
 
 

This work aims at providing an accurate and fast stereo matching system. 
Stereo matching targets determining the depths of the pixels in an image(s) obtained 
through a stereo setup. Stereo matching is one of the most addressed problems of image 
processing. 

 
The purpose here is achieved using varying notions that might seem 

disconnected, but they will be developed and related throughout the whole work. The 
different ideas mainly depend on using different image processing techniques and 
classification. 

 
At first, the stereo images are treated using histogram information to reduce 

color differences. Afterwards, initial stereo matching is considered using various 
approaches with emphasis on basic ones that utilize measures such as the Sum of 
Absolute Distances (SAD) and Normalized Cross Correlation (NCC). Furthermore, 
edge based segmentation is proposed to improve on stereo matching, where the edge 
detection uses digital differentiator approximation. 

 
Besides, different classification approaches are used to enhance stereo 

matching using a set of proposed features that are depicted from the stereo pair and the 
preliminary stereo matching. The classification methods, not exclusive to others, 
include boosting and others. And in order to advance boosting and similar methods, 
some modifications are proposed based on training and selecting classifiers. These 
propositions are experimentally proven to generally enhance the accuracy and 
performance of classification whether regarding stereo matching or otherwise. 

 
The stereo images are primarily selected from the Middlebury stereo database 

to show the validity of the various propositions in accordance with previous literature. 
 
A basic time analysis is provided for many of the ideas especially that speed is 

a major factor in stereo matching. Compute Unified Device Architecture (CUDA) on 
Nvidia Graphics Processing Units (GPUs) is used to show the real time performance of 
several of the suggested notions. 

 
Moreover, several possibilities are discussed to provide directions towards 

future work.   
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CHAPTER 1 

INTRODUCTION 

 
The work aims at constructing a considerably fast and accurate stereo matching 

system. Stereo matching is one of the most targeted problems in computer vision and 

image processing [1]. It has many applications that range from security applications that 

include face detection and recognition, Robotics, Sensing, Medical Technology, 3D 

reconstruction, and entertainment applications that include 3D systems, enhanced user 

interaction and many others.  

Stereo matching is a branch of image matching that handles two corresponding 

stereo images obtained through a stereo camera or a stereo setup, and tries to find the 

disparity which is the horizontal difference in pixel positions, along the same row, 

between matching pixels in the stereo pair. This leads to determine the depth 

information of the image after using the camera or setup parameters. 

There are many methods used for solving this problem, and this work tries to 

improve on the speed and the accuracy through different information that include the 

edges of the image. Besides, the work here implements new methods of classification 

with stereo matching. Although the ideas might not always seem connected due to the 

diversity of the methods used, this document will explain the different notions and 

connect them, but this requires the patience of the reader. 

 

1.1 Overview of Related Ideas 

Image processing has many definitions. Wikipedia [2] defines Image 

Processing as a form of processing data where the input is any image whether from a 
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photograph or a video with the output being any required form of data whether an image 

or not. Another definition considers Image Processing as the enhancement or treatment 

of an image to achieve another image [3]. It is worth taking into account other fields 

that have great relations with Image Processing; these include Computer Vision, 

Computer Graphics, and Artificial Intelligence. Table 1.1 shows the inputs and outputs 

and outputs of these different fields. 

 

Table 1.1. Input and Output of Related Fields of Research 
 

Field Name Input Output 

Image Processing Image Image 

Computer Vision Image Description 

Computer Graphics Description Image 

Artificial Intelligence Description Description 

 

An image is a two dimensional signal and thus, many of its processing 

techniques are mainly used in a similar manner to one dimensional signal processing 

which include frequency domain methods such as Fast Fourier Transforms (FFTs). 

Image processing is a constantly growing and developing research field with great 

interrelations with the previously noted fields.  

The applications of this research field are infinite. They include basic 

photographic applications such as printing, enhancing images' resolution, coloring, to a 

wide range of medical imaging applications that use X-Rays, Magnetic Resonance 

Images (MRIs), or Microscopic images like identifying different viruses, diseases and 

conditions. Also, the applications include face detection and recognition with its own 

different applications in addition to object and motion detection. So, clearly, there are 
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never-ending possibilities of applications and in many cases some famous applications 

are fields upon themselves. 

Edge detection is one of the main and early parts of image processing [2], since 

edge information often encompasses highly relevant data relevant to the required 

application. Most edge detection methods use masks that are correlated to the image. 

Further processing involves filtering and picking the better edge candidates.  

Edges are used for many purposes. The applications include Quality Control 

where the silhouette of a certain object is found to check for errors. Also, they can be 

used for video and image compression. Additionally, they are used for object detection, 

image segmentation, and as an input to many classification tasks.  

Another domain of image processing that is highly important to underline here 

is Image Matching. Image matching or registration is one of the challenging problems in 

image processing. Given two comparable images, taken, for example, at different times, 

in different conditions or perspectives, the goal is to determine a reasonable 

transformation even if for every pixel, such that a transformed version of the first image 

is as much similar as possible to the second one. The first image is considered as the 

reference and the other the target. Thus, it can be stated as finding the corresponding 

pixel or transformation such as translation for every pixel in the reference image. 

There are many areas which benefit from registration, including biology, 

physics, chemistry, criminology, genetics, art, astrophysics, and basically any area 

involving imaging techniques. More specific examples include remote sensing (e.g. 

generating a global picture from different partial views), security (e.g. comparing 

current images with a data base), robotics (e.g. tracking of objects), and, in particular, 

medicine like in radiation therapy, MRIs, or treatment verification. 



4 
 

A particular part of this field includes Stereo Image Matching, which is the 

main interest here, where the matching process is done between two images taken by a 

stereo camera. These images are matched to determine the depth of every point or pixel 

in the two images. The pixels or picture elements in this case belong to the same row 

which renders the problem easier than the original problem of registration where the 

pixels move in all directions. This is a research area on its own with many applications. 

A direct application of stereo matching is 3D reconstruction and modeling. 

3D Reconstruction in the field of image processing, as its name indicates, aims 

at rebuilding the imaged scene based on the different information retrieved from the 

image(s) being worked upon [2]. There are many applications here and they include 

entertainment such as modeling objects or faces for games, 3D printing, object 

recognition including face recognition which leads to face modeling, and other 

applications such as those used in medical fields or augmented reality, etc… 

At a different level, classification is a huge domain on its own. It is directly 

related to machine intelligence and is simply defined as the process of determining the 

type of a certain input based on the input's properties or features amongst the different 

possible types. Classification can be supervised and unsupervised, where the former 

deals with a finite set of known types or classes with training samples of known 

classification, and the latter tries to infer the data similarities with the feature values and 

define the types and classes themselves through clustering. In this work, we concentrate 

on supervised classification with the supervised term directly associated with the 

learning or training stage, where the training data features and classes are known and 

used to create the classifier and any new input or feature vector needs to be classified. 

Of course, this field is very wide and constantly updated with the implementations used 
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in many fields including Image Processing, Computer and Machine Vision and many 

others. 

On another level, parallel computing or programming is another field of 

research. It involves creating a parallel version of the required algorithm and 

implementing it on a capable hardware [2]. Whilst a serial or regular program runs 

serially or step by step on the host hardware, the parallel program should exploit 

independencies in the algorithm to speed-up the implementation according to the limits 

of the hardware. For example, instead of summing two arrays in a “for loop”, each 

element is summed on its own according to the parallel architecture limitations, and thus 

the speedup would be the size of the array. Parallel computing is one of the recent fields 

of study for any application or algorithm especially that multi-core and many-core 

programming is currently a growing area of research aiming to speed up processing. 

There are many applications for parallel computing since there are various 

candidate parallelizable algorithms. It is worth noting that this field is constantly 

updated nowadays especially due to the availability of parallel architectures even on the 

Central Processing Unit (CPU). This is mainly due to current power and energy 

constraints in transistors and hardware development. 

Of course, many methods or architectures exist for the purpose of parallel 

computing. These include programming on the Field Programmable Gate Arrays 

(FPGA), Graphics Processing Units (GPU), Multi-Core CPUs, Networks or Clusters, 

Super computers, and many others developed for this purpose. It is worth noting that 

there are many languages that are used for parallel programming and the two major ones 

that rely on CPU usage are Message Passing Interface (MPI) and Open Multi Processor 

(OpenMP). In this work, we use the GPU and thus we concentrate on it. 
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In the GPU field, two major companies exist. These are Advanced Micro 

Devices (AMD) which owns Array Technologies Incorporated (ATI) on one hand and 

Nvidia on the other. And as any industrial field, the competition between these two 

companies is great and this includes pleasing the parallel programming users. After the 

emergence and popularity of General Purpose GPU programming (GPGPU) that used 

the GPU to perform parallel computations with the main languages being OpenGL and 

DirectX, the companies tried to exploit the capabilities of their hardware by introducing 

a suitable parallel programming API. Initially, Apple introduced Open Computing 

Language (OpenCL) which was able to utilize the parallel processing abilities of the 

GPU and they even collaborated with ATI and Nvidia. Afterwards, Nvidia developed 

CUDA especially that there was rather little progress in the relatively complicated 

OpenCL. 

CUDA stands for Compute Unified Device Architecture. It is a parallel 

architecture/software developed for the GPUs solely made by Nvidia in order to boost 

the parallel capabilities of the GPU previously known as Visual Graphics Adapter 

(VGA) after the rise of GPGPU. It is worth noting that CUDA translates into PThreads 

before directly running on the GPU and in this, it is similar to OpenCL. 

Although these different ideas might seem hard to relate, the different fields are 

greatly related in practice and they will be explained in the coming chapters with their 

relations. 

 

1.2 Methodology 

The previous section presented different topics related to the addressed ideas of 

this work. As already emphasized, considering all the ideas together might be 
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overwhelming, but dividing them and showing the contribution of each will help present 

a better view. 

The system is composed of different stages that together aim to achieve a fast 

and accurate stereo matching system. The main stages of the proposed work are shown 

in Figure 1.1.  

At first, the input is handled. This is mainly the stereo image pair that can be a 

couple of stereo images or videos in addition to other parameters such as the disparity 

range or the maximum value that a pixel can be displaced. Then the images are 

preprocessed to enhance the possibility of stereo matching based on histogram 

information. Afterwards, an initial disparity map is computed, which can be achieved 

through any stereo matching method as later explained. Also, edge based segmentation 

is used to enhance stereo matching. The segmentation approach is not necessarily a part 

of the system especially that it requires additional time, but it presents an improved 

approach for targeting stereo matching. Then, a feature vector for every pixel is built 

using the different obtained information. The information mainly consists of the input 

data and the computed disparity map with various data derived from them. The feature 

vector is used in a Classification stage which leads to obtaining a new enhanced 

disparity map.  This disparity map can be used for 3D reconstruction or other 

implementations. The different stages are composed of various algorithms that are 

candidates for parallel processing. So, some of the presented ideas are parallelized using 

CUDA. 
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Fig.1.1 Flow chart presenting the work 
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Of course, it is further possible to test any of the other available pairs but this is 

not done in this document. Besides, although the colored versions are shown, this work 

concentrates on using the gray scale figures since it should be enough in best case 

scenarios and the same principles can be used for the color versions. Furthermore, the 

work considers the low resolution versions of the images since these are generally the 

harder ones and at the same time these would be the faster ones to compute and verify. 

It is important to mention that the literature, especially aiming at high accuracy, 

generally uses the high resolution colored versions of the images or their derivatives as 

in modified color spaces like YCbCr instead of RGB. Of course, this means that such 

scenarios would lead to better results, but all of this is at the expense of time, which is 

the second major factor, besides accuracy, in Stereo Matching. And in this work the 

emphasis is on both accuracy and speed, so the work generally concentrates on getting 

the best out of the gray scale low resolution images which is both easier and harder at 

the same time. This is clearly harder since there is less information but it is also easier 

since fewer choices generally limit the problem and render the possibilities easier to 

handle. 

 

1.3 Main Contributions 

After discussing the main ideas, it is essential to highlight the different 

contributions especially due to the diversity of the targeted notions. 

Stereo matching is initially preprocessed through a new method that uses the 

histograms of the stereo images to compute a measure and after that implements 

histogram matching. 
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Furthermore, a new edge based segmentation method is proposed. This utilizes 

a new edge filtering mask. Segmentation has many applications, but is mainly used in 

this work to present an improved approach for obtaining relatively accurate stereo 

matching. 

Moreover, this work presents a new generic approach that uses classification as 

a post processing stage to enhance stereo matching by remedying the erroneous 

disparities. 

Various classification methods are used in this work with emphasis on 

boosting. So, and as another contribution, a new additional phase is proposed to 

improve the accuracy of boosting and similar ensemble learning methods. 

Besides, and since we consider obtaining a fast system, several parts of this 

work are implemented on parallel CUDA devices. 

 
 
1.4 Thesis Outline 

The main objective here and as noted throughout the work is to obtain a 

capable stereo matching system using different image processing techniques and 

through classification. And the next chapters should further elaborate this work and 

clarify the ambiguities. 

The remaining chapters present the different ideas noted in this work. In 

Chapter 2, a literature review is considered for the different fields and ideas addressed. 

Chapter 3 deals with edge detection and edge based segmentation. Then, Chapter 4 

concentrates on stereo matching and discusses its different possible approaches in 

addition to the main image processing techniques used in this work. Afterwards, 

Chapter 5 deals with classification on its own and shows the work done in regards to 

this field. Next, Chapter 6 presents the adopted approach that aims to enhance stereo 
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matching through classification in addition to the proposed feature vector. After that, 

Chapter 7 presents a brief notion about 3D Reconstruction. Chapter 8 tries to discuss the 

parallel implementation of some of the main procedures based on using the Nvidia GPU 

CUDA architecture. Then, Chapter 9 discusses the different results for the diverse ideas 

handled here. Finally, Chapter 10 presents the conclusions and some ideas for future 

work.  
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CHAPTER 2 

REVIEW AND BACKGROUND 
 

The main objective here is solving the stereo matching problem in an efficient, 

accurate and fast manner. And for this purpose, several areas of research were addressed 

as already noted in the previous chapter.  

Each research area is initially treated separately for review purposes and then 

the main relations between the different ideas are handled in the coming chapters. In 

any case, the handled fields are interrelated and this work is not necessarily the first to 

use them together. Besides stereo matching, the fields include different image 

processing problems that include edge detection, and segmentation. The fields include 

classification which is a massive domain on its own. Also, parallel computing, which is 

constantly updated to provide faster algorithms and procedures, is a field of interest in 

this work to increase the speed of computations. Moreover, 3D reconstruction which is 

a part of Computer Graphics is briefly considered to show an example of applying the 

stereo matching problem.  

Thus, this chapter tries to present a general review of the different areas 

handled in this work. 

 

2.1 Image and Stereo Matching 

Image matching or registration for 2D or 3D images is a wide area of research 

with varying implementations as the literature indicates and the following review is not 

intended to be complete but to describe some of the important and relevant works in this 

active field of research. 
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This problem is considered essential in the fields of Image Processing and 

Computer Vision [4]. The different applications include medical imaging like Single-

Photon Emission Computed Tomography (SPECT) Brain images [5], Cardiac Magnetic 

Resonance images [6] and other types. In addition to that, topography is an important 

application [7]. Additionally, this field is related to 3D and security applications that 

include 3D reconstruction from multiple images [8]. 

Many methods exist for solving this problem which is usually divided into two 

categories. The first is rigid or affine due to the nature of its transformations [9]. This 

type usually involves a set of known transformations which include translation, rotation, 

and scaling that are applied to the input image in order to match it with the reference 

image. This is performed in a matrix form which means that the optimization is done for 

the image as a whole for a certain set of parameters. The other type is often referred to 

as non-rigid [10] or deformable [11] registration.  This usually includes finding the 

translation vector for every pixel one by one which is more demanding computationally 

than the previous kind. In [12], the difference between rigid and deformable 

registrations is presented.  

In this work, we concentrate on stereo matching which is a particular case of 

image matching [2]. The aim of this greatly targeted problem, and as previously 

mentioned, is to compute the disparity or depth map.  

Of course, stereo matching is not the only method to find the depth since there 

are many that rely on using different sensors and data. These mainly include laser 

scanning [13], structured light [1, 13], and using binocular or stereo vision [1, 13] which 

is our main issue of concern. In addition to these, there are other generally more 
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complex methods, such as depth from motion using a single camera, stereo from video 

and sensors, or using multiple cameras or even a combination of the previous methods. 

The different noted methods vary in terms of different aspects that include 

different requirements such as setup, accuracy, simplicity and cost. The laser scanning 

and structured light methods require an enhanced setup and cannot be constantly used. 

Thus, in the different literature, stereo matching is the least expensive, and rather user 

friendly, but definitely the least accurate [1, 13]. Therefore, much research is constantly 

proposed in order to improve the two aspects of stereo matching which are accuracy and 

computational speed. The accuracy of stereo matching is considered always behind 

those of the other methods, which are in many cases used to compare and determine the 

viability of the proposed algorithms of stereo matching [1, 14]. It is worth mentioning, 

in regards to speed, that obtaining real-time stereo matching is an important target since 

it is of key importance in the different applications. Thus, there is constant work on 

improving these ideas. 

In particular, stereo matching is directly related to human stereo vision. Since 

humans have two eyes, they help them better visualize depth. It is notable that with just 

one of the eyes open, depending about the brain nature of the person, it could be harder 

to note the depth of objects in comparison with having both eyes open. 

Stereo matching usually utilizes a stereo camera, which is a camera with two or 

more lenses producing images that simulate the binocular human vision and estimate 3D 

positions [2]. There are many possibilities for the lenses, as in the optical axes which 

can be parallel or converging, or the distance between the lenses which is usually 

similar to the distance between the human eyes, etc… 

An example of the basic stereo matching setup is shown in Figure 2.1. 



Fi

 
 

pa

ai

ig.2.1. Stere

The 

D: D

LR: 

f: fo

d: di

By r

arallel theor

In si

imed at find

eo Camera B

following t

Distance to o

Baseline di

cal length o

ifference in

relying on th

rems, it is d

imple terms

ding the mat

Basic Setup

terms are de

object 

istance betw

of the lens w

n pixel posit

he pinhole c

irectly verif

LD =

s, stereo ma

tching pairs

16 
 

p 

efined accor

ween the ste

which shoul

ions or the D

camera mod

fied that: 

*LR f
d

 

atching is an

s of points b

rding to Fig

reo lenses 

ld be similar

Disparity (d

del and usin

n Image Pro

between the 

gure 2.1: 

r for both le

difference b

ng similar tr

 

ocessing task

left and rig

eft and right

between L a

riangles’ the

 

k that is bas

ght images o

 

t 

and R) 

eory and 

(2.1) 

sically 

of the 



sa

th

ea

Fi

ca

di

D

st

ame scene. T

he images. A

ach pixel in 

 

ig.2.2. Imag

 

So, w

an use the c

imension. 

Thu

D according 

ereo camera

This is initia

And by doin

each of the

ge Disparity

we need to 

amera param

s, knowing 

to equation 

a setup. 

ally done by

ng so, one d

e images. Th

y Example 

compute d

meters and 

d, LR and f

(2.1) based

17 
 

y finding th

determines th

his can be n

or the dispa

determine D

f one can, in

d on the pinh

he correspon

he disparity

noted in Figu

arity from th

D which cor

n many case

hole camera

nding pairs 

y and thus th

ure 2.2. 

he images a

rresponds fo

es, find the t

a model and

of pixels be

he 3D positi

and afterwar

for the depth

third dimen

d considerin

etween 

ion of 

rds we 

h 

nsion or 

ng the 

 



ca

m

Fi
M

 

m

It is 

an be seen in

maps shown 

 

ig. 2.3. Exam
Middlebury [

Ther

methods used

worth notin

n the true d

later such a

mple of Lef
[1] 

re are many

d to solve th

ng that the h

disparity ima

as in Figure 

ft and Right

y methods to

his problem

18 
 

higher the d

ages shown

2.4. 

t Stereo Ima

o tackle this

m are divided

disparity the

n in Figure 2

ages with th

s famous ma

d into two m

e closer the 

2.3 or the co

heir True Di

atching prob

main types th

object is to 

omputed dis

isparities fro

blem. The d

hat include 

us. This 

sparity 

 
om 

different 

local 



19 
 

and global matching methods. Also, there are other methods that are termed semi-global 

as they use a combination of both methods.  

Concerning the local methods, these usually implement a measure of the 

difference between the pixels. These include the main three measures of Sum of 

Absolute Differences (SAD), Sum of Squared Differences (SSD), and Normalized 

Cross Correlation (NCC). 

, ( , ) ( , )

y Rx R

x y i j i j
i x R y R

SAD L R
++

= − −

= −∑ ∑     (2.2) 

2
, ( , ) ( , )( )

y Rx R

x y i j i j
i x R y R

SSD L R
++

= − −

= −∑ ∑     (2.3) 

2
( , ) ( , )( )( )1

1

y Rx R
i j i j

i x R y R L R

L L R R
NCC

n σ σ

++

= − −

− −
=

− ∑ ∑  (2.4) 

The different terms in these equations correspond to the following: 

L is the left image 

R is the right image 

n is the number of pixels 

),( jiI  is a pixel in the image 

I is the mean of image I  

σ is the standard deviation 

In addition, there are other difference measures that use more complicated and 

computationally demanding distances such as the census transform, mutual information, 

etc… 

Besides these, there are other local methods that employ an improved distance 

based on the original ones such as the (BT) measure presented in [15] which is an 

improved version of (SAD) that is less sensitive to image sampling and noise. 
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Furthermore, many local methods use adaptive measurements like different windows 

for the (SAD) method [16]. Some of these are summarized in [25].  Moreover, in [18], 

the authors presented adaptive support weights (ASW) as opposed to windows with 

varying size which led to several related research. The weights are based on intensity 

and distance relations. As an example of related work, [19] used segmentation with 

adaptive weights while considering intensity differences. Their work proved important 

for stereo matching. Part of this proposed work related to segmentation and stereo 

matching relies on the work in [19] as the main related approach. Besides, several works 

used over-segmentation with stereo matching. For example, [20] used Belief 

propagation (BP) with over segmentation to achieve accurate stereo matching. In [21], 

the stereo map was computed using soft segmentation with B-splines as coherent stereo 

surfaces. The work in [21] led to relatively accurate results using stereo matching and 

segmentation while targeting both areas. In [21], each object was considered to have a 

uniform 3D disparity plane, color model and a 3D connectivity model. 

In regards to global matching methods, there are definitely many ones, and 

these are mainly based on the implementation of different optimization techniques. 

These usually consume more time because they account for the pixel’s disparity in 

addition to the neighboring disparities and this is the reason they are called global. 

Some of these rely on graph theory such as [22]. Others use cooperative optimization 

like [23, 24]. Furthermore, some use nonlinear optimization techniques like [25, 26]. 

Moreover, others use Markov Chain based methods like [27]. Also, there are many 

works that rely on BP such as [28], [29] and [30]. Besides these, others have used a 

combination of the different global approaches such as [31] which used BP and Markov 

methods; while others combined local and global methods as in [32, 33].  
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considering the disparities of the edges which are usually the points where the disparity 

changes and this is another useful concept [36]. 

The main faced accuracy related problem in stereo matching is occlusion where 

some pixels appear in one image and disappear in the other due to varying depths. The 

occlusion related problems are mainly solved by computing all the disparity maps and 

validating the matching pixels in the images. This is termed left to right cross-checking 

(LRC). Some of the main ideas related to occlusion are summarized in [40]. Also, there 

are many works that concentrate on occlusion such as [33]. 

Another important issue is the resolution of the cameras that could be lower 

and unable to represent the imaged scene. Furthermore, the resolution of the different 

lenses could differ and any slight difference could be a problem. These kinds of 

problems all fall under illumination related issues, which is an important problem in 

image matching. Moreover, a problem lies in the discrete nature of images which does 

not allow for exact measurements which is directly related to sub-pixel accuracy. The 

illumination or color inconsistency problem is handled in this work through histograms 

as later explained. 

Also, an issue lies in that very far objects have very small disparities which 

renders determining their disparities hard and reduces accuracy. 

And although the different methods denoted so far do not depend on using the 

histograms of the stereo pair, histograms are widely used in stereo matching literature 

whether for local, global or semi-global approaches.  

In [41], contrast context histogram was used with segmentation as part of an 

initial stage for stereo matching. 
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Also, in [42], co-segmentation which is basically segmenting similar parts of 

the image pairs was done and then matching the histograms of different parts was used 

for computing disparity. 

In [43] a method that matches line segments between un-calibrated stereo pairs 

was done, and also used Color histogram matching as part of a scheme to match 

segments. 

In addition, the work in [44] reformulated the cost aggregation problem of 

matching from the perspective of a histogram aiming at improving accuracy and 

complexity. 

Also, and in regards to illumination and related color problems, much research 

tried to address these ideas with and without using histograms. In [45], the work 

performed a study on different matching costs, whether, local, semi-global or global to 

evaluate them under varying intensity changes that include lighting, vignetting and 

others like noise. Furthermore, in [46], interactive segmentation was used before using a 

Histogram-Based Matching Cost to enhance stereo matching even with different 

illumination conditions. 

The work in [47] used an initial estimate for the disparity of SIFT points and 

built upon a histogram equalization method to have similar color stereo images that 

enhance disparity computations even for images with radiometric differences. In 

addition, [48] dealt with stereo matching through a histogram based perspective. 

Moreover, [49] mainly used histogram equalization followed by a tophat filter to reduce 

the effect of different illuminations. Of course, there are several other ideas that aim to 

obtain accurate stereo matching methods, but listing them is beyond the scope here. 
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In addition to being accurate, the stereo matching system needs to be fast and 

achieve real-time performance. The frame rate is usually 25 or 30 frames per second 

(fps) and thus a single frame consumes 1/25 seconds which is 40 milliseconds, or 1/30 

seconds which is 33 ms. These numbers are indeed a hard target and are usually 

achieved in the literature with rather low accuracy. 

Performing stereo operations on the CPU serially consumes a lot of time based 

on the programming platform even if done using C, C++ or Fortran. Furthermore, even 

using multi core programming on the CPU through MPI or OpenMP cannot lead to a 

performance that is more than N times the serial CPU version where N is the number of 

available CPU cores. Thus, achieving a high speed similar to the video frame rate is 

almost impossible with current CPU properties [49]. 

Since a simple implementation of the SSD on the CPU could require more than 

0.5 seconds based on the frequency of the CPU, using a parallel platform is inescapable 

and as the literature indicated, CUDA stands out to be a suitable candidate. It is worth 

noting that the FPGA is considered as a major candidate for obtaining speedup in this 

problem, but it has some drawbacks which mainly include the data transfer problem 

between the FPGA and the camera system especially that FPGAs have limited capacity. 

Other problems include FPGA's availability and the rather hard implementation, 

although this is becoming easier with time due to the increasing popularity and the 

availability of new enhancing tools that utilize Matlab and Simulink amongst others. 

In addition to choosing the appropriate architecture and programming 

language, the developed algorithm must be parallelizable and adequate for use on a 

parallel architecture, but thankfully and due to the nature of the problem, it is not hard to 

parallelize, or even pleasantly (embarrassingly) parallel, which is a term used for these 
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kinds of problems that are usually available in the image processing field. This is 

mainly due to the image being an array of pixels and similar operations are performed 

on each pixel. Also, the algorithm should not be very complicated, involving many 

stages and serial parts, which would render the algorithm slower. 

Moreover, and since videos usually do not have extremely varying pixel values 

from frame to frame, this could prove very useful based on the type of video, which 

would lead to a speedup of (space size)/(new space size). Of course, this is not always 

valid but can be considered true for a certain set of frames based on the type of the 

video. This issue is usually called temporal propagation of information. It is further 

important to mention that there is much research is this field especially that is similar to 

motion estimation. 

 

2.2 Edge Detection 

The main work done here in regards to edges is related to the review in this 

section. Edge detection is one of the main and early parts of image processing and 

computer vision [2, 3], since edge information often encompasses the relevant data. 

Most edge detection methods use masks like the Prewitt, Sobel, and Difference of 

Gaussian filters that are correlated to the image with further processing involving 

filtering and picking the better edge candidates as in the Canny [50] algorithm which 

can be used for obtaining accurate edges.  

Edges are used for many purposes as previously argued for. The main approach 

used to determine edges is through differentiation as they indicate differences between 

pixels. The standard method used for edge detection passes an n by n filter which is a 

discrete approximation of the differentiator and convolves it with the image in two 
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forms, first as it is and then with the mask transposed. The main used masks include the 

Prewitt and Sobel masks as noted in the equations 

( )
1 1 1

Pr _ 0 0 0  &  Pr _ Pr _
1 1 1

Tewitt x ewitt y ewitt x
⎡ ⎤
⎢ ⎥= =⎢ ⎥
⎢ ⎥− − −⎣ ⎦   

 (2.5) 

( )
1 2 1

_ = 0 0 0  & _ _
1 2 1

TSobel x Sobel y Sobel x
⎡ ⎤
⎢ ⎥ =⎢ ⎥
⎢ ⎥− − −⎣ ⎦    

 (2.6) 

Where (T) designates the transpose operation. 

As already noted, Canny [50] edge detection is used for obtaining accurate 

edges. Canny uses the following four stages algorithm for finding edges.  

At first a simple filtering operation for smoothing the image and reducing the 

noise is performed. The algorithm then applies a given mask which is usually the 

difference of Gaussian to filter the image. Non maximum suppression is then 

performed, in which the local maximum is chosen from the output of the previous stage 

according to the gradient angle found. For example, in case the gradient angle is 0, the 

edge is validated if the magnitude value is greater than other counter directions. Thus, 

and after this stage we obtain a rather thin edges image.  

A thresholding stage is performed afterwards, where only larger intensity 

gradients are classified as edges. This is usually done using two thresholds (low and 

high) and is called Hysteresis Thresholding. Since in most cases, edges are connected, 

the larger threshold is applied first to mark the edges using the information obtained 

from the previous stages, and while going over an edge the smaller threshold is applied 

to find edges even if they are at a low value as long as they are connected to the edges. 

Thus, and after these different stages, the edge image is obtained. 
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Another edge detection method was created by Deriche [51] which is similar to 

[50], except in the initial stages since a special IIR filter is performed to the image 

instead of the mask. 

On another hand, digital differentiators are useful components in many 

engineering applications such as communications, and biomedical applications as noted 

in [52-57]. Edge detection uses digital filters in the processing of the images. The filter 

used for this purpose can be an FIR or IIR digital filter, and since this work includes the 

implementation of a new filter, it is important to include a review of related ideas. 

The Al-Alaoui integrator [58] has proven to be the best performing digital first 

order IIR integrator when compared to the analog integrator noted in (2.7). 

1( )IntH
j

ω
ω

=       (2.7) 

This was obtained by interpolating the trapezoidal and the rectangular 

integration methods leading, for a period value equal to 1, to the digital integrator in 

(2.8). 

7( 1/ 7)( )
8( 1)Int
zH z
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+

=
−

     (2.8) 

Inverting this filter led to obtaining the Al-Alaoui differentiator in (2.9). 

1
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1 / 7Diff

zH z
z

−

−

−
=

+
    (2.9) 

Al-Alaoui [59] approximated the Al-Alaoui IIR differentiator to an FIR filter to 

be used in edge detection. The usage of an IIR filter can and was used for edge detection 

as by Deriche [51], but since the mask operation is rather preferable for parallel 

computing the work here and as in [59] deals with FIR filters. And so, unlike usual edge 
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detection which use masks based on FIR differentiators, the IIR filter was tested for 

edge detection, then transformed into an FIR filter shown in equation (2.10).  

2
_ ( ) 0.36 0.42 0.06Diff FIRH z z z= − +    (2.10) 

This obtained filter is compared to the original IIR one in equation (2.8) with 

other FIR approximations of the differentiator obtained using several windowing 

techniques like the Hamming, Hanning, and Kaiser windows with the obtained filters 

presented in Figure 2.6. 

 

 
Fig.2.6. Magnitude response of the FIR Al-Alaoui differentiator: Comparison with the 
IIR Al-Alaoui differentiator and other FIR approximations obtained by windowing 
techniques. [60] 
 

This FIR filter is then transformed into masks termed Al-Alaoui Edge Masks 

that are somewhat similar to the previously mentioned Prewitt and Sobel Masks. The 

different explanation of the method used to develop this is to be further developed later. 

These are represented by the following equations. 
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(T) which is analogously decreased as in the cooling process. The randomness of the 

solution is high when T is high in order to escape local optima and it decreases to near 

the optimal as T decreases [60]. It is worth noting that performing SA multiple times 

from the start enhances the possibility of nearing the global optimum. Of course, it is 

not the only method of its kind and there are even many methods that are based on it 

and try to achieve better results. 

 

2.3 Edge Based Segmentation 

Image segmentation is one of the major methods used in image processing and 

computer vision. It basically aims at labeling different pixels in an input image with 

similar pixels having common labels. This leads to having a set of different objects or 

segments constituting the image. This is very useful with lots of applications in various 

fields that include object detection and classification, medical imaging, security, 

machine intelligence and many others including entertainment and surveillance.  

This field is in constant update with various methods that try to find a suitable 

solution according to the targeted application. The main methods include basic methods 

to highly complex ones. A common basic method usually includes thresholding as 

Otsu’s method [61]. Other methods are histogram based and these usually rely on the 

peaks and valleys of the histogram as in [62]. 

Besides these, many methods rely on clustering such as k-means clustering 

[63] and mean shift segmentation whose origins are based on the works of [64, 65] and 

have been extensively used after the works of [66], [67] and others that are edge mean 

shift based approaches like [68].  
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Also, there are methods that are compression based since these consider that 

segmentation should lead to further compressing the image. Furthermore, many 

methods use different trainable classification techniques such as neural networks. Many 

other methods use graph theory and cuts with connectivity and similar concepts as in 

[69]. Other cut based methods are also worth mentioning like spectral min cut [70]. In 

addition to these, there are many methods that are edge based which are similar to the 

main concentration of this work. Of course, these are not the only ones as there are 

many famous approaches like watershed segmentation [71], Mumford Shah 

segmentation [72], model, and application based methods with many others. Other 

approaches include local variation based methods as in [73]. 

Concerning edge based approaches, it is important to present a brief review of 

these approaches. In [74], the work was constructed on a minimum description length 

(MDL) criterion which used similar approaches as the split and merge segmentation 

methods to build a method to segments edges for usage in parts-based object 

recognition. Also, the work of [75] performed a study regarding different edge detection 

approaches that are used for segmentation. The work explained techniques including 

standard methods as Prewitt, and Canny with newer methods such as fuzzy and neural 

networks based techniques. In [76], the work presented a study and compared some of 

the Edge Based Segmentation techniques concentrating on the Laplacian of Gaussian 

Operator and Canny. Also, in [77], the work considered image segmentation through 

edges and dealt with Edge Maximization Technique along with Sobel edge detection 

and others. Also, various works as [78], [79], [80], and [81] presented a study of basic 

edge techniques that use mask filters like Sobel, Prewitt and others for segmentation.  
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Concerning evaluating segmentation approaches, and although there are several 

efforts as in [82] and [83], this is still a continuously developing topic and in any case 

this is out of our scope since we concentrate on stereo matching. 

 

2.4 Classification 

Classification is a very active field of research that is directly related to 

machine intelligence. It is mainly defined as the process of determining the type of a 

certain input based on the input's properties or features amongst the possible types or 

classes. Classification can be supervised and unsupervised, where the former considers 

a finite set of known types or classes with training samples of known classification, and 

the latter tries to infer the data similarities with the feature values and define the types 

and classes themselves through clustering. In this work, we deal with supervised 

classification with the supervised term directly associated with the learning or training 

stage, where the training data features and classes are known and used to create the 

classifier and any new input or feature vector needs to be classified. Of course, this field 

is very wide and is constantly updated with the implementations used in many fields 

including Image Processing, Computer and Machine Vision and others. 

Covering the different aspects of this field is beyond the scope of this work. In 

fact, if we only review boosting, a book was made on this field on its own [84]. In this 

work the concentration is on solving the classification problem in a similar manner to 

the work in [85-89]. 

Before directly dealing with the different ideas, it is important to define a weak 

learner, which is mainly and according to many references, as in [90], an algorithm that 

is able to correctly predict the true class of a certain sample in slightly more than 50% 
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of the cases, or that is slightly better than random choice in a 2 class differentiating 

algorithm. Of course, there are many algorithms that are considered as weak learners 

with the main one being decision trees of a specific number of nodes, of which one tree 

nodes are often referred to as stumps or even perceptrons for being similar to single 

neural network nodes. Other examples of a weak learner are naïve Bayes classifiers, 

lines of which stumps are a particular case, etc…  Of course, this means that a strong 

classifier is basically better than the weak learner since it should be able to achieve 

much higher accuracies where the weak learner achieves the near 50% values of 

accuracy. 

The previous work [85], [86], [87], [88], [89] mainly aimed at improving the 

mean square error or Pseudo Inverse method (MSE) through increasing the weight of 

erroneous samples in the training stage or through, cloning or replicating, in which the 

erroneous samples are repeated. This algorithm is not necessarily a strong learner and 

this directly depends on the dataset on which it is being implemented. The algorithm 

initially used linear classifiers but is easily adoptable for any kind of classifier, weak or 

strong. It was shown to improve the classification error rate according to the number of 

iterations carried out. Moreover, the algorithm was carried in batch and single pattern 

adaptation modes, where in the first case all the errors were added to modify the set 

after each iteration, while in the second case; a pattern is added to update the set as soon 

as an error is found. It is worth noting that although it is further possible to consider 

single, batch, or a combination of both versions for boosting, where only parts of the 

erroneous data could be added, but this is not carried out here. Moreover, such ideas 

would be related to online boosting as in [91] and could further help improve the 

different developed algorithms in this field. Further research of the ideas related to 
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online boosting would be possible but is not in the scope of this work because it is 

considered a domain on its own [92]. 

In [87], the algorithm was used in multilayer neural networks, which 

correspond to the case of nonlinear methods and has proven to speed up the back-

propagation method for the training stage and thus the whole training stage for this 

rather strong learner. 

In this work, we present enhancements to ensemble learning techniques with 

emphasis on boosting. 

Adaptive boosting (Adaboost) [93] is a machine learning algorithm that 

combines weak classifiers of the same type based on the error rate, thus boosting the 

weak learners into a strong one. Initially, it is based on Bagging [94, 95] and combines a 

set of weak classifiers by taking their mean. The method starts from a rather weak 

classifier, and continuously updates it leading into a new classifier, at the end of every 

iteration, by increasing the weight of each erroneous sample according to a certain 

criteria. This is directly similar to the Al-Alaoui algorithm since adapting the weights is 

a common stage in both methods. This relation was noted in [96], which highlighted 

that Al-Alaoui initially performed replication and weighting samples according to being 

in error or not, which was later used by Adaboost. The main difference between the two 

methods is that Adaboost further combines all the obtained weak classifier into a single 

one by assigning a different weight to each classifier based on its error rate, and the 

different weight is a major difference from Bootstrap Aggregation. Many modifications 

of Adaboost exist such as Linear Programming boosting and gentle boosting, etc… 

There are different versions and types of boosting and in this work we review 

some of them. In terms of type, there are different ways to classify boosting techniques, 
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two class or multi-class types, online or offline boosting where the latter is the standard 

and usually deals with a fixed set of training patterns, while the former deals with 

constantly updated training data, with other classifications for types of boosting. Thus, 

some examples of boosting algorithms include AdaboostM1 [93], AdaBoostM2 [93], 

LogitBoost [97], Gentle Boost [97], Linear Programming Boost [98], Least Squares 

Boost [98], and many others as in [100]. All of these ideas definitely indicate that this 

field is receptive to different fields of adaptation.  

AdaboostM1 is one of the earliest methods and probably the most popular 

binary classification boosting algorithm since it is the least complex one although it 

does not yield the best results. The algorithm basically starts with a learner and with 

equal weighting for all the samples, trains it, obtains the error rate e(i) where (i) stands 

for the weak learner number. In this e(i) should be less than half, and achieving a value 

greater than that leads to halting the algorithm. And then the weighting of each training 

sample is modified based on being true or not. True found patterns change their weights 

by multiplying the previous weights with  

( )( )=
1 ( )

e ii
e i

β
−      

(2.13) 

While the false classified patterns keep their previous weights, and afterwards 

all the weights are normalized. This modification for the weighting leads to obtaining a 

new classifier through training, which is a process that is carried out for a number of 

steps which is the number of weak learners. This leads to the creation of a strong 

classifier that achieves classification by weighted voting for all the weak learners. Each 

weak classifier has a weight which is analogous to the error rate, meaning the better the 

classifier the higher its weight according to the following equation. 
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1( ) 0.5 x log ( )
( )

W learner i
iβ

=
   

(2.14) 

It is worth mentioning here that AdaboostM1 can be viewed as minimizing 

exponential loss according to (2.15) 

1
exp( )

N

n n n
n

D y f
=

−∑ i
    

(2.15) 

Where N stands for the number of training patterns, nD stands for the 

weighting of the n-the sample, ny is the class value which is either -1 or 1 for the 2 

class case, and nf  is the output of the set of classifiers. 

Although AdaboostM1 can be performed on multi class problems, it is not 

often the case, as an extended version called AdaboostM2 is used for such problems. 

The basic idea is the same except that each classifier outputs a vector of probabilities for 

each class, with the total sum being 1, and then the total probability for each class is 

considered with the highest one being the output, this is of course, a weighted pseudo 

loss and usually leads to better results, but at the expense of extra although minor 

processing and storage.  

Another type of boosting is LogitBoost [97]. This is similar to AdaboostM1 

except that it minimizes a logistic loss called binomial deviance in (2.16) relative to the 

exponential loss of AdaboostM1. Also LogitBoost places less emphasis or weighting on 

the very badly classified samples.  

1

log(1 exp( ) )
N

n n n
n

D y f
=

+ −∑ i
    

(2.16) 

GentleBoost is a combination of AdaBoostM1 and LogitBoost. It mainly 

minimizes the exponential loss of Adaboost but its weighting is similar to LogitBoost. 

RobustBoost is another type of boosting which tries to avoid the problem of 
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AdaboostM1 concentrating on the very badly classified samples of training. Also, 

BrownBoost modifies the weighting strategy in Adaboost in a similar notion to 

Brownian motion [101], [102]. Other types that are worth mentioning include LSBoost 

which uses least squares to fit the weak learner in each stage with the purpose of 

minimizing the mean squared error. 

Of course, these types are not the only ones, since there are many other such as 

MadaBoost [103], etc…It is important to note here that the latest versions of MATLAB 

present a good boosting and bagging library with the main references in the helping 

documents for some of the previously mentioned boosting algorithms [104]. Besides 

these ideas, [105] presents a review of the different boosting and bagging methods 

especially those related to class imbalances. 

It is worth emphasizing that basic decision trees are considered the major weak 

learner for use with bagging or even boosting [93], [94], [95]. 

Concerning combining or pruning classifiers there are many works that deal 

with this problem according to various strategies and concepts whether regarding 

ensemble classifiers or not. Perhaps the most influential work regarding selecting 

classifiers with boosting was done in [106] which dealt with standard Adaboost only 

and discussed five selection strategies. The work in [106] concluded that the Kappa 

Pruning and the Reduced Error (RE) are the best selection or pruning strategies amongst 

the tested ones. The authors of [106] also concluded that pruning rarely performs better 

except if the new set of classifiers is very close in size to the original set in boosting. 

Also, the work in [106] and others, as in [107], show that pruning is better used in 

bagging approaches as opposed to boosting. The recent survey on pruning approaches 
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for bagging [107] proves that RE is still one of the best performing methods. The RE 

method is used in this work for comparison. 

Besides, many of the work related to pruning and selecting classifiers uses 

Genetics Programming (GP) such as the work in [108] which considered using Bayesian 

networks for selecting classifiers related to GP Ensembles. Other works used boosting 

to prune bagging [109]. Others concentrated on pruning neural networks as in [110]. In 

addition, [111] presented an information theoretic combination of pattern classifiers 

which included boosting. 

Definitely, the literature has many examples of pruning but the work is 

generally related to bagging and neural networks as opposed to boosting which is more 

diverse in comparison with bagging [106]. 

From the different ideas and in order to highlight on of the main objectives 

here, the classification related work is initially performed to further improve any of the 

mentioned methods through applying an additional stage or stages that choose the best 

set of weak or strong classifiers, thus reducing the storage and increasing accuracy. 

 

2.5 Stereo Matching and Classification 

Since our main target is improving the stereo matching problem, we address 

this problem as a classification problem. Such work was not previously carried in the 

literature in the novel proposed manner. Of course, such an aim is not easy to achieve. If 

we present a simple example here, where the disparity of any pixel could be one of 60 

values starting from 0 to 60, where a disparity of 5 means that the pixel has moved 5 

pixels in the other image. Directly converting the classification into choosing one of 60 

classes is possible but extremely hard, because choosing the feature vector is the main 
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issue in this case. Another possibility is to minimize the number of classes or segment 

the disparity vector into, 4 parts for example, and this would make the problem easier 

but it should lead to just an initial estimate of disparity value that is not the required 

value. In this work, we do not take the disparity value as the class but rather a certain 

kernel amongst a set of kernels because we consider a good chosen kernel would 

usually have the same properties and this would render the problem of choosing the set 

of features an easier process. This is especially noted, since the literature has proven that 

a good kernel with good weights would lead to having the correct disparity [18]. This 

process would then lead to help in determining the disparity of the required pixel, which 

is the main objective of stereo matching. It is worth to define the kernel in this work, as 

a set of neighboring pixels around the pixel of interest. The shape of the kernel is 

usually a square or a rectangle. 

Also, and concerning similar works, according to our knowledge, work that 

combines classification and stereo matching is relatively rare due to the nature of the 

problem of stereo matching that do not require classification in a regular direct 

approach. Still, there are related works. These mainly used classification and feature 

matching between pixel pairs to find the disparity which is not the approach adopted 

here. The work in [112] discussed integrating feature matching with disparity estimation 

and contour detection. Also, the works in [113, 114, 115] aimed at performing stereo 

matching through supervised learning, Support Vector Machines (SVM) and Hopfield 

neural networks. Additionally, the work in [116] used learning and feature selection for 

stereo matching, with [117] discussing the application of genetic algorithms to 

matching. Furthermore, the work in [118] implemented features based on Gabor filters 
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and a neural model to estimate the disparity on the GPU. Also, [119] used biologically 

and psychologically inspired features in an ASW based algorithm. 

Also, and which could seem related to this work, [120] differentiated between 

reliable and other pixels according to a set of measurements. This is different from our 

work since [120] did no classification or training. Also, [120] is constricted to the single 

method of matching used in [121] whereas the proposed work can be used with various 

techniques. 

Of course and besides the mentioned literature, one may argue that using 

classification is not adequate to the problem, but it is the approach noted here that 

allows for this. Also, one can consider that some of the literature presents classification 

based stereo matching as in using Graph theory, or Belief Propagation or any other 

method like SSD where the disparity is the class to be found out of a set of possible 

classes which may be large according to the disparity range, but this is not the approach 

adopted and explained here. 

 

2.6 3D Reconstruction 

This issue is not emphasized here but since it is one of the main applications of 

stereo matching or even image registration, it is important to further dwell on 

Reconstruction especially in relation to stereo matching. 

In [122], the authors aimed to improve 3D reconstruction by improving dense 

stereo matching. Their method is composed of the following four different stages.  

• Extract the different feature points using Scale invariant feature transform 

(SIFT), 

• Select some key points based on their description and properties.  



42 
 

• Use the key points as seed ones and they try to perform matching based on 

intensity correlations.  

• Perform initial dense matching using area growing and then further refine it 

by removing some false matches using SED (Symmetrical Epipolar 

distance).  

After the matching process, the disparity or depth map is structured with the 

3D model created using Delaunay triangulation with texture mapping.  

The main addition here in [122] was SED which improved the results by about 

30%. It is worth noting that the authors used C++, Open Computer Vision (OpenCV) 

and Open Graphics Library (OpenGL). In [123], the main ideas behind the disparity is 

similar to other works, because they start from an initial value and iterate to improve the 

solution then the 3D reconstruction uses 3D Studio Max and achieves acceptable 

results. Furthermore, in [124], SIFT was used for detecting features in both images and 

that are then matched to determine the distance. Finally, those textures of triangles are 

used for creating the 3D surface.  

Since 3D face reconstruction is of great importance in the field of 

reconstruction, [125] presented a basic method for the reconstruction of faces from 

different stereo frames and thus video. The method basically uses a set of 65 or 72 (The 

72 are obtained by adding 7 obtained by symmetry) features that are then pointed on the 

face image(s). Then, the points are compared to those of a generic model and a 

matching is performed between the obtained face and that of the model. Additionally, in 

[126], the work presented a simple method for the construction of a 3D face model from 

2 stereo images. The work first computes the disparity map using SSD and argues it is 

even more efficient for their application than some global methods. Then they find the 
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model and argue that it is not good since they did not use epipolar correction so they 

perform it using certain points at the corners of their images. Indeed this improves the 

result. Thus, they obtain the disparity map using epipolar matching and then SSD, and 

then they describe a simple triangular method for texture mapping and 3D model 

creation. 

It is worth mentioning that many works use 3D reconstruction from stereo in 

Face Recognition, such as [127, 128] and others. 

 

2.7 Parallel Computing and CUDA with the Related Problems 

Since we do not only aim at achieving an accurate system but a rather real time 

one, we try to develop the diverse ideas on a parallel hardware architecture which is 

mainly CUDA. CUDA [129] was developed by Nvidia in 2007 and has seen constant 

increase in implementation in different fields where there is a possibility of using 

parallel programming. 

Work related to stereo matching and parallel hardware is not scarce at all. In 

[130], the authors compared GPU and FPGA for different applications including stereo 

matching; they explain each stage of this system and implement it on both the GPU and 

FPGA. The work has led to interesting conclusions that GPU is better in many cases 

than FPGA according to the different comparisons or the basis of their comparison, 

whether performance, power, etc… 

In [131], the work presented a comparison between the FPGA and the GPU for 

a dynamic programming algorithm used for stereo disparity matching. It uses an FPGA 

and Nvidia GT 280 of the same price to show the results. The authors do not dwell on 

the algorithm which is called Symmetric Dynamic Programming Stereo (SDPS) arguing 
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that this method is well suited for parallel processing especially that it is considered as a 

semi global algorithm. They use two stages one for rectification and the other for 

disparity calculations. The results are very close, except that the FPGA outperforms the 

GPU by a notch without much effect to the image acquisition stage.  

Also, in [132], the work implemented stereo depth calculation on the GPU 

starting from a Birchfield Tomasi (BT) cost calculation and later using semi global cost 

matching optimization. The reported time is about 180 milliseconds. 

Also, the work of [22] dealt with stereo matching using the graph cuts or 

maxflow / mincut on the GPU. It is used on Markov Random Fields (MRF) and it 

basically parallelizes the push re-label algorithm. It is not restricted to stereo vision use 

because it can be applied for image segmentation, restoration, etc… The speeding 

reported is 70-100 times. 

Furthermore, in [133], the authors compare the usage of local and global 

methods on the GPU with the CPU. They use SAD for local and semi-global matching. 

They report about 5 times speedup. 

Moreover, in [134], the work presented 3 algorithms that include: MultiView 

Stereo Matching, Feature Extraction, and jpeg2000 encoding. The algorithms were 

conducted on a CPU with OpenMP and a GPU. The authors present some guidelines for 

performing algorithms on the GPU. 

Besides, in [34], the implementation of semi global matching on the GPU was 

carried out. The energy cost function is based on MI and histogram calculation in 

addition to the cost calculation. In [135], the authors use a method of their own design 

that tries to find for every pixel a different window of correspondence with the other 

image. They also add a penalizing term for the size of the region which helps achieve 
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bigger regions. They also test the performance on a GPU. The time for 16 disparities 

takes about 60ms. They compare their approach with other methods listed on the 

Middlebury Database [1, 14]. Furthermore, in [39], they basically use Mumford Shah 

[72] along with Stereo Matching. They start from an initial disparity map using a local 

approach. They then use edge detection and segmentation for updating the disparity 

matrix. They minimize an energy function with regularization for obtaining a smooth 

disparity after a number of iterations. They also apply their method using the GPU for 

speedup. 

Also, in [27], many of the local methods used for stereo matching were 

considered. The work is comparable to the standard Middlebury work [1, 14]. Also, the 

authors use median filtering after computing the disparity for refinement purposes. They 

utilize GPUs for checking real time performance of the proposed methods. In particular, 

they compare 6 new real time approaches for quality and speed. It is worth noting that 

the simplified adaptive-weight approach [18] seems to lead to very good results. 

In addition, it is worth mentioning [136] which discussed a local algorithm 

based on bitwise voting and applied it on the GPU. Moreover, [137] presented a GPU 

implementation of exponential ASW and exponential step message propagation. Also, 

[138] proposed an iterative refinement method for ASW based matching. In any case, 

the CUDA related literature presented approaches that are slower than the SAD 

algorithm [139], especially at a small radius. 

Most of the work highlights the speedups obtained by the GPU, but this is not 

always the case, since it is worth noting that in [140], the authors basically consider 

different algorithms and apply them on Multicore CPUs and GPUs. The algorithms 
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include: SGEMM, saxpy, monte carlo, convolution, FFT, sort, etc… They conclude that 

enhancement is about 2.5x and not a lot more. 

Most of the work mentioned here deals with stereo matching and thus it is 

worth noting that the image registration problem also used parallel hardware since many 

publications like [141] have tackled the problem using GPUs and in particular CUDA 

by Nvidia. The different authors reported different speedups and accuracies. 

Many other works exist, and most of them promote CUDA as a rather suitable 

platform whether in terms of speedup or ease of implementation, and thus it was chosen 

as the main parallel architecture, besides being promoted and supported by Nvidia. 
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CHAPTER 3 

EDGE DETECTION AND SEGMENTATION 
 

The work uses edge detection and edge based segmentation as parts in its 

stereo matching approach with and without classification and since some innovations 

were introduced in these fields, it is of great importance to explain them in details. 

  

3.1 Edge Detection 

Edge detection is already highlighted, in the past chapter, as one of the earliest 

parts of image processing and computer vision [2, 3] with many applications in various 

fields as noted in [142] that include sharpening amongst others.  

Concerning digital filters, and as previously noted, Al-Alaoui [143] used his 

own differentiator after inverting the found integrator. This differentiator has proven to 

be of useful implementation in analog to digital conversion in addition to other 

applications as noted in [143-147]. This IIR differentiator is then transformed into an 

FIR one as outlined in the work. Thus the following differentiator is obtainable. 

2
_ ( ) 0.36 0.42 0.06Diff FIRH z z z= − +    (3.1) 

His work further transformed the filter into several masks in order to be simply 

implemented in image processing techniques and in particular edge detection since it is 

a differentiator. The approach used in the referenced work led to improving the 

detection in many cases.  

In this work, and as previously mentioned, we use SA as an optimization 

method for obtaining a better digital differentiator. So, SA is implemented for multiple 

times to optimize the different coefficients of the IIR equation. Of course, using SA as 
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an optimization technique in particular is not necessary, because there are other 

optimization methods and anyone should probably work since we further tested direct 

constrained optimization and it led to the same result. This would lead to having 

different IIR filters, amongst which the one with the most desirable properties is chosen 

and although some of the tested filters were found to be very slightly better, the IIR 

filter with exactly opposite values in the numerator is chosen since it is easier to 

implement. Thus, the following filter was selected. 

1

1

0.3618 0.3618( )
1 0.1956Diff

zH z
z

−

−

−
=

+
    (3.2) 

After that, this filter is transformed into an FIR in the same method in the paper 

[59]. Thus, if the IIR filter has the equation, which was found through optimization, the 

FIR filter found through transforming the IIR version would have the following 

equation: 

2
_ ( ) 0.3682 0.4326 0.0846Diff FIRH z z z= − +   (3.3) 

Afterwards, this filter is optimized in a similar manner as the initial IIR using 

SA multiple times with simple modifications to the initial solution in order to further 

explore the search space and then best solution is chosen ensuring that the sum of the 

elements of the FIR filter is zero. The optimization is considered by minimizing the 

error with respect to the ideal or analog output. Thus, the following FIR filter is found: 

2
_ ( ) 0.3582 0.4292 0.0710Diff FIRH z z z= − +    (3.4) 

Figure 3.1 shows the error performance of the found filters and compares them 

with the original version. 
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Fig.3.1. Absolute magnitude error of the Optimized Al-Alaoui FIR and IIR filters 

 

Also, in a similar manner as in [59], the following possible sets of masks are 

obtained. 
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This mask is considered as the Al-Alaoui-O-1x mask in the x direction, where 

O stands for optimized. Transposing this mask leads to Al-Alaoui-O-1y which is the 

mask in the y direction. 

In a similar fashion, multiplying the mask ([0.3582 -0.4292 0.071]T) by [1 2 1], 

a Sobel-like smoothing  mask,  yields 
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Also, this is referred to as Al-Alaoui-O-2x in the x direction. And transposing 

this mask leads to Al-Alaoui-2y mask  in the y direction. 

Moreover, combining ([0.3582 -0.4292 0.071]T) with [1 3 1], yields Al-Alaoui-

O-3x mask in the x direction and the corresponding transpose Al-Alaoui-3y in the other 

direction. 

[ ]
0.3582 5 15 5

13 0.4292 1 3 1 6 18 6
14

0.071 1 3 1
Al Alaoui O x

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥− − − = − = − − −⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦  (3.7) 

The different effects of the implementation of this filter are similar to those 

reported in [59].  

An issue still remaining here is that the mask filter values have somewhat small 

values when compared to Sobel and Prewitt masks and in order to be able to compare 

them with other standard masks in a better, the values are approximated to be similar to 

Prewitt and Sobel Masks by setting the first row values similar to the other masks to 1 

and updating the other coefficients according to that, and thus the following filters are 

obtained. 

1 1 1
1 1.2 1.2 1.2

0.2 0.2 0.2
Al Alaoui O x

⎡ ⎤
⎢ ⎥− − − − − −⎢ ⎥
⎢ ⎥⎣ ⎦

�

   (3.8) 

1 2 1
2 1.2 2.4 1.2

0.2 0.4 0.2
Al Alaoui O x

⎡ ⎤
⎢ ⎥− − − = − − −⎢ ⎥
⎢ ⎥⎣ ⎦    (3.9) 

1 3 1
3 1.2 3.6 1.2

0.2 0.6 0.2
Al Alaoui O x

⎡ ⎤
⎢ ⎥− − − = − − −⎢ ⎥
⎢ ⎥⎣ ⎦    (3.10) 

It is worth noting that the difference between the new and the previously found 

masks is somewhat minor but it does lead to improvement in the MSE with synthetic 

edges as shown in [59]. Another important note that is not addressed here is the 
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CHAPTER 4 

STEREO MATCHING 
  

Stereo Matching is the main addressed problem in this work, with the aim of 

obtaining an accurate and fast system as clearly emphasized in the previous chapters. 

So, in this chapter, we further deal with the different issues related to this problem and 

present some of the contributions of this work. However, this is not the whole work 

with regards to stereo matching since the main ideas in this chapter are further 

addressed when dealing with classification and relating it to stereo matching in Chapter 

6. 

  

4.1 Initial Processing 

The main problems previously highlighted in this work include illumination 

differences and occlusion between the stereo pair. Illumination differences whether 

small or big are solved through initial processing of the images. The first step done to 

the input images is median filtering, which is performed to the pair to reduce the effects 

of the noise, but this is not a necessary step unless the images were noisy. Also, the 

work here relies on histograms and in particular histogram specification to address the 

illumination differences. For this purpose, it is important to consider histogram 

equalization which is one of the most common method for contrast enhancement. 

Histogram matching builds upon histogram equalization and tries to match the 

histogram of an image with another histogram. As mentioned in the previous section, 

these methods have been widely used for preprocessing images in the problem of stereo 

matching as in [49] and others. 
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It is worth mentioning here that the implementation of histogram equalization 

and related ideas problems has led to many histogram based techniques such as [149] 

which presented a framework for contrast enhancement through varying histogram 

equalization. 

The main idea here as published in [150], relies on trying to match the value of 

the similar pixels in the stereo pair. The pixels are rarely exactly the same unless they 

are obtained through a complex setup as in [1] due to many reasons that include 

digitization or photometric issues. In perfect conditions, the non-occluded pixels of the 

stereo pairs, or those that are present in both images should have the exact same pixel 

value on a 0-255 scale which is very common for standard digital images. Based on this 

premise, the histograms of the non-occluded pixels should be exact. Thus, if the perfect 

disparity map is available, it should be possible to match the histograms of the two 

images. In such cases, it is possible to determine the best possible performance of any 

stereo matching method whether local or not in best illumination and image conditions. 

The method here uses the histograms of the stereo images for finding the 

illumination difference between the stereo pair and reducing the color inconsistency 

effect leading to enhancing any stereo matching method. This is done by finding the 

histograms of the stereo pair. Then the peaks of each histogram are found and the 

intensity difference between them is computed. If the intensities at the peaks are 

different, histogram specification can be directly used or a further validation is done. In 

this validation, the histogram is divided into three equal regions (Regions 1, 2 and 3). In 

addition to these regions, two other regions are considered. These two regions overlap 

the previous regions with Region 4 starting from the middle of Region 1 and ending at 

the middle Region 2. Region 5 is considered similarly starting from Region 2 and 
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ending at Region 3. In each region, the peak of its histogram is easily found for both 

images. After that, the difference between them is computed whether being negative or 

positive. Thus, five values are found and since in some cases two of them could be 

overlapping, only one value is selected. Besides, the sign of all the values are checked 

and the governing sign is selected to remove the values of the different sign. Thus, a 

vector is obtained and the median value of this vector is found.  

It is important to note that the peaks are used because they are easy to 

determine and since occluded pixels do not usually exceed 20% of the pixels, it is 

probable that the peaks coexist. 

Figure 4.1 shows the histograms of the smallest sized gray scale Teddy image 

pair available through [1] without adding any illumination effect. In this case, Regions 2 

and 4 and Regions 3 and 4 lead to the same value, since they are the same. The median 

value output in this case is found to be 2, and this does not mean it is always positive 

and it should be 0 in many cases where the images are almost perfect. 

 

 

Fig.4.1. Histograms of Gray Scale Teddy [1] Images showing the different regions 
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After finding the required value, a general idea about the illumination 

differences is obtained. If this value is rather large, histogram specification of one of the 

images is performed based on the histogram of its counterpart. Thus, any of the local or 

global methods is performed using the histogram specified image. For example, (SAD) 

becomes (SADh) where (h) stands for histogram matching implementation. 

, ( , ) ( , )

y Rx R

x y i j i j
i x R j y R

SADh R Lh
++

= − = −

= −∑ ∑    (4.1) 

Thus, it is easily possible to compute the disparity in a similar manner as the 

initial method. And since histogram specification creates a transformation (T) that 

assigns for each value a corresponding value. This transformation can be subtracted 

from its pair leading to (Td) which means that: 

( , ) ( , ) ( , )( )i j i j i jLh L Td L= +      (4.2) 

Besides this, it is possible to combine the regular and specified image by 

selecting the minimal value between them and considering it as the combined measure. 

Of course, this is more computationally demanding but later shown to be of acceptable 

effect and better accuracy. For example, the (SAD) equation becomes (SADc) where (c) 

is for combined and: 

, , ,min( , )x y x y x ySADc SAD SADh=    (4.3) 

It is worth mentioning here, that the effect of the proposed approach is minimal 

in the (NCC) case, which is the least prone to linear illumination differences. 

Figure 4.2 shows an example of the effect of the proposed preprocessing while 

using (SAD) for stereo matching.  
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4.2 Proposed Approach 
As clearly emphasized in this document, the aim is in delivering an accurate 

and fast stereo matching system. And as already noted most of the procedures aiming at 

accuracy use global approaches or at least semi global ones, while if speed is the target, 

local approaches are preferred. Of course, combining both is not an easy task at all and 

would require testing different procedures. The main difference between local and 

global methods lies in that the local methods do not account as much as the global 

methods for the disparities of neighboring or similar pixels when computing the 

disparity of the current pixel while the global methods usually rely on that since they 

consider the image as a whole. Combining them leads to semi-global approaches and 

this category is the one under which this work falls since it starts with any method 

which could be local and improves it using different measurements like those obtained 

from neighboring disparities. 

The proposed approach here can be used with any method whether local or 

global or semi global and mainly consists of stages that start with the chosen method to 

obtain an initial disparity map and aims at improving the accuracy of the found map 

using a relatively fast procedure. Of course, to have a totally fast method it makes more 

sense to start with a fast stereo matching method such as the local methods of SAD, 

which will be the initial method of concentration here due to its wide usage, speed and 

simplicity. The usage of (SAD) is not by any means exclusive since other methods like 

(NCC) or (BT) stereo matching has led to similar results as later noted. Of course, using 

more complex methods would be of varying effects or improvements as later discussed. 
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The kernel size is considered to vary among selected values according to the 

required accuracy but mainly the chosen radius was set to 5, which means the size of the 

kernel would be about 11x11 so choosing a radius from 3 to 7 could be acceptable. It is 

worth mentioning that these values were used on the low resolution stereo pairs of [1], 

and could be slightly modified according to the images’ size when accounting for other 

stereo pairs. 

Afterwards, the main initial operation is done using regular SAD, BT, SSD, 

NCC or any other method on the stereo images and this is done for the four indicated 

parts and at the lower kernel size. And in the case of having close values at a certain 

pixel, this pixel is considered a confident pixel. “Close” means that the absolute 

difference between each pair is ≤TD. If all the differences are ≤TD, the disparity is kept, 

while otherwise removed. TD is set to 2 for Cones and Teddy and 1 for Venus and 

Tsukuba. 

Figure 4.5 shows the remaining disparities through the different stages when 

using SAD, BT, and NCC. All of these results are based on using the stereo pair after 

performing the initial processing discussed in the previous section. The obtained map 

here is termed Disparity Map A (DA). 
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interval which are usually three and then parabolic interpolation is used to find the point 

with the lowest value in the parabola is selected to be the sub pixel distance. Of course, 

this is not the most convenient way as there are many works that target sub pixel 

accuracy issues as in [151], but this work is restricted to the basic method [1]. 

Since the effect of performing this process on the disparity image improves 

accuracy by slightly varying the disparity, no visual differences are observed and 

therefore, no figure is displayed to show the effect here. 

 

4.3 Stereo and Segmentation 

Segmentation is a method that groups sets of pixels together according to their 

intensity values or other properties, and in this work we use edge based segmentation in 

the manner explained in Chapter 3. And since it is already noted in the previous section, 

that it is possible to use segmentation for completing the disparity values of unknown 

pixels this approach is first discussed here. 

Moreover, and especially that ASW based methods are very popular for 

addressing stereo matching, we present a new improved approach that combines 

segmentation and adaptive weights to achieve relatively accurate disparity maps. 

Besides the used approaches, there are many ways of using segmentation to 

solve the stereo matching process and we cannot explain them all. 

 

4.3.1 Direct Stereo Matching from Segmentation 

Since segmentation aims at grouping pixels into different blocks, it is directly 

possible to use the found blocks as kernels when performing a local stereo matching 

method such as SAD or NCC. Thus, the kernel is no longer a square neighborhood of 
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pixels surrounding the pixel of interest, but rather the pixels that belong to the same 

segment. This directly leads to greatly reducing the number of checked kernels since 

instead of checking number of pixels kernels, number of objects kernels should be 

checked although these kernels are not rectangle or square shaped. There are some 

problems with this method since some objects are too large, so they are preferably 

decomposed into smaller ones, or some objects are too small, so they are better 

considered as parts of other larger ones. Another issue here is that all the pixels in the 

same object would have the same disparity which is rarely the true case, which means 

that it is better to perform smoothing for objects with similar disparities. It is important 

to note here that several combinations were tested to improve on the accuracy of 

directly using segmentation and these are not detailed in this work. Figure 4.10 shows 

an example of the obtained disparities using the SAD method for the segmented regions. 
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It is important to emphasize that the black values indicate a blank disparity and 

these are filled according to the steps indicated. Also, it is necessary to indicate that 

some of the erroneous pixels can be fixed using left to right and right to left validation 

where the disparity maps are found for each image and then validated, with the 

remaining pixels filled according to the nearest edge pixels or the near known pixels in 

the same segmented region. 

Afterwards, sub pixel disparity can be found. This can be done by accounting 

for similar disparity regions with a relatively lower difference such as 1 or 2, and then a 

smoothing operation can be performed along the edges of the different objects which 

proves the importance of edges. 

 

4.3.3. Segmentation with adaptive support weights stereo matching 

The proposed approach uses a method similar to [19]. The method exploits the 

segmentation information in an ordered manner to improve the accuracy of stereo 

matching although this consumes much time. The main assumption considers that pixels 

lying in the same segment have close disparities, which is generally meaningful if the 

segments are relatively small. This assumption is especially valid if the segmentation 

was well performed. 

So, we consider a kernel window around each pixel (px,y), and for every pixel 

(pi,j) in this window we need to assign a weight. The weight is determined according to: 

, ,

, ,

1 if 
( , ) ( ( , ), ( , ))exp

i j x y

i j x y

p same segment as p
w p p dist I i j I x y otherwise

δ

∈⎧
⎪= −⎨ ⎛ ⎞

⎜ ⎟⎪ ⎝ ⎠⎩

 (4.4) 



81 
 

This equation is depicted from [19]. In this equation ( , )I i j denotes the 

intensity value of (pi,j) and δ  is a weight factor that is set to 22. 

Also, ( ( , ), ( , ))dist I i j I x y  represents a measure of the difference between 

intensity values. This difference could be the basic absolute difference in gray intensity 

values for gray scale values or the summation of the absolute differences for all the 

color scales. 

Since stereo matching aims at finding matching pairs in the two stereo images, 

it can be viewed as minimizing a cost function for every pixel to obtain the disparity 

map. The usual cost function could be the SAD or NCC as already discussed in Chapter 

3, but in order to use the found weights, the following cost function is used: 

 

( )
( ) ( ) ( )

( ) ( )
,

,

, , ,
,

, ,

r r r

i l i rr

r

r r
i l i rr

l i x r i x i i
L W R W

x x
l i x r i x

L W R W

w L L w R R TAD L R
C L R

w L L w R R
∈ ∈

∈ ∈

=
∑

∑

i i

i  (4.5) 

In this equation, xL  stands for the left pixel under consideration, and 
rxR stands 

for the candidate right pixel. Also, iL stands for the left pixel in the left window LW , and 

ri
R stands for the right pixel in the right window RW . The different ( w s) stand for the 

different weights in the corresponding windows. Moreover, TAD stands for Truncated 

Absolute Difference, which is the same as the absolute difference (AD) except that it 

introduces an additional constraint according to ( , ) min( ( ), )TAD a b abs a b v= −  where v  

is a preset maximum value. v is set to 80 in this work. 
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In equation (4.5), ( ),
ri iTAD L R  could be the truncated absolute difference in 

gray intensity values or the summation of the truncated absolute differences for all the 

color scales. 

Using this relatively time consuming approach one can achieve the required 

disparity map. Moreover, many works tend to combine the gradient edge information by 

choosing cost functions that further use the TAD for the gradient images as in equation 

(4.6). 

( )
( ) ( ) ( )

( ) ( )

( ) ( ) ( )
( ) ( )

,

,

,

,

, , ,
,

, ,

, , ,
(1 )

, ,

r r r

i l i rr

r

r r
i l i rr

r r r
i l i rr

r r

i l i rr

l i x r i x i i
L W R W

x x
l i x r i x

L W R W

l i x r i x i i
L W R W

l i x r i x
L W R W

w L L w R R TAD L R
C L R

w L L w R R

w L L w R R TAD GL GR

w L L w R R

α

α

∈ ∈

∈ ∈

∈ ∈

∈ ∈

=

+ −

∑

∑

∑

∑

i i

i

i i

i

 (4.6) 

 
In this equation G  is added to denote the gradient value of the corresponding 

image. Also, α  stands for the percentage of effect due to the regular intensity image. It 

is important to mention here that the Gradient can use any preset mask, and in this work 

we relied on using the proposed Al-Alaoui mask in equation (3.9). 

So, using equation (4.6) should further improve the results, but it was noticed 

that using the second term on its own leads to another disparity map which can be more 

useful, so this was performed in this work. This means that one now has two maps that 

can be used together according to certain conditions. 

• The first step in the proposed approach here is to validate the similar 

disparity values in both maps, which leaves a set of invalid pixels.  
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• Next, we determine the median value, excluding invalid pixels, for each 

segmented region. So, and for every invalid pixel, we choose the 

nearest value amongst the two disparity map values to the computed 

median value, which yields an enhanced disparity map.  

• After that, it is possible to re-compute the median value for each 

segmented region and validate that each disparity value does not fall far 

from the median value, which leaves the disparity map with unknown 

values that can be later filled. 

• Afterwards, and since it is possible to compute the two corresponding 

disparity maps using this approach, one can perform LRC as already 

discussed in section 4.2, which leads to new disparity maps that have a 

larger set of invalidated pixels. 

After that, all the invalidated pixels can be filled according to the described 

completion stage in Chapter 6. 

Figure 4.14 shows the obtained disparity map for the Teddy images through the 

proposed steps. 
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CHAPTER 5 

CLASSIFICATION 
 

As already noted, it is beyond our scope to cover everything related to 

classification since we concentrate on solving the stereo matching problem as a 

classification problem. Mainly, the classification related ideas are developed in a rather 

similar manner to the works in [85-89]. This chapter presents the proposed ideas 

regarding classification and these are afterwards related to stereo matching in the next 

chapter. So, this chapter does not deal with any idea regarding stereo matching. 

 

5.1 The Proposed Method 

This section deals with the different enhancements used for improving the 

boosting techniques applied in this work. The handled boosting techniques include 

AdaboostM1, GentleBoost and LogitBoost. These methods were briefly presented in 

Chapter 2. 

The premise behind the method implemented here is that there exists a 

possibility of finding a better learner solution out of combining some of the classifiers 

instead of using all of them. This, as a very basic example, can be observed in some 

cases when the boosting method achieves better accuracy if limited to a lower number 

of iterations rather than a greater one due to many reasons that include over-fitting, 

quality of the learners, etc...  

In other words, the basic concept is that instead of selecting all of the classifiers 

found in the different iterations as in the Adaboost algorithm, or the best classifier 
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amongst the set of classifiers as in the approach introduced in [85,86,87,88,89], one 

selects a group of classifiers that aim at improving the accuracy of classification.  

Thus, and with these ideas in mind, a search amongst the solutions needs to be 

conducted in order to find the best possible solution. But since for (T) classifiers, there 

are almost (2T) possible combinations, it is of great importance to find a way, whether 

optimal or near optimal, to choose between the learners. Definitely, if (T) was small, it 

is directly possible to try the different combinations. 

Two main methods are considered for selecting the classifiers, with both 

relying on the training data available and searching through the space of possible 

combinations. After performing both of these methods, the best set amongst the two 

obtained ones is selected to have the final chosen set. 

The techniques aim at minimizing the error in the training data, which does not 

necessarily mean minimizing the error on the testing data. And as already emphasized, 

the main problem to avoid is over-fitting and for this purpose, the handling of the 

training data is modified to evade this trouble. 

The used schemes along with the modification or the two steps used for 

training are explained next. 

 

5.1.1 Modified Training 

The aim here is to avoid over-fitting. The approach used is rather 

straightforward and has generally shown to lead to acceptable behavior that escapes 

over-fitting and ensures performance enhancement. 

The training data is divided into two parts. The first part comprises most of the 

data, as in 90% of the data. The second part comprises the remaining part, as in the 10% 
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remaining of the data. Then, the major part is used as the data for training. This large 

data part is the part that the proposed selection approaches explained afterwards 

depends on which means that the methods aim to minimize the error on this part of the 

data as a first step. The remaining data is rather small and is used for verifying that the 

obtained set of classifiers is able to achieve acceptable results when subjected to the 

remaining data as a second step. This is rather similar to the RE method which also 

divided the training set into different parts. 

Therefore, and this is performed after the selection approaches, the small set of 

data is tested on the obtained set of classifiers and the found error is compared with the 

error of the original set. And if the found error is better than the original, the found set 

of classifiers is accepted while otherwise the selected set becomes the original one. 

 

5.1.2 Combining Classifiers Search 

Before directly explaining this method, it is worth noting that the two 

approaches used here are similar except that the first one builds from small blocks while 

the other removes from large blocks. The two methods are then used together to ensure 

better results. 

In this search, one considers having a (T) number of classifiers. The basic idea 

is to start from all the classifiers which are of cardinality one or consisting of one 

classifier and then trying the different combinations with the remaining classifiers. 

Then, out of the found combinations, an (X) set of combinations is selected based on 

having the best results so far, and so forth… This process is continued for a finite 

number of steps or as a maximum until one has all the classifiers in one block, which is 

the original set. This can be called a “small to large”, or building and combining 
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approach, since it starts with smaller components and gradually joins the blocks 

together until no more is possible. Figure 5.1 shows a flowchart of this method. 

 

 

 
Fig.5.1. Flowchart of Combining Classifiers Search 

 

Figure 5.2 shows an example of a few stages of this binding search, where the 

number of classifiers is (T=7) and the selected set (X=3). 
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( )
2

* 1 ( 1)
T

i
Space Size X T i X

=

≤ − − −∑    (5.1) 

At the end of this search procedure one can select the set or sets with the lowest 

error or in the vicinity of this error, as in greater or equal to the (error-1). 

It is important to highlight here that this combination method is similar to the 

RE procedure except that it maintains additional sets which are further tested for 

accuracy. So RE is a special case of this where (X=1). This proposed approach should 

produce better results than RE which is also validated when presenting the results. 

 

5.1.3 Separating Classifiers Search 

This method is rather the opposite of the other one. It starts by considering all 

the classifiers as one which could be the last step in the previous approach or which is 

what is generally adopted in boosting and bagging algorithms. Then different 

incremental eliminations are tried while selecting the best (X) sets at each step and so on 

for a certain number or until we end up with a set of separated classifiers. This can be 

called a “large to small” or a reduction approach since it starts with all classifiers and 

ends up with a smaller number.  

Figure 5.3 shows the basic structure of the noted search procedure.  
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Fig.5.3. Flowchart of Separating Classifiers Search 

 

Also, Figure 5.4 shows an example of a stage of this separating or eliminating 

method, where, as before, the number of classifiers is (T=7) and the number of selected 

combinations is (X=3). 
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Also, and like the previous search, one can select the set or sets with the lowest 

error which could lead to selecting the original set of classifiers if it was found to be of 

lower error. 

 

 
5.1.4 Discussion and Combining the Approaches 

Each of the two proposed methods leads to a tree of possible selections. Each 

selection in this tree is made of a set of classifiers of varying cardinality and having a 

certain training error value. Afterwards, it is possible to select the minimum error set(s), 

or even up to certain cardinality or pruning level according to the problem at hand and 

the different possible limitations which may include data storage and speed. 

In this work, each approach is generally found to lead to sets of lowest error. 

Then, these different sets are tested using the small data part. Out of the different sets, 

the set that provides the lowest error on the total training data is selected. 

Still, this selection needs to be accepted or rejected. So, the small data error of 

the original or total set of classifiers is compared with that of the selected set. Only if 

this error and the error of the large data part are lower than the original set errors, the set 

is accepted. If the found set was rejected, the original set is chosen as the selected 

solution which means that there is a good probability of having the original set as the 

selected one. 

This training approach and acceptance criteria is used against over-fitting, since 

in different cases and although the training error of the selected set was the lowest, the 

original set performed better on new data. So, using these ideas provided higher 

confidence when testing the selected classifier set on new data and these can be noted 

later when presenting the results although in many cases the testing error was very close 
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to the original one due to the accuracy of the original set and the acceptance and 

rejection criteria. 

Besides this, it was found that in most cases and as the simulations and results 

will later show, an improvement in at least the cardinality or the training error was 

achieved. 

 

5.1.5 Simulated Annealing Based Approach 

In addition to the presented strategies, we use the well-known heuristic 

optimization technique, simulated annealing to search for a better set of classifiers. It is 

worth mentioning here that optimization was previously used in literature for online 

boosting algorithms as in [14]. 

In general terms, SA is a statistical heuristic search method that aims at 

achieving the global optimal solution of a certain problem. It is based on heat annealing 

which uses varying heating and cooling especially through slow cooling metallic 

materials to harden and change the properties of the matter into a better atomic 

arrangement. In the optimization version, and similar to the metallic process, the SA 

method generates a random solution at each iteration according to certain initial limits. 

The solution is either accepted or rejected based on the obtained function value and the 

temperature variable (T) which is analogously decreased as in the cooling process. The 

randomness of the solution is high when T is high in order to escape local optima and it 

decreases to near the optimal as T decreases. It should be noted that performing SA 

multiple times from a different start or initial guess enhances the possibility of nearing 

the global optimum. 
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SA is performed for a number of iterations and in this work we further modify 

it to lead to several solutions by saving the history of tested sets of classifiers. So, we 

select the top five or (X) performing selections in a similar manner to the previous 

strategies, meaning that we perform SA on the modified training data and save the top 

solutions. Out of the (X) sets, we choose the best performing set on the remaining 

training data. Besides, we utilize the acceptance criteria noted in the previous section to 

accept or reject the found solution and validate the performance of the selected set of 

classifiers. 

It is important to note that we initialized the total set of classifiers as the 

starting solution and restricted SA to perform a maximum of 500 iterations to reduce 

time consumption. This directly means that no more than 500 possible combinations are 

checked. 

 

5.2 Classifiers or Learners 

As already noted, ensemble learning methods like boosting use a certain 

classifier or learner of which the most common one is decision trees. Although it is 

possible to consider various learners such as the Mean Squared Generalized Inverse 

Method, or the naïve Bayes Classifier, we concentrate on decision trees noting that 

preliminary results using other learners have led to similar conclusions.  

Basic decision trees are the most famous weak learners used in boosting and 

bagging algorithms [93, 94, 95] with so many references on them, and this is due to 

many reasons, which include having the ability to be very simple and basic in terms of 

stumps, or much more complex with many conditions and settings. Furthermore, they 

can be either strict binary classifiers having a direct decision like (0,1) or (0,1,2) 
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according to the number of classes, or regression classifiers leading to a numerical 

value, which could be useful in a bigger range of problems, where a value needs to be 

found. 

In this work, they are used in their weakest or simplest form, in which they are 

also called stumps, where one node is found in every tree. In general, each node in a tree 

basically accounts for one of the features at its condition to predict the outcome of the 

input.  

It is worth mentioning that for a 2 feature vector case, or 2D Data, with x and y 

values, basic decision trees are either horizontal or vertical lines placed at a certain point 

in the graph. 

 

5.3 Real Life Scenario 

The example here is not intended to be a validation of the ideas considered for 

selecting classifiers, but rather an example of using the concept of selecting classifiers 

in real life. Also, it is not by any means based on this work or invented here since it is a 

simple situation that many times occurs in real life. Moreover, some could argue against 

such an example and that is very much acceptable since the work does not aim at the 

proof of this and the problem is not necessarily a classification one.   

The main problem assumes that there a quarrel or conflict happens between 

two groups of people on a certain issue, no matter what that is. One way to solve the 

problem is to send another group of people to try to amend the different issues and solve 

the quarrel or at least reduce the tension between the conflicting parties. So, if we 

assume we have 50 people that could be available and are usually ready to contribute 



97 
 

and visit both parties, the question then lies in the procedure used to involve the willing 

people. 

Thus, it would seem that one could either send all the people to solve the issue 

and have each one of them say their word. A second solution would be to choose a 

group of the people of whom all should say their word, and in such a case the problem 

becomes in choosing this group. Also, as a third solution, it is further possible to 

combine the two methods by choosing a group of people to have their say and sending 

the remaining people with them for moral support, or without having their say. Of 

course, there are other possible solutions, as in having all the people contribute their 

saying before going and sending a part as representatives to deliver the main ideas, but 

that would be rather similar to the second approach if the representatives were well 

prepared. Another possible idea is to divide the whole set into groups and send each 

group on its own, which seems like a combination of the first two approaches and there 

lies a difficulty in choosing the groups. 

Concerning the first approach, one can argue that too much people would tend 

to waste more time, and could cause a bit of problem if not prepared to work together. 

Concerning the second, the problem becomes choosing the representatives since they 

must be adequate, prepared, and well coordinate between each other. The third approach 

has the advantages of both with one rather outside disadvantage concerning the willing 

people, because involving everyone at such varying fashions could cause an issue 

between them. 

So, and in analogy to the classification problem and selecting classifiers, the 

two first ideas are applicable and one could argue for the second against the first since 

the first is the one used in boosting, bagging and others, while the second is the 
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proposed according to the work here. For the third proposition, it is definitely worth 

investigation although it is a bit harder since moral support is rather hard to consider in 

the context of classification problems. 

Thus and as already stressed, this is not meant to be a proof or exact 

corresponding scenario, but rather an analogous idea to argue for the proposed methods 

or show their possible correspondence to real scenarios. 
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CHAPTER 6 

STEREO MATCHING WITH CLASSIFICATION 
 

Chapter 5 concentrated on classification which could seem unrelated if one 

considers the general stereo matching literature, but in this work we combine stereo 

matching with classification in a novel manner. So, the method used to perform the 

proposed ideas is explained in what follows. 

 

6.1 Stereo Matching Using Classification 

After presenting the classification techniques, it is of great importance to relate 

them to the stereo matching problem and explain the adopted approach here, which is 

the main contribution of this work.  

As already emphasized, the stereo matching aims at computing the disparity 

which is first performed using a certain selected approach which can be a local basic 

method as in SAD. After that, it is possible to check whether the found disparity is 

correct or not, which is a binary problem and therefore a candidate classification 

problem.  

Besides this, if one checks the neighboring disparity values of a certain pixel, it 

is highly likely that the correct disparity of the current pixel is one of its neighbors and 

this can be seen in the next figure. For example, assume that SAD was performed 

according to the explained approach in this work, then for every pixel, let’s consider a 

neighborhood of pixels according to the SAD radius used and if one is to choose for 

every pixel the nearest to the true disparity one can obtain a disparity map that is of 
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Moreover, the selected set of features was not always the same for each stereo 

matching algorithm to ensure better results. The selected set for each matching method 

is shown in the results section. 

Besides the eleven features, an additional twelfth feature is presented based on 

segmentation information. But this additional feature is not always accounted for as part 

of the total set since it requires much additional computations. 

 

6.2.1 Feature 1: Mean Intensity Difference 

The first feature is selected out of the image itself. The idea is to account for 

the discrepancies between the pixel (x,y) and its surroundings. This feature finds the 

difference of the intensity value of the pixel with all the pixels in a square neighborhood 

with radius Rad around it. This difference constitutes a small matrix that one can select 

different measures including the mean, median, standard deviation and others. The 

mean was selected for ease of computation. 

The mean being  

1
1 ( , ) ( , )

y Radx Rad

i x Rad j y Rad
f I i j I x y

n

++

= − = −

= −∑ ∑    (6.1) 

 
 
 
6.2.2 Feature 2: Mean Edge Disparity Value 

The second feature is depicted from the disparity map. This is not direct 

however, since it is based on finding the edge disparity map ED according to the Al-

Alaoui edge detection filter [59]. An example of the edge map for the NCC obtained 

map is shown in Figure 6.3. 
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* 2* 2

3
* 2 * 2

( ( , ) ( , ) )

C o n d i t io n : ( , ) ( , )

y R a dx R a d

D
i x R a d j y R a d

D

f le n g th D i j D x y T

I i j I x y i

++

= − = −

= − >

− ≤

∑ ∑  (6.3)
 

This work assumes a disparity similar to another if the absolute difference is 

≤TD. TD  was already discussed and iD is set to 15. 

Moreover, the mean difference between the disparity value and the surrounding 

disparities is computed which is the fourth feature.  

*2*2

4
*2 *2

1 ( , ) ( , )
y Radx Rad

i x Rad j y Rad

f D i j D x y
n

++

= − = −

= −∑ ∑
  

(6.4) 

 
 

6.2.4 Feature 5: Disparity Value 

This feature is basically the disparity value 5 ( , )f D x y= . This was used because 

it was noticeable that the lower disparities were more often true than the higher ones, 

especially in the SAD case. Also, this included no computational cost. 

 

6.2.5 Feature 6: Candidate Accurate Disparity 

The main idea here is to check if the confident disparity value DA(x,y) is 

available or not. As already noted, DA  is very important and is used in several of the 

features since it is easy to compute and has proven to enhance the accuracy. The first 

one of these features is feature six which is a logical value that indicates whether the 

value exists or not. 

6 1 ( , ) ;0Af if D x y exists otherwise=   (6.5) 
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6.2.6 Feature 7: Histogram Disparity Value Difference 

Many of the features here combine the intensity and the disparity value and this 

feature is one of these. This is based on DA in addition to the intensity of the pixels. The 

idea is to determine a histogram that indicates the average of each gray scale intensity 

value (gi). This is straightforward because gi varies between 0 and 255 for 8 bit 

quantization and between 0 and 63 for 6 bits per pixel. So if one checks the intensity 

value of each known disparity pixel, the average disparity is found. 

1

1( ) ( )
= # of pixels with

N

DA A
i

H gi D I gi
N gi =

= =∑    (6.6) 

 
And after obtaining the histogram (HDA), the intensity of the pixel to be 

classified is checked to find the equivalent disparity in the histogram. This disparity is 

then subtracted from the candidate disparity which is feature seven. 

7 ( ( , )) ( , )DAf H I x y D x y= −
     

(6.7) 

 
 
6.2.7 Features 8 and 9: Regional Histogram Disparity Value Differences 

These two features are rather similar and that is why they are grouped together. 

Like the previous feature, these rely on (D), (DA) and (I). The ideas of the two features 

are the same, but each one is depicted from a different map, the first is from (DA) and 

the second is from (D). So, feature eight is found by dividing (DA) into four equal parts 

like a two by two array and assigning for each part a histogram similar to that in feature 

seven. Thus, there would be four histograms indicating the average disparity for each 

intensity value (H1DA), (H2DA), (H3DA), and (H4DA).  
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Now, and since any pixel would lie in either part, its feature is extracted from 

the histogram of the part it belongs to, in a similar manner to feature seven. This means 

that the difference between the average and the candidate disparity is computed. 

8 ( ( , )) ( , )DAf Hi I x y D x y= −
    

(6.8) 

The same applies for feature nine which is similar to feature eight but depicted 

from the regular disparity map (D) which leads to have (H1D), (H2D), (H3D), and (H4D). 

9 ( ( , )) ( , )Df Hi I x y D x y= −
     

(6.9) 

 
 
6.2.8 Features 10 and 11: Local Histogram Disparity Value Differences 

In a similar manner like features eight and nine, features ten and eleven are 

from (DA) and (D) respectively. Also, these are obtained by dividing the maps into equal 

parts but instead of four, there are nine parts like a three by three array to lead to 

(h1DA),…, (h9DA) and (h1D),…, (h9D) . This means that there are nine histograms and 

each pixel is assigned to the histogram in the part it belongs to. Then, the absolute 

difference between the disparity and the corresponding histogram value is computed as 

in the previous features. 

10 ( ( , )) ( , )DAf hi I x y D x y= −    
 

(6.10)
 

11 ( ( , )) ( , )Df hi I x y D x y= −

    
(6.11) 

 
6.2.9 Feature 12: Segmentation Feature 

This feature is only used with segmentation. So, the features are used without it 

for all the methods and afterwards, the features are tested with and without it in the case 

involving segmentation.  The feature basically computes the absolute difference 

between the pixel’s disparity and the median or mean disparity value of each segment. 
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12
( , ) ( ( , ))

1( , ) ( , )
# ( ( , )) pixel i j Segment I x y

f D x y D i j
pixels in Segment I x y ∈

= − ∑
 (6.12) 

 

6.3 Completion Stage 

As already mentioned when discussing the method used to relate classification 

and stereo matching, some disparities are left unknown, and so they must be 

determined. This means that the completion stage decides the overall accuracy and 

speed of the system. It is worth emphasizing that any stereo matching algorithm that 

performs LRC requires a similar stage. 

Before explaining the proposed method, it is important to note that there are 

many references as in [50] that initially rely on finding the maps for a set of points. In 

this work, the initially found points constitute a large percentage and were always more 

than 70% of all the pixels. Also, if the initial method was accurate, more than 90% of 

the pixels would be known. This means that the unknown pixels are rapidly found.  

Definitely, there are several works that have a completion or filling stage and 

many of these rely on choosing nearby disparities and weighted median filtering as in 

[152, 153, 154]. In this work, a new heuristic approach is proposed to achieve 

acceptable accuracy with fast performance. This proposed stage can be considered as a 

minor contribution of this work. This is done by combining two techniques. 

Before describing the techniques, it is important to note that the lower accuracy 

methods had very erroneous data before 60% of the disparity range. So, these pixels 

were set to unknown. 

The first technique is comprised of few steps and can be thought as a simple 

segmentation approach. At first, the gray image (I) is quantized into 10 values 
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7.1 Proposed Method 

The approach relies on direct usage of the disparity map. The basic idea is that 

after obtaining the corresponding left and right disparity maps, a 3D reconstruction of 

the scene should be possible. This is done through using the 3D coordinates of each 

pixel which are simply x or column position, y or row position, and z or the disparity 

value according to the preset range. Of course, it is possible to use the different camera 

parameters in order to obtain the real world coordinates, but this is not necessary here. 

So, the notion basically maps the pixels to their 3D locations in the virtual environment. 

The software used here is not DirectX which leaves another option. We use 

OpenGL, where the mapping is directly done after computing the disparity into the 

Graphics Buffer to show the 3D obtained view. The approach here is also 

straightforward since no lighting, or any other complex graphics procedures are used. It 

is worth noting that it is possible to use some libraries for the reconstruction like Points 

Cloud Library (PCL), but they rely on using OpenGL so using OpenGL is the faster 

way especially when considering the interoperation between CUDA and OpenGL. 

An example of the obtained 3D scene is shown in the next figure and it is 

directly possible to check the different parts of the scene in its 3D environment.  
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generating a set of maps that start from the left map and end up at the right map or in the 

opposite direction. This is better explained through an example. 

At first, consider that we have the stereo images with the stereo disparity maps, 

which is a total of four images as already shown in the first figure. 

Then, and in order to start from one figure and end at the other, one must 

generate an intermediate set of images that slowly move from one image to the other 

pair whether that is for the stereo or disparity pair. So and using the map, each pixel is 

gradually shifted from one image into its pair. This can be easily seen by checking the 

difference distance between the pair, which corresponds to the disparity and then 

dividing this distance into a set of gradual shifts. For example, if the distance of a 

certain pixel is 30, and the number of shifts for the images is set to 10, on each step, the 

pixel is shifted by 3, and when each step is performed to the whole image, a new 

intermediary image is obtained which corresponds to the scene at that position. There 

are some problems however, and these mainly include unknown pixels, since each shift 

leaves a set of pixel values that are not known or blank, and these need to be found to 

have a complete image. So, interpolation can be used to find these pixels, or choosing 

the nearest lower disparity pixel and duplicating it, or even duplicating the higher 

disparity pixel. This is mainly done by using the nearest neighbors and it should work in 

a very good manner when the image is not crowded or smooth. Figure 7.5 shows an 

example of the set of disparities obtained by assuming ten shifts between the pair on the 

disparity map. 
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It is worth noting here that combining these different images or sequence in a 

video or even a gif image leads to obtaining 3D like effects. Also, these figures can be 

obtained through any coding software with image manipulation like Matlab, C, C++ 

with its different libraries like OpenCV and OpenGL. 
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CHAPTER 8 

CUDA IMPLEMENTATIONS 
 

This chapter considers CUDA with many of the ideas addressed in this work. 

These include edge detection and stereo matching with or without classification. It is 

important to emphasize that the CUDA related work does not cover all the work and can 

be further updated, so this chapter might seem to miss some ideas. 

 

8.1 Notion about CUDA 

The CUDA architecture was introduced by NVIDIA in order to bring general 

purpose programming to the Graphics processor (GPU) thus enabling the use of a 

highly parallel easy to program architecture suitable for image processing algorithms 

such as image edge detection. The CUDA platform is chosen in this work due to its 

popularity, availability, ease of programming and highly parallel design. CUDA is 

becoming more and more the primary non CPU parallel programming platform due to 

these reasons.  

Moreover, and since this work aims at achieving real time performance, CUDA 

was chosen especially that basic CPU implementations were rather  slow whether in 

Matlab, C or C++. 

It is worth mentioning that CUDA devices have several types of memory that 

include global, texture, shared and local memory. The method used to deal with these 

memories in regards to organizing the accesses and using the faster ones often leads to 

an enhanced algorithm for any implementation. 
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8.2 Edge Detection using CUDA 

Edge detection related to this work relied on the notion of masks as already 

explained and the operation used to apply the masks is convolution of a 3x3 kernel. So, 

for the purpose of obtaining a parallel and faster implementation for the edge detection 

method, and due to the increasing popularity of parallel hardware whether GPUs or 

FPGAs, we targeted a CUDA approach since it is rather easy and efficient for GPUs. 

Thus, and to suite the method to CUDA, a faster algorithm was proposed. The approach 

here is general and aims at performing the mask operation which is a main step in most 

applications related to image processing in this work or in others. It is important to note 

here that the main advantages of using CUDA lie in the data handling in memory which 

is noted here. 

In order to explain this well, it is important to emphasize that the filtering stage 

is a convolution or correlation one, where an image is convolved with a mask like 

Sobel, Prewitt, or difference of Gaussian, etc... The adopted algorithm relies on 

exploiting the shared memory of the CUDA GPU device which is much faster than 

global memory. And before directly explaining the proposed implementation, it is 

necessary to explain the shared memory implementation of Nvidia [129]. The basic idea 

of this is to divide the input image into a set of blocks that are possible to store in shared 

memory and access these blocks as necessary for every pixel. The full explanation of 

the algorithm is provided in [156] in which separable filters and memory coalescence 

are implemented. 

Concerning the proposed method, the idea is to store the required values until 

no longer needed and reduce the accesses to global memory. Thus, and since the 

convolution of each pixel considers a neighborhood or kernel of pixels around it, which 
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are in turn to be computed, the main reduction would be to send each pixel value once. 

This is explained to work for an (n x m) kernel where n is for rows and m is for columns 

with both of them being odd, and in particular for the most common (3 x 3) mask. Thus, 

we start by sending the initial n rows to shared memory and since after finding the 

values for the (n/2+1/2)th row  the first row is no longer necessary, it is replaced with 

the (n+1)th row. And in each step, we replace the required row with the one no longer 

needed. An important problem here is that shifting all the rows would require many 

operations, so we consider permutation variables to know the order of the rows. In 

Figure 6, the (3 x 3) mask is considered for an input image. Initially, rows 0, 1 and 2 are 

sent to the shared memory, so we have shared rows 0, 1 and 2. After computing the 

resulting pixel values for row 1, the values saved in shared row 0 are replaced with the 

values of row 3. Then, the pixels of row 2 are computed noting the order or permutation 

of the rows since the shared row order is 1, 2, 0. Then the values saved in shared row 1 

are no longer needed, so they are replaced with those in row 4 and so on...   

 

Fig.8.1. Explanation of the Algorithm Used for Filtering Images in CUDA for a (3 x 3) 
mask 
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Using the proposed approach, the access to global memory is reduced 

according to the size of the filter with higher sizes leading to better performance. 

The code for the (3 x 3) kernel implementation is available for checking and 

download at [157]. This code can be used in a similar manner as the Sobel Filter source 

code implementation provided by NVIDIA in the GPU SDK [129]. 

A necessary note here is that not all the row is used since that could exceed the 

allowed shared memory and slow the procedure and not all the rows are considered in a 

single pass, but are rather divided into different sections. Different tests were done to 

achieve the typical values mentioned next. It is worth mentioning that it is further 

possible to use the columns instead of the rows, and the initial approach of moving 

along the columns is rather similar to the stereo matching algorithm in [158]. 

Besides the mentioned ideas, it is important to mention that memory 

coalescence, in a similar manner to [156] is used to enhance the performance. 

 

8.3 Stereo Matching using CUDA 

This work concentrates on Stereo Matching and in particular using local stereo 

matching methods such as SAD, SSD and NCC. In particular, SAD and SSD are faster 

to compute than NCC, although the approaches are rather similar since they both rely on 

accounting for differences between local neighborhoods in the stereo pair.  

Concerning CUDA stereo matching based implementations and as already 

discussed there are plenty, and in particular for the SAD and SSD, a parallel algorithm 

stands up and seems to be the fastest. This was done and explained in [158]. The main 

approach relies on exploiting the repeated calculations in a fast manner to reduce 
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memory transfers and calculations. For a radius (Rad=5), the proposed algorithm in 

[158] consumes about 4 ms on a Geforce GTX 460 GPU for the Teddy image. 

By testing the different possible approaches which included checking the rows 

or different blocks of rows and columns, the proposed implementation which is based 

on the columns was indeed found to be the fastest one due to the nature of the problem 

and the disparity that indicates the difference between the pixels in terms of the number 

of columns. Still there seemed to be a room for improvement by further reducing global 

memory accesses and further exploiting the local memory available. So, this was done 

here and it led to an improvement of more than 20% for the different tested images.  

The modifications mainly included local storage of the intermediary distances 

since the SAD or SSD approaches aimed at minimizing these distances. Another idea is 

storing repeated local values instead of recalculating them more than once on every 

thread. Moreover, storing the current disparity value of the pixel locally enhanced the 

results since the repeated access of this in global memory slowed down the 

implementation.  

It is important to mention here that, perhaps, the main reason that these 

modifications were not considered in the original implementation was that local 

memory was more limited than that of current GPUs, so this work mainly exploited 

some of the properties of updated GPUs. 

In our implementation we used the texture memory of the CUDA device to 

store the image and its map. Also, we used the shared memory for all the features 

related to classification, since this is essential for reducing the accesses to global or 

texture memory to obtain real time speeds. 
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In regards to the initial processing, this is relatively fast since the histograms 

are easy to compute using atomic operations in CUDA [159]. 

Regarding classification, training is time consuming since it tries to determine 

the parameters of the classification method, with each approach using a different 

training operation. But, this is only performed once and prior to the implementation of 

the stereo matching system. Also, the training does not need a GPU implementation. 

Concerning the testing or implementation stage of classification, this is 

required for every pixel which is computationally acceptable as explained next. 

The vital idea here is that the proposed classification is independent of the 

disparity range since it is a post processing stage. This means that classification 

consumes the same time on same sized images. 

Concerning the features, and although there are eleven, excluding the 

segmentation feature, and they require little time. Features 1 and 2 are direct and can be 

computed using separable convolution [156]. The work in [156] reported speeds of 1.4 

(Giga pixels per second) GPPS for large arrays. Also, Feature 5 is already available. 

For feature 6, the map (DA) requires checking four values per pixel which is 

straightforward. Concerning features 7, 8, 9, 10 and 11, the histograms can be computed 

with a speed of 5.5 GPPS [159] for histograms of 256 bins and 10 GPPS for histograms 

of 64 bins for large arrays. 

The main time consuming features are 3 and 4 since they are performed on 

bigger neighborhoods as in a (21x21) kernel as opposed to an (11x11) neighborhood. 

The required time can be checked by finding the number of operations done per 

pixel. So, if we study the exhaustive algorithm case of the SAD computation, each pixel 

would require 2( 2 1)dr Rad× × + set of operations. dr is the disparity range and Rad  is 
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the Radius of the kernel. The operations include additions and conditions. This is 

compared with the hardest to compute features, features 3 and 4. These would require 

about 22 (( 2) 2 1)Rad× × × + different operations where the 2×  is for the map and the 

image, and the first 2×  is for the larger radius. So, if ( 5 & 60)Rad dr= = , the SAD 

algorithm would require almost eight times the computation of features 3 and 4 which 

are found together. In fact, the computation of these two features is comparable to a 

SAD disparity map computation performed at a larger radius 2Rad × but at a small 

disparity range 3dr ≤ . 

After finding the features, classification is performed. This is fast especially 

according to boosting which requires checking a set of conditions according to the tree 

classifier and determining the class of each pixel. It is worth mentioning here that the 

total time required for the features and AdaboostM1 is about 40% of the SAD map 

computational time in the Teddy and Cones images for an (11x11) kernel. 

After the classification, the completion of the unknown pixels mainly requires 

checking the neighboring pixels and the possible known disparities. The time consumed 

here is about 60% of the SAD map required time since this is performed only for a set 

of pixels that are grouped together. The completion stage mainly relies on labeling 

connected components which is fast on both the CPU and the GPU [57]. This can be 

further developed in future work. 

After the filling stage, median filtering is used and this is also fast since it is 

performed on a small neighborhood (Rad=1). 

It is important to note here that the usage of the basic completion stage (Cb) 

directly means less total time, albeit at the expense of reduced accuracy. (Cb) consumes 

about 0.2 ms. Additional results are presented in the next chapter. 
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It is important to remark that the completion stage requires the most time in the 

SAD case since it was the most erroneous, so using other matching methods should be 

faster. 

More details on the CUDA implementation are provided in the next chapter. 
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CHAPTER 9 

RESULTS 
 

This chapter presents the results regarding the main proposed work. It is 

divided into several parts to accommodate the different parts of this work. At first, the 

results regarding the proposed classification approach, excluding stereo matching, are 

presented. Afterwards, we present the results regarding stereo matching. The results 

include results with and without both segmentation and classification. Moreover, and 

since parts of the stereo matching proposed work were developed on CUDA, we present 

the related time results. Definitely, it is important to discuss the various obtained results, 

so various ideas are discussed throughout this chapter.  

 

9.1 Results on Classification 

The proposed work has indeed led to better results in many cases, and in this 

section these claims are validated. Various datasets are considered with different 

number of features. All the datasets are binary ones although similar results were 

obtained using AdaboostM2 for multiclass datasets. The different datasets are selected 

from various references. 

And since the different methods of boosting are tested, it is important to well 

divide them for showing the results, so each table indicates the different boosting 

method that was used amongst AdaboostM1, GentleBoost and LogitBoost. 

The tables initially show the results of the boosting methods (% Initial). Also, 

the tables present the results obtained by the two approaches (% Comb) and (% Sep), 

each on its own without the training acceptance check in addition to the final results 
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obtained through the combination of the two approaches along with the training 

acceptance check (% New). We further show the errors obtained by the RE method 

which is a particular case of the combining classifiers search. The RE method selects 

the best performing classifiers’ combination on the training data as opposed to selecting 

a pruning level or percentage. 

In addition to the error percentages, the tables indicate the average number of 

classifiers of the selected set after the acceptance test (# trees), which means that it is 

possible to have an average equal to the original number of classifiers especially that it 

is always one of the candidate sets, at least in the separating procedure and due to the 

acceptance conditions. 

The results present the testing amongst 50 learners with further generalizations 

possible whether less or more. It is important to note that similar tests were done to 100 

and 20 learners and they generally led to similar results. An additional idea that is worth 

highlighting is that a lower number of classifiers, like 20, usually allowed for the 

proposed selection method to reach better solutions in more databases as compared to 

the original set and this is mainly due to the smaller search space and the initial 

relatively low accuracy. On the other hand, if a larger number of classifiers was used, 

like 100, very similar improvements as in the used case, 50 classifiers, were obtained 

although the procedures were more time consuming due to the larger search space. 

Furthermore, the results are considered for tenfold validation which divided the 

data into 90% for training and 10% for testing in each of the tenfold cases, and 

computing the average error with rounding the results. These tests were performed for 

ten times per each dataset, meaning that each dataset underwent at least 100 runs per the 

boosting method since the tenfold test includes 10 runs. Of course, other scenarios are 
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possible like twofold, fivefold, etc… It is important to note here that this 90%-10% test 

is independent of the modified training used for selection since that worked on the 90% 

used for training and divided it into two parts according to the suggested approach. 

It is worth mentioning that it is possible to present the training only errors, but 

these are not included for brevity. 

 

9.1.1 Datasets 

In this part, a brief idea of the different used datasets is provided. These are a 

total of 20 binary or two class classification datasets. Table 9.1 provides basic 

information of these databases. 

 

Table 9.1 Datasets Basic Information 
 

Dataset # Features # Patterns 
Australian Credit [160] 15 690 

Blood Transfusion [161] 5 748 
Cancer [161] 9 699 

Circular 2 400 
Crab [161] 6 200 
Flare [161] 14 1389 

Fourclass [162] 3 862 
German Credit [160] 25 1000 

Glass [161] 9 214 
Iono [161] 35 351 
KC2 [163] 22 522 

Magic04 [161] 11 19020 
Mammography [161] 6 961 

Mushroom [161] 22 8124 
Pima [161] 9 768 
Skin [161] 4 245057 

Spiral [164] 2 900 
TicTac [165] 10 958 
Titanic [166] 4 2201 

Twonorm [167] 21 7400 
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As it can be seen the different databases are selected from different sources that 

are all publicly available. These definitely include the UCI database [161] in several 

cases. Statlog [160] is used in two of the databases in addition to several other resources 

as in [162, 164, 165, 166, 167]. 

Concerning the Spiral dataset, it is a 2 class 2 features database where each 

class looks like a part of the spiral. It can be generated randomly and is based on the 

work in [164]. 

Also, the circular dataset can be randomly generated since it is a 2 features 2 

class dataset where class 1 consists of samples inside a circle and class 2 consists of 

samples surrounding Class 1 by a ring with added noise to the different elements. This 

can be easily extended to multiclass problems. 

 

9.1.2 AdaboostM1 with Selection Results 

This provides the results for AdaboostM1. Table 9.2 shows the tenfold results 

according to the previous discussion. It is important to re-note that the different tables 

for this method and the others show the error percentages (%), so the lower the better.  

 

Table 9.2 AdaboostM1 with Selection Error Results 
 

Dataset % Error 
Initial 

% Error 
Comb 

% Error 
Sep 

% Error 
RE 

% Error 
New 

% Error 
SA 

% Error 
SA-C 

# Trees 
New 

# Trees 
SA-C 

Australian 14.2(3.8) 14.8(3.9) 14.4(3.5) 14.9(4.0) 14.1(3.8) 14.2(3.9) 14.2(3.9) 49.1 46.2 
Blood 

Transfusion 20.8(5.4) 20.4(5.1) 20.2(5.0) 20.4(5.1) 20.5(5.1) 21.0(5.3) 20.9(5.4) 49.7 49.1 

Cancer 4.3(2.5) 4.1(2.2) 4.5(2.5) 4.2(2.2) 4.2(2.1) 4.3(2.7) 4.1(2.2) 49.2 40.7 
Circular 14.7(6.0) 14.3(5.1) 14.0(4.9) 14.5(5.4) 14.6(6.0) 14.4(6.1) 14.7(6.0) 49.8 47.8 

Crab 13.8(9.1) 12.8(9.0) 13.4(9.1) 13.0(9.0) 13.3(9.1) 13.7(9.0) 13.8(9.1) 46.5 50 
Flare 5.7(2.0) 5.7(2.0) 5.7(2.0) 5.7(2.0) 5.7(2.0) 5.7(2.0) 5.7(2.0) 50 48.9 

Fourclass 15.6(4.1) 10.3(3.7) 9.3(3.3) 10.6(3.6) 10.1(3.6) 10.8(3.0) 11.3(3.1) 44.3 32.3 
German 24.9(4.7) 24.4(4.6) 24.3(4.5) 24.5(4.4) 24.7(4.5) 24.8(4.9) 24.8(4.7) 48.7 47.6 

Glass 4.2(4.2) 3.7(3.5) 4.2(3.4) 3.9(3.5) 4.2(3.5) 4.2(4.2) 4.2(4.2) 49.6 50 
Iono 7.9(4.5) 8.3(4.7) 8.5(4.8) 8.4(4.7) 7.8(4.5) 8.2(4.6) 7.9(4.5) 49.5 50 
KC2 14.8(5.3) 15.2(5.2) 15.0(5.2) 15.3(5.2) 14.7(5.3) 14.7(5.0) 14.9(5.8) 48.3 45.8 

Magic 17.0(1.0) 16.3(0.9) 16.1(0.9) 16.3(0.9) 16.2(0.9) 16.5(1.2) 16.5(1.1) 41.3 44.6 
Mammography 17.3(3.3) 17.5(3.1) 17.6(3.2) 17.6(3.2) 17.1(3.4) 17.6(3.0) 17.4(2.9) 47.2 41.3 
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Table 9.2 Continued 
 
Mushroom 0.3(0.2) 0.1(0.1) 0.1(0.1) 0.1(0.1) 0.1(0.1) 0.1(0.1) 0.1(0.1) 45.4 37.4 

Pima 23.6(4.3) 24.6(5.2) 24.4(5.0) 24.7(5.2) 23.6(4.3) 24.6(4.8) 23.7(4.4) 50 46.6 
Skin 8.2(0.1) 5.9(0.1) 5.3(0.1) 6.1(0.1) 5.3(0.1) 6.1(0.1) 6.1(0.1) 41.5 27.3 

Spiral 9.8(3.1) 8.6(2.7) 8.4(2.4) 8.6(2.7) 8.8(2.8) 8.3(2.8) 8.7(2.9) 42.1 34.1 
TicTac 22.3(4.7) 22.1(4.6) 19.7(4.3) 22.4(4.7) 20.3(4.5) 22.5(4.8) 22.3(4.8) 39.7 44.7 
Titanic 22.2(2.7) 22.2(2.6) 21.9(2.7) 22.2(2.6) 21.9(2.7) 22.2(2.7) 22.2(2.7) 47.8 48.4 

Twonorm 4.1(0.6) 4.3(0.7) 4.4(0.8) 4.4(0.8) 4.1(0.6) 4.1(0.6) 4.1(0.6) 50 49.8 
Average Value 13.3% 12.8% 12.6% 12.9% 12.6% 12.9% 12.9% 47.0 44.1 
Average Rank 4.6 3.4 3.3 4.6 2.8 4.6 4.8   

 

9.1.3 GentleBoost with Selecting Results 

This provides the results for GentleBoost. Table 9.3 shows the related testing 

results. 

 

Table 9.3 GentleBoost with Selection Error Results 
 

Dataset % Error 
Initial 

% Error 
Comb 

% Error 
Sep 

% Error 
RE 

% Error 
New 

% Error 
SA 

% Error 
SA-C 

# Trees 
New 

# Trees 
SA-C 

Australian 14.9(3.7) 15.6(4.1) 15.5(4.2) 15.6(4.1) 14.9(3.7) 15.2(4.0) 14.9(3.8) 49.6 48.2 
Blood 

Transfusion 20.6(4.7) 21.0(4.6) 20.9(4.6) 21.2(4.8) 20.6(4.7) 20.9(4.7) 20.6(4.7) 49.7 48.1 

Cancer 3.8(2.1) 3.9(2.2) 3.9(2.2) 3.9(2.2) 3.8(2.1) 3.9(2.2) 3.8(2.1) 50 48.5 
Circular 13.7(5.7) 13.6(5.7) 13.7(5.6) 13.6(5.7) 13.6(5.7) 13.5(5.7) 13.7(5.7) 49.8 47.6 

Crab 10.5(7.3) 10.8(7.7) 11.0(7.7) 10.9(7.7) 10.5(7.3) 10.4(7.3) 10.5(7.3) 50 50 
Flare 5.8(1.9) 5.8(1.9) 5.7(1.9) 5.7(1.9) 5.7(1.9) 5.7(1.9) 5.8(1.9) 47.5 45.8 

Fourclass 8.1(3.5) 6.3(3.2) 6.4(3.4) 6.4(3.3) 6.7(3.3) 6.5(3.1) 6.9(3.0) 42.2 44.7 
German 23.8(4.8) 24.3(4.9) 24.5(5.0) 24.4(5.0) 23.8(4.8) 24.1(4.8) 23.8(4.8) 49.9 49.2 

Glass 4.2(4.4) 4.8(4.9) 4.9(4.7) 5.0(4.9) 4.2(4.4) 4.2(4.4) 4.2(4.4) 50 50 
Iono 7.7(4.0) 8.0(4.1) 8.3(4.2) 8.1(4.1) 7.7(4.0) 7.8(4.0) 7.7(4.0) 50 50 
KC2 15.8(5.7) 16.4(6.1) 16.2(5.9) 16.8(6.2) 15.8(5.7) 15.7(5.7) 15.8(5.7) 50 48.7 

Magic 15.9(0.8) 15.5(1.1) 15.1(0.9) 15.6(1.0) 15.3(0.9) 15.6(1.0) 15.6(1.0) 45.1 44.4 
Mammography 17.9(3.3) 18.1(2.8) 18.2(3.2) 18.1(3.2) 17.8(3.1) 18.2(3.5) 18.0(3.3) 48.4 43.2 

Mushroom 0.2(0.1) 0.1(0.1) 0.1(0.1) 0.1(0.1) 0.1(0.1) 0.1(0.1) 0.1(0.1) 47.5 44.3 
Pima 24.5(4.1) 24.4(4.1) 24.4(4.1) 24.4(4.1) 24.4(4.1) 24.9(4.3) 24.5(4.2) 49.4 48.9 
Skin 4.5(0.2) 3.4(0.1) 3.0(0.1) 3.4(0.1) 3.0(0.1) 3.4(0.1) 3.4(0.1) 37.7 36.3 

Spiral 9.0(3.0) 8.1(2.8) 8.1(2.7) 8.2(2.7) 8.3(2.8) 8.1(2.9) 8.3(2.7) 44.7 38.3 
TicTac 21.8(4.7) 20.4(4.8) 18.8(4.4) 20.6(4.9) 19.2(4.5) 22.0(4.9) 21.4(4.6) 44.3 45.4 
Titanic 22.2(2.7) 22.2(2.7) 22.1(2.7) 22.2(2.7) 22.1(2.7) 22.0(2.7) 22.1(2.7) 49.8 41.1 

Twonorm 3.7(0.6) 3.8(0.7) 3.7(0.6) 3.8(0.7) 3.7(0.6) 3.7(0.6) 3.7(0.6) 50 49.9 
Average Value 12.4% 12.3% 12.2% 12.4% 12.1% 12.3% 12.2% 48.0 46.1 
Average Rank 4.1 4.2 4.0 5.1 2.7 3.8 4.2   

 

9.1.4 LogitBoost with Selecting Results 

Table 9.4 shows the different error testing results according to the previous 

discussion for the LogitBoost method. 
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Table 9.4 LogitBoost with Selection Error Results 
 

Dataset % Error 
Initial 

% Error 
Comb 

% Error 
Sep 

% Error 
RE 

% Error 
New 

% Error 
SA 

% Error 
SA-C 

# Trees 
New 

# Trees 
SA-C 

Australian 13.4(3.4) 13.8(3.1) 13.5(2.9) 13.7(3.0) 13.4(3.4) 13.6(3.2) 13.4(3.4) 50 49.4 
Blood 

Transfusion 20.7(5.0) 21.1(5.3) 20.5(5.0) 21.3(5.4) 20.6(5.0) 21.2(5.1) 20.7(5.1) 49.6 48.2 

Cancer 3.9(2.4) 4.2(2.6) 3.9(2.4) 4.3(2.6) 3.9(2.4) 4.2(2.5) 4.0(2.4) 49.5 46.9 
Circular 13.9(5.7) 14.0(5.9) 13.6(5.4) 14.1(5.6) 13.6(5.3) 14.1(6.0) 14.0(5.8) 49.3 46.5 

Crab 15.1(7.2) 13.9(6.8) 14.0(6.5) 13.9(6.7) 14.9(6.9) 14.0(6.4) 14.5(6.8) 49.8 47.8 
Flare 5.7(2.0) 5.7(2.0) 5.8(2.0) 5.8(2.0) 5.7(2.0) 5.8(2.0) 5.7(2.0) 50 48.1 

Fourclass 7.0(2.9) 4.8(2.3) 4.5(2.2) 5.1(2.4) 4.6(2.2) 4.9(2.1) 4.9(2.1) 46.6 35.5 
German 24.4(4.4) 24.0(3.2) 25.0(5.0) 24.0(3.1) 24.4(3.5) 24.8(4.6) 24.5(4.5) 50 45.7 
Glass 4.5(4.4) 4.5(4.4) 4.5(4.4) 4.5(4.4) 4.5(4.4) 4.5(4.4) 4.5(4.4) 50 50 
Iono 6.8(4.3) 7.0(4.3) 7.3(4.4) 7.0(4.3) 6.8(4.3) 7.1(4.5) 6.8(4.3) 50 50 
KC2 15.3(5.3) 16.2(5.4) 16.1(5.6) 16.4(5.6) 15.2(5.4) 15.4(5.4) 15.4(5.3) 49.7 48.9 

Magic 15.4(0.9) 15.2(0.8) 15.1(0.8) 15.2(0.8) 15.0(0.9) 15.3(0.9) 15.3(0.8) 44.8 47.3 
Mammography 17.0(3.0) 17.6(2.9) 17.4(2.9) 17.7(3.1) 17.0(3.0) 18.2(3.4) 17.4(3.2) 50 44.1 

Mushroom 0.9(0.3) 0.3(0.1) 0.1(0.1) 0.3(0.1) 0.1(0.1) 0.2(0.2) 0.2(0.2) 44.1 26.9 
Pima 24.2(3.8) 24.2(3.9) 24.3(4.1) 24.3(4.0) 24.1(3.8) 24.3(3.8) 24.2(3.7) 47.7 45.7 
Skin 3.6(0.1) 2.9(0.1) 2.4(0.1) 2.9(0.1) 2.3(0.1) 2.4(0.1) 2.4(0.1) 34.1 35.6 

Spiral 10.1(3.1) 8.4(2.1) 9.1(2.2) 8.6(2.1) 8.9(2.5) 8.6(2.0) 9.3(2.7) 46.3 37.3 
TicTac 23.4(5.0) 22.1(4.4) 21.5(4.6) 22.2(4.5) 22.0(4.5) 23.6(5.1) 23.2(5.3) 41.2 40.9 
Titanic 22.2(2.7) 21.2(2.4) 21.1(2.4) 21.4(2.3) 21.6(2.4) 21.2(2.4) 21.3(2.5) 47.6 32.3 

Twonorm 3.7(0.6) 3.7(0.6) 3.7(0.6) 3.7(0.6) 3.6(0.6) 3.7(0.6) 3.7(0.6) 49.8 49.8 
Average Value 12.6% 12.2% 12.2% 12.3% 12.1% 12.4% 12.3% 47.9 43.8 
Average Rank 4.2 3.7 3.3 5.1 2.4 5.1 4.3   

 

9.1.5 Bagging with Selecting Results 

In this part, we provide the results for the bagging method and applying the 

different proposed methods for selecting classifiers. Table 9.5 shows the varying results 

in this case. 

 
Table 9.5 Bagging with Selection Error Results 

 
Dataset % Error 

Initial 
% Error 

Comb 
% Error 

Sep 
% Error 

RE 
% Error 

New 
% Error 

SA 
% Error 

SA-C 
# Trees 

New 
# Trees 
SA-C 

Australian 14.5(3.8) 14.5(3.8) 14.5(3.8) 14.5(3.8) 14.5(3.8) 14.5(3.8) 14.5(3.8) 50 50 
Blood 

Transfusion 23.8(4.9) 23.9(5.0) 23.8(4.9) 23.9(5.0) 23.8(4.9) 23.8(4.9) 23.8(4.9) 50 50 

Cancer 7.3(3.4) 5.6(3.1) 5.8(3.2) 5.7(3.2) 5.6(3.2) 5.7(3.0) 6.8(3.2) 7.3 46.1 
Circular 35.7(7.6) 34.8(7.4) 35.0(7.3) 35.0(7.4) 35.2(7.6) 35.5(7.3) 35.7(7.6) 3.2 45.3 

Crab 39.3(10.6) 32.1(11.7) 32.4(13.2) 32.3(11.8) 33.2(12.3) 33.1(12.1) 32.6(11.1) 3.7 34.2 
Flare 5.7(2.0) 5.7(2.0) 5.7(2.0) 5.7(2.0) 5.7(2.0) 5.7(2.0) 5.7(2.0) 50 50 

Fourclass 32.8(5.4) 26.4(5.0) 28.7(5.7) 26.5(5.1) 26.8(5.1) 30.7(4.8) 31.3(5.1) 9.4 35.4 
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Table 9.5 Continued 
 

German 29.9(5.1) 30.0(4.8) 30.2(5.0) 30.1(4.9) 30.0(4.9) 29.9(5.1) 29.9(5.1) 2.3 50 
Glass 7.8(7.2) 8.3(7.3) 8.9(7.4) 8.5(7.4) 7.8(7.2) 7.8(7.2) 7.8(7.2) 46.2 50 
Iono 17.4(6.4) 16.8(6.3) 16.7(6.5) 16.8(6.4) 17.1(6.2) 17.3(6.7) 17.4(6.4) 6.9 46.7 
KC2 16.1(5.2) 16.5(4.1) 16.2(4.9) 16.6(4.3) 16.0(4.4) 16.5(5.7) 16.0(5.3) 8.1 47.7 

Magic 27.1(0.9) 26.4(0.8) 26.4(0.8) 26.4(0.8) 26.5(0.8) 26.6(0.9) 26.7(0.9) 23.7 28.1 
Mammography 18.1(3.2) 18.1(3.2) 18.1(3.2) 18.1(3.2) 18.1(3.2) 18.1(3.2) 18.1(3.2) 50 50 

Mushroom 20.9(1.5) 20.9(1.5) 20.9(1.5) 20.9(1.5) 20.9(1.5) 20.9(1.5) 20.9(1.5) 50 50 
Pima 27.3(3.9) 25.7(4.6) 25.8(4.2) 25.8(4.4) 26.2(4.3) 26.7(3.3) 27.2(3.8) 3.9 37.6 
Skin 11.7(0.2) 11.7(0.2) 11.7(0.2) 11.7(0.2) 11.7(0.2) 11.7(0.2) 11.7(0.2) 50 50 

Spiral 28.5(4.3) 29.3(4.8) 29.2(4.7) 29.3(4.8) 28.7(4.4) 28.4(4.3) 28.5(4.3) 41.2 47.3 
TicTac 29.8(4.9) 29.8(4.9) 29.8(4.9) 29.8(4.9) 29.8(4.9) 29.8(4.9) 29.8(4.9) 50 50 
Titanic 22.4(2.7) 22.4(2.7) 22.4(2.7) 22.4(2.7) 22.4(2.7) 22.4(2.7) 22.4(2.7) 50 50 

Twonorm 24.4(4.9) 17.6(2.4) 17.7(2.4) 17.6(2.4) 17.5(2.4) 18.7(2.6) 19.0(2.5) 12.4 23.4 
Average Value 22.0% 20.8% 21.0% 20.9% 20.9% 21.2% 21.3% 28.4 44.6 
Average Rank 4.7 3.3 3.9 4.1 3.6 4.1 4.4   

 

9.1.5 Discussion and Insight 

The obtained results show the validity of the denoted approaches. The search 

methods provide improvements in reducing the number of learners and thus storage in 

many cases. Also, the proposed scheme generally improves the accuracy of the set of 

learners and thus enhances boosting. In comparison with the RE method, the results 

here are better especially that RE is a special case of the combining classifier search. 

These ideas can be further tested on other methods to check their performance 

whether in terms of training or testing errors which are often related albeit not always 

due to over-fitting. It is worth mentioning here that initial tests on other boosting 

algorithms like AdaboostM2 [93] led to similar conclusions in multi class problems. 

Definitely, the improvement involved in the implemented methods can be 

argued as low since there was no or slight advance in several cases in the datasets. This 

is certainly an issue that indicates the existence of a limit to possible enhancements 

when trying to select classifiers of the same type. And this can be considered as a 

drawback of similar approaches that try to select amongst diverse learners of similar 

type, as the literature argues for especially in the boosting case which is known to be 
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generally diverse. Still, the enhancement exists in several cases with almost no losses 

and this probably relies on the dataset itself according to the features, etc... This could 

be the subject of further studies. 

Also, it is possible here to use Wilcoxon test and other non-parametric tests to 

check the validity of the approaches and whether they lead to enhancements or not, but 

this seemed unnecessary since the results are almost always equal to or better than the 

original results. Additionally, it should be possible to carry noise related tests on the 

proposed approaches in the future. 

Of course, these search methods are not the only possible ones. For example, it 

is possible to use 80% or 85% of the training data instead of 90%, as the large data part, 

or other combinations and indeed this was tested. Similar results were generally 

obtained in the different boosting techniques although they were generally less accurate 

in the AdaboostM1 case. This rather indicates the dependence of the different boosting 

methods on the data which could require further studies.  

Moreover, the selection of the classifiers depends on the training data and this 

is highly related to the availability of this data, the number of available patterns, 

features, and if the training data well represents the whole data or not.  

Also, it is possible to perform the search using different parts of the training 

data since the 90%-10% training data was randomly generated. This idea can be 

repeated for a number of times and different sets can be obtained, but this would 

consume more time.  

In addition, the same approaches should be carried out to different weak 

learners besides the classification and regression trees, like the Bayes classifier or other 

stronger learners. Also, there is a possibility for combining the different kinds of 
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classifiers of the boosting techniques together which is an issue that is sometimes 

considered in literature. 

Additionally, there are several observations that were found when applying the 

noted methods. A notable idea is that the best classifier of the whole set, usually the 

first, was almost always among the best found group of the classifiers in a similar 

situation to being a team captain. Another important note is that arranging the learners 

in terms of accuracy and then directly selecting a top set of them is not a solution since 

that was generally not the best found set. Moreover, and since the search procedures 

lead to a tree of solutions, one can select a set of certain limited size if this is required as 

already mentioned regarding storage and speed although the search itself requires 

additional time.  

Thus, these varying ideas lead to several questions regarding quality versus 

quantity and teamwork. These ideas provide notions about such concepts which are 

generally known, like having the best people may not necessarily lead to the best results 

and similar concepts in various fields. 

Also, there are possible scenarios that could lead to enhancing the different 

ideas proposed here. One possible development is to search for different sets of 

classifiers, with each set handling different data based on the features, or other criteria, 

which could enhance accuracy. This means performing search on classifiers and 

features which is more complicated than the main ideas discussed here. 

 

9.2 Results on Stereo Matching 

In this section, the main results regarding stereo matching are presented. These 

are shown for the Middlebury evaluation set [1]. Also and since we are using a 
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classification based approach, it is important to create a training dataset which is also 

based on images selected from [1].  

We considered several methods to validate our proposed classification scheme. 

These include the works of [29], [30], [44] and [36]. 

The images used for training included Bull, Aloe, Art and Books except for 

[44] and [36] since their data is not readily available. In particular, 25% of the pixels of 

each image were randomly chosen for training which makes a total of 167350 pixels. 

25% means that there are 4 parts. This was performed for 10 times in each case which 

means a total of 40 runs were made. The results tabulated here are the average of the 

different runs with the figures being of a random case. Definitely, each method had a 

separate training stage since each one had different types of error. 

The main errors in the training stages varied between 3 to 13 % for all the 

classification techniques in all the methods.  

In regards to the error calculation and the comparison of the disparity with the 

true one, we used the same measure as [1]. This basically finds the percentage of pixels 

whose disparity differs from the true disparity by a certain difference threshold 

according to equation (9.1): 

# ( )
% *100

#
pixels with disp true disp thresh

error
all pixels

− >
=  (9.1) 

The threshold usually varies between 0.5 and 2 according to [1] and in this 

work we set it equal to TD or 1 for Tsukuba and Venus, and 2 for the Teddy and Cones, 

as already mentioned. 

Figure 9.1 shows the SAD obtained disparity maps through the proposed 

approach. Moreover, all the figures that are shown afterwards were obtained through 

AdaboostM1 since the proposed classification method did not greatly affect the results 
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Table 9.6 Continued 
 

NCC+AdaBoostM1 21.3 21.3 11.6 19.7 19.7 12.5 6.9 6.9 2.7 11.8 11.8 5.9 

NCC+ Proposed 21.3 21.3 11.1 19.7 19.7 12.4 6.9 6.9 2.6 11.8 11.8 5.7 

[29]+AdaBoostM1 22.6 20.9 11.9 19.4 14.3 11.7 2.8 2.8 1.2 5 5 2.9 

[29]+ Proposed 22.6 20.9 11.6 19.4 14.3 11.5 2.8 2.8 1.2 5 5 2.8 

[30]+AdaBoostM1 19.3 18.8 11.5 16.8 16.0 11.9 4.7 4.7 1.9 5.2 5.2 4.5 

[30]+ Proposed 19.3 18.8 11.3 16.8 16.0 11.7 4.7 4.7 1.8 5.2 5.2 4.3 

[44]+AdaBoostM1 7.0 NA 6.6 6.1 NA 6.1 0.5 NA 0.4 2.3 NA 1.9 

[44]+ Proposed 7.0 NA 6.5 6.1 NA 6.1 0.5 NA 0.4 2.3 NA 1.9 

[36]+AdaBoostM1 7.9 NA 7.7 7.2 NA 7.0 0.7 NA 0.5 1.8 NA 1.6 

[36]+ Proposed 7.9 NA 7.5 7.2 NA 7.0 0.7 NA 0.5 1.8 NA 1.6 

 

Besides, this work argues that it is possible to perform occlusion handling 

through classification which should be validated. This is achieved by testing the 

different methods with LRC in comparison with classification. The methods tested here 

are the NCC, SAD, method of [29] and method of [30]. The works of [44] and [36] are 

not tested since their code and right disparity maps are not available. For each method, 

we present the results achieved after performing filling through both our proposed 

completion stage (Cp) and the basic regular method (Cb). 

 
In order to ensure a fair comparison, all the images underwent initial 

processing. In addition, the disparities prior to 60% of the disparity range were set to 

unknown in all the cases since it generally improved the results. Table 9.6 shows the 

comparison between the methods. In Table 9.7, {1} means the proposed approach using 

AdaboostM1 with (Cp) as in Table 9.5 and {2} means the proposed approach using 

AdaboostM1 with (Cb) and median filtering. Also, {3} means LRC followed by (Cp) 

and {4} means LRC followed by (Cb) and median filtering.  

The results validate that classification performs better than LRC in most cases, 

albeit not all, for the tested methods. LRC performs better on the Teddy and Cones 
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9.2.1 Discussion about Features 

Features were selected based on speed and accuracy. Some features seemed 

redundant but were used since they were easy to compute. Some candidate features 

improved the accuracy but were dismissed due to extra computations. Various tests 

were performed with and without the used features. The tests included random 

combinations of different features and testing the possible set excluding each 

contending feature. These tests led to the described set of features. 

Definitely, there are similarities between the features and this is mainly 

because they are depicted from the intensity and disparity data. Also, some features are 

indeed alike as in features 8 and 9 and features 10 and 11. In such cases, it is possible to 

use one of each since they were slightly different. 

It is important to note here that in order to ensure faster results; each of the 

histograms used 64 bins instead of 256 bins. This did not diminish the accuracy and 

helped obtain higher speeds. Furthermore, few of the histograms had some empty bins, 

so, these were filled with the nearest known values. 

Also, there could be some ambiguities as in accounting for a true disparity 

which is usually in sub-pixel accuracy. For this, if the disparity error was ≤ maximum 

(3% of the disparity range, and 1 value in difference), it was accepted as true. The same 

idea was used for the confident disparity map (DA), so if the difference was ≤ 3% or 1 

pixel difference, the disparities were considered similar. This led to TD. 

Moreover, there are many possibilities for the features. The first one is 

including the SAD or the NCC distances. It is also possible to choose different sized 

neighborhoods. In addition, it is possible to use the median instead of the mean for 

several of the features. Another simple choice is to divide the disparity map into 
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different sized parts and so on. Also, one can generate other confident disparity maps by 

accounting for various combinations from the neighboring pixels. Furthermore, 

different features can be combined through normalization and multiplication which 

could improve accuracy. 

Additionally, it is possible to use the edge filtered map of the stereo image or 

use the Canny [50] Edge map for the stereo images and maps, but this is generally time 

demanding. 

Besides, Local Binary Patterns (LBP) and Histogram Oriented Gradients 

(HOG) were tested for both the image and the map, but they provided little 

improvement. This is probably due to redundancy that is available in features related to 

edges and in the nature of the classification problem here. 

Moreover, the inclusion of feature 12 in the case of segmentation proved to 

further enhance the accuracy of the system. This validates that additional features are 

required to improve the more accurate methods. 

It is important to stress that including further features would require additional 

processing and slow the system. 

Obviously, there are numerous possibilities and countless features to try, which 

can be carried in future work. 

 

9.2.2 Discussion about Results 

The best obtained results varied according to the tested image and the chosen 

algorithm. Also, high enhancement was not always achieved as in the Tsukuba and 

Venus images which were less enhanced using [44] and [36].  
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Moreover, it is easily notable that the results were more improved in the lower 

accuracy methods as opposed to the higher ones. This varying enhancement is due to 

the error being more systematic in the lower methods with the existence of bigger room 

for improvement. Another reason for this is that the features concentrated on the lower 

methods and additional features are probably required to enhance the better methods. 

Besides, a vital idea is that the accurate methods already handled occlusion using LRC 

which reduced the main source of error. 

Also, and as an argument in favor of this work, many of the best results in 

literature are obtained through time demanding approaches performed on the high 

resolution colored images. This is different from using the low resolution gray scale 

ones as in this work. A typical example of this is [168] which used segmentation and 

matching to achieve high accuracy at the expense of time. 

Moreover, the found results achieve better accuracy and speeds than those in 

[120] and [121]. Besides, the enhanced SAD results show a clear improvement over 

those obtained using [29] and [30].  

 

9.2.3 Advantages and Limitations 

The main advantage of using classification for stereo matching in the unique 

suggested manner is the speed that the system improves accuracy. This is achieved 

without the need for LRC and regardless of the number of disparities. Still, there are 

arguable drawbacks. 

First, the enhancement for lower accuracy images is more as already discussed 

with the possibility of having no improvement if erroneous pixels were not found. 
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Besides, the data and storage requirements of the system might seem high due 

to having eleven features per pixel. These features need to be computed for every pixel 

which could require a relatively high amount of data to store if not well treated. In any 

case, the memory storage is acceptable since the worst case scenario does not exceed 

(13) times the image size, but this is discouraged since it would require additional 

global memory accesses.  

Besides, it is clear that the proposed approach is totally dependent on the initial 

method used in addition to the classification method and the features used. 

Furthermore, the system is totally reliant on the quality of the training data and 

its relation to the testing data. Thus, if the training data is too dependent on a certain 

scene, it is expected to perform well on similar scenes and less on different ones. 

Also, the completion stage needs to be accurate and the overall accuracy of the 

system directly depends on this stage, so it is not just a matter of classification. 

Still, some of the limitations may be claimed as advantages. The approach can 

be used with any initial matching method which makes it generic. Also, the system 

delivers according to what you give it, so the dependence on training is convenient 

when stereo matching is to be performed in a known environment. Another very 

significant advantage is that the ideas presented here constitute a new technique for 

handling occlusion without computing the opposite map. 

Moreover, there are several gains from the presented approach. The first one is 

that the system’s dependence on features means that it can be improved with other ones. 

Also, one can use segmentation since similar disparities are usually obtained in same 

segments. Segmentation can be used for the stereo pair and the disparity map since 

errors usually occur together. In addition, using the color information should enhance 
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the accuracy of the system, although more computations would be required. Also, one 

can use other classifiers such as other boosting methods, SVM, Bagging, etc… 

Furthermore, there are other possibilities for the classification problem since 

one can check the correctness of a set of disparities as opposed to checking only one as 

done here. This can be useful since it is highly likely that the correct disparity would be 

in the selected set. Of course, the more there are candidate disparities the more 

computations are required. All these ideas prove that there are many prospects for future 

improvements. 

 

9.3 CUDA Related Results 

This section presents the different results related to the implemented CUDA 

parts. These include the proposed parallel edge detection approach in addition to the 

proposed stereo matching and classification based approach. 

 

9.3.1 CUDA Edge Detection Results 

We proposed a new parallel edge detection algorithm, so we need to analyze its 

performance. At first, it is important to note that a regular single core CPU 

implementation of a (3 x 3) kernel operation usually consumes about 2 milliseconds 

(ms) on 2 Ghz processors. For the work here, the performance varies according to the 

used GPU and the number of threads and blocks. And for better comparison, the Image 

Filter implementation based on shared memory provided in the GPU Computing SDK 

[2] is considered. So, concerning the proposed approach, the timing required for a (512 

x 512) pixels grayscale image with a (3 x 3) kernel was about .16 (ms) on an old very 

inexpensive CUDA capable GPU GT 240 as opposed to .20 (ms) consumed by the SDK 
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[129] implementation. Same sized images led to having less than 0.05 ms on a GTX 460 

GPU in comparison with the original implementation which consumed .06 (ms) and less 

than 0.02 (ms) on a Tesla C2070. These results mean that there is about 100 times 

improvement for the GPU over the CPU. Also, any OpenMP or a parallel CPU 

enhancement should not yield more than (number of CPUs) times improvement, which 

proves the benefit of the GPU due to the nature of the pleasantly parallelizable problem. 

For a (5 x 5) filter, performance over SDK [129] code improved up to 22%. For 

an (11 x 11) filter, the increase was 23% to 26%. Concerning the CUDA variables used, 

the block width or number of threads per block was set to 128 and divided by 4 for 

coalescence; the number of rows passed through was set to 32 for smaller filters and 

increased for larger ones meaning that a single thread had to deal with 32 or more pixels 

along the column. Table 9.9 shows some examples of the main parameters used for 

images of different sizes. A necessary idea here is that these timings exclude the 

processes preceding or following the implementation. 

 

Table 9.9 Example Parameters for CUDA Implementation 
 

Kernel Size Image Size Blocks Threads Improvement 
3 x 3 256 x 256 4 x 8 16 x 1 12 - 14 % 
3 x 3 512 x 512 4 x 16 32 x 1 15 - 20 % 
3 x 3 640 x 640 4 x 20 40 x 1 16 - 20 % 
5 x 5 256 x 256 4 x 8 16 x 1 13 - 15 % 
5 x 5 512 x 512 4 x 16 32 x 1 18 - 22 % 
5 x 5 640 x 640 4 x 20 40 x 1 18 - 22 % 

 

It is important to mention that using memory coalescence in the applying 

masks implementation leads to more than 200% improvement over an implementation 

without it. 
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Definitely, there are issues that must be taken into account and these are mainly 

memory related. The main bottleneck when dealing with images, or large data, in case 

of GPUs is in sending the data from and to the main memory in relation with the GPU 

global memory. These memory transfers often consume more time than very basic 

operations done on the GPU such as performing (3 x 3) mask operations on images, 

unless this process is repeated and the image is stored in the GPU global memory. This 

directly means that any algorithm for performing similar operations, even with 0.00 ms 

time consumption, will not be beneficial unless big kernels are used or processes are 

repeated as in the mentioned applications. Another main condition is that the memory 

transfers between the GPU and the main memory must be minimal. Thus, the effect of 

any enhanced algorithm could be of importance according to the required application 

and not in very basic operations, because in such scenarios, it is preferred to use serial 

implementations on the CPU since the memory transfers are reduced rather than any 

parallel architecture. 

 

 
9.3.2 CUDA Stereo Matching Results 

As already denoted in this work, the combination of a fast and relatively 

accurate system is a property that is achieved here. Thus, it is important to analyze the 

speed of the system. The analysis is reported according to a parallel implementation on 

a CUDA device. In particular, we used an Nvidia Geforce GTX 460 GPU and obtained 

the kernel execution time results using the Visual Profiler by Nvidia. 

After the discussion of the main ideas regarding the CUDA implementation in 

Chapter 8, we need to show to show the portion of each computational part in the SAD 

and AdaboostM1 approach. So, Table 9.10 shows the portions for the Teddy Map 
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TABLE 9.10 Portion In Overall Time Of Each Component For The Teddy MAP 
Computation Using SAD+AdaboostM1 

 
Part Time (Milliseconds) Portion 

Initial Processing 1.3 13.5 
SAD Stereo 3.9 40.6 
Feature 1 0.1 1 
Feature 2 0.2 2.1 

Features 3 and 4 0.4 4.2 
Feature 5 0 0 
Feature 6 0.1 1 

Feature 7, 8, 9, 10, 11 0.5 5.2 
Classification (AdaboostM1) 0.3 3.1 

Completion (Cp) 2.4 25 
Median Filtering (MF) 0.4 4.2 

Total 9.6 100% 
 

Also, we need to report the different time results for all the images, so, Table 

9.11 shows the execution times obtained by using SAD with the proposed stages in 

comparison with [29] and [30] without the proposed enhancement. In all the cases, 

initial processing and median filtering are included. 

It is necessary to note here that the literature usually compares between 

algorithms on different GPUs as in [136], [137] and [138], which can be hard to follow. 

So, we opt to account for the time of the SAD approach on a (11x11) window as a 

benchmark for comparison. The reported time for this SAD does not include 

preprocessing and median filtering. This is done since the GPU algorithms in literature 

require more time than the SAD approach even with LRC. Through this, it would 

become easier to compare related stereo matching research. So, Table 9.11 shows the 

ratio of the execution time of each method in comparison with the SAD (11x11) 

approach.  

It is worth mentioning that each of the approaches in [136], [137] and [138] 

consume more than 40 ms on the Teddy image noting that they achieve higher accuracy 
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than this work.  So, the proposed approach consumes relatively little time, but, we 

cannot be very sure about the actual speedup over these methods due to the different 

setups. 

 
TABLE 9.11 Execution Time (ms) Comparison With Other Stereo Matching Methods 

 
Method Teddy Cones Venus Tsukuba SAD Ratio 

SAD (11x11) 3.9 3.9 2.1 0.9 1 
SAD(11x11) +LRC+Cb 9.7 9.6 5.8 3.4 2.6 
SAD(11x11) +LRC+Cp 13.9 12.5 7.8 4.9 3.6 
Proposed (SAD+Boost) 9.6 9.6 6.7 5.2 2.9 

[29] 217 217 104 37 53 
[30] 79 79 39 31 21 
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  CHAPTER 10 

CONCLUSION 
 

The work presented interesting ideas regarding various domains that include 

stereo matching, classification, edge detection and others. This chapter presents the 

main conclusions.  

This work dealt with the two subjects of boosting and stereo matching. Several 

ideas were developed and work considered many ideas including edge detection, 

segmentation and parallel programming. 

In regards to classification or more particularly boosting, different methods are 

considered in this work including Adaboost, GentleBoost and LogitBoost. The concept 

of selecting classifiers out of the total set of classifiers is tested in a novel manner. This 

is a post processing stage that can be performed to any of the noted concepts and has 

proven to be of enhancing effects in many cases with the improvement rate varying 

according to the dataset and method used. Two complimentary search methods are 

presented and combined together to find a suitable candidate set of classifiers. This set 

performs well on the training data. The selection procedure is based on the training data 

that is treated in a selective manner in order to avoid over-fitting and reject or accept the 

chosen set of classifiers as opposed to the original boosting set.  

Concerning stereo matching, we present an original approach that relies on 

classification to reduce errors and handle occlusion [169]. The images are first 

processed using a novel method that utilizes histogram information for reducing 

illumination variances. Afterwards, different standard and new methods of stereo 

matching are considered to obtain the initial disparity map. These include a new method 
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that uses edge based segmentation for addressing stereo matching, where edge detection 

used a new mask for edge detection.  The map and the image are then used as the main 

data for obtaining several features that are used in a classification scheme. This scheme 

succeeds in remedying different errors of the initially used algorithm. The main 

contribution here is that the proposed system is generic, since any algorithm can be used 

for the initial matching. This also renders the approach as a novel verification stage that 

can be used for solving the occlusion problem. A rather minor contribution is the 

suggested completion stage which can be used in any stereo matching method after 

occlusion handling. There are several merits of this work. First, handling occlusion in 

the proposed manner saves the computation of the opposite map if not desirable. 

Second, the features used are easy to compute and can be improved. Third, the 

classification is performed per pixel in a straightforward manner. Fourth, most of the 

parts are parallelizable and fast yielding real time performance through parallel 

architectures like CUDA, which was emphasized throughout the document. Fifth, the 

accuracy is acceptable since low resolution gray scale images were used.  

Besides these ideas, the work considers several of the possible improvements 

that can be later carried in the future. Concerning classification, different ideas and 

insights are discussed to add to the prospects of the work. This work presents further 

possibilities to enhancing classification and it should hopefully lead to more related 

research whether on the analytical or experimental domains of boosting, bagging and 

others through selecting classifiers whether of similar or different types. Moreover and 

concerning stereo matching, this work further discusses the different prospects noting 

that the timing added to the implemented system is minimal and justifies the increase in 

performance. And so, all these ideas provide room for future work. 
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