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AN ABSTRACT OF THE THESIS OF

Ali El Reza Ghulam Asghar for Master of Science
Major: Physics

Title: The Interplay between the lower hybrid heating and plasma turbulence in the
scrape-off layer of the Tore Supra tokamak

Thermonuclear fusion is one of the most promising options for generating energy
in the future. Lower hybrid (LH) current drive waves has proved to be one of the most
efficient techniques regarding current drive in plasma fusion devices called tokamaks. LH
propagation into closed field lines and mainly the interaction with the edge and the scrape-
off layer (SOL) decreases its efficiency in driving current. For this reason, it is important
to understand and quantify the interaction between the LH waves and the plasma edge.
This interaction is characterized in the SOL by electrostatic probes. Using DFLUC data
acquisition resolving frequencies below 0.5 MHz, we characterize the SOL properties in
the presence of LH waves. The normalized level of fluctuations is found independent
of the power and average density. The intermittent events reflecting convective transport
decrease as LH power is increased while remaining unchanged with respect to the plasma
density. The convective velocity, detected by the cross-correlation is found to increase
with PLH , but the distribution of turbulence among the scales was not found to be modified.
As the core density is increased, the convective velocity and the typical scales did not
change. Using the DCEDRE data acquisition, resolving frequencies 0.1 < f < 100 MHz,
the existence of an ion sound quasi-mode was detected. The propagation velocity as well
as the wavelength of this mode were calculated and found in agreement with the theory.
Moreover, the amplitude of this mode increased to the square of the LH power clearly
showing that it is caused by a Parametric Decay Instability. The level of turbulence was
found about 10 times that of the coherent mode and it is decreasing with increasing LH
power and is increasing with increasing plasma density.
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A. Thesis Outline

This thesis is organized in a slightly ‘unusual’ form from a normal thesis. We

will present the basic part of our results that will be submitted for publication in a peer

reviewed journal. The results are new and are seen for the first time. The other part of

the results will remain under study where more analysis needs to be performed.

The data analyzed here were taken from the Tore Supra tokamak. More than

hundred and fifty discharges were analyzed using different data processing techniques.

We studied different behaviors of the SOL plasma parameters in the presence of the LH

waves.

The thesis is divided into four main chapters and a conclusion including the

future work.

A general introduction is presented in the first chapter focusing on general fea-

tures that concern our work such as fusion and tokamaks.

In chapter 2 we present an introduction to statistical analysis. We present various

statistical techniques that are used in analyzing the data. Basic parametric analysis of the

SOL properties is done to investigate modifications that SOL turbulence undergoes in the

presence of the LH waves.

In chapter 3, we explain briefly the different aspects of the LHCD and the phe-

nomena that occur during LHCD experiments.

Discussions and part of the results, that are to be published as journal articles,

are presented in chapter 4. This chapter illustrates the behavior of the SOL properties in

the presence of the LH waves. It studies SOL turbulence in the low and high frequency

domains as a function of the total power and the average density.

In chapter 5, conclusions and further discussions on the obtained results are pre-

sented and future work is proposed.
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CHAPTER I

INTRODUCTION

A. Thermonuclear Fusion

The world present reserve of energy resources may hold for only 100 years of

oil, 60 years of gas and 200 years of coal. Renewable energy systems such as wind,

solar, hydro-electric and biomass are estimated to be able to supply about 30% of demand

at best [1]. Besides, human energy requirements are rapidly increasing as the global

population rises and nations become more industrialized. With growing concerns over

the finite size of the fossil fuel supplies and their contribution to climate change, the need

for a clean, safe, carbon-neutral and politically-neutral form of electricity generation is

clear. Controlled thermonuclear fusion has long been recognized as an ideal solution.

Fusion is the process that powers the Sun. During the reaction, nuclei fuse to-

gether and the mass of the reaction products is less than the mass of the reactants. Due to

this small mass loss, as well as Einstein’s famous mass-energy equivalence E = mc2, en-

ergy is released. The fusion of nuclei relies primarily on the nuclear force, which is attrac-

tive on very small spatial scales. Nuclei, however, are positively charged and experience

mutual electrostatic repulsion. Thus for the fusion reaction to proceed, an electrostatic

potential barrier must be overcome.

The size of the potential barrier depends on the reactants. It is conventional to

work in terms of a reaction cross-section, which measures the likelihood of a reaction.

Some cross-sections for candidate reactions are shown in Fig. 1. The most promising

reaction with the highest cross-section is deuterium-tritium (D-T) at an energy of 100 keV.

The reaction is as follows,
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Figure 1: Cross-sections for the reactions D-T, D-D and D-He3. The two D-D reactions
have similar cross-sections, the graph gives their sum.

D+T → α(3.5 MeV )+n(14 MeV )+17.5 MeV (1)

D and T nuclei fuse together creating an alpha particle and a neutron. Moreover,

it releases 17.5 MeV of energy. Deuterium and tritium are abundant. Tritium can be cre-

ated from lithium while deuterium is found in sea water. Hence, deuterium and tritium

will be the fuel generation of fusion reactors. It is important to mention that the fusion re-

action cannot lead to a catastrophic runaway event and it produces little radioactive waste

unlike fission nuclear reactions. In fact, small quantities of short-lived radioactive waste

would be produced indirectly due to the activation of the device by neutron bombardment.

Thermonuclear fusion occurs when the fuel is heated sufficiently so that the ther-

mal velocities of the particles are large enough to produce the required fusion reactions.

The optimum temperature for D-T thermonuclear fusion is around 30 keV, less than the

100 keV peak in Fig. 1 since a significant fraction of the fusion reactions can occur in the

high energy tail of the Maxwellian [2]. At such high temperatures, the fuel will be a fully
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ionized plasma.

To produce significant amounts of energy, sufficient amounts of the plasma fuel

must be confined for a sufficiently long time, i.e., the product of the density of fusing

nuclei n and the time-scale of confinement τe must be large. This energy confinement

time is defined as τe =W/P, where W is the energy content of the plasma and P is the rate

of energy loss. The plasma is said to reach ignition when all energy losses are balanced

by alpha particle heating and no external energy inputs are needed to maintain the fusion

reaction. The relevant criterion was derived by Lawson and expressed in terms of nτe. At

a temperature of 30 keV, the Lawson criterion for ignition is:

nτe > 1.5×1020 sm−3 (2)

In general, two approaches, the inertial and the magnetic confinement, are being

conducted nowadays trying to satisfy this inequality condition. Inertial confinement uses

high powered lasers that rapidly compress small fuel pellets of hydrogen isotopes, aiming

to produce extremely high density n and a short confinement time τe [see NIF (National

Ignition Facility)]. On the other hand, magnetic confinement uses magnetic fields to con-

fine the hot fusion fuel in the form of a plasma, which are electrically conductive and

react strongly to electromagnetic fields, at relatively low density n and for long confine-

ment time τe.

B. Tokamaks

The tokamak is the most promoted system that is based on the magnetic confine-

ment, for the design of the future fusion reactor. It was originally developed in Russia

in the late 1950’s. The word ‘tokamak’ is derived from Russian acronym, “toroidalnaya

kamera and magnitnaya katushka”, which means “toroidal chamber with magnetic coils”.
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Figure 2: (a), shows the tokamak design. A central solenoid (primary transformer
circuit) creates the plasma current indirectly. The poloidal magnetic field is created by

the plasma current itself. The toroidal magnets create the a magnetic field in the toroidal
direction. The resultant is a Helical magnetic field. The outer poloidal field coils are

responsible for the plasma positioning and shaping. (b) shows the Tore Supra tokamak.

In order to control the plasmas motion, external coils, the toroidal electromag-

netic coils, surround the torus acquiring the toroidal magnetic field Bφ . These magnets

are traversed by extremely high current to produce high magnetic field that reaches few

Tesla’s at the center of the plasma. This way, the plasma are confined in the toroidal di-

rection. Achieving a stable plasma equilibrium, in which the plasma pressure is balanced

by the magnetic forces, requires magnetic field lines that move in a helical shape. Such a

helical shape can be generated by adding to the toroidal magnetic field Bφ a poloidal mag-

netic field Bθ . The poloidal magnetic field encircles the torus in a direction perpendicular

to the toroidal field. By Ampere’s law, when a wire is traversed by an electric current,

a magnetic field is created where it encircles the wire. Plasmas are electrically conduc-

tive and could be considered as a wire. When the plasma current traverses the plasma,

the poloidal magnetic field Bθ is directly created. Consequently, Bθ is mainly produced

in tokamaks by the plasma current itself. The combination of these two magnetic fields

gives rise to magnetic field lines having a helical trajectory shape around the torus.

The plasma pressure is the product of the temperature and the density of the par-

ticles. The pressure in a reactor is high due to the fact that the reactivity of the plasma

increases with both the plasma density and temperature. The pressure which can be con-
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fined is determined by stability considerations and increases with the strength of the mag-

netic field. However, the magnitude of the toroidal field is limited by technological fac-

tors. In laboratory experiments with copper coils both the requirement for cooling and the

magnetic forces put a limit on the magnetic field which they can produce. Furthermore,

superconducting coils are more competitive to be the toroidal coils due to huge losses

from heating in the normal coils which is unacceptable.

There is a loss of superconductivity above a critical magnetic field and this

presents another limitation. With present technology it seems likely that the maximum

magnetic field at the coils would be limited to around 12 T, but improved conductors with

fields up to 16 T are also considered. This maximum toroidal field appears at the inboard

side of the toroidal field coil. Since the toroidal magnetic field is inversely proportional

to the major radius the resulting field at the center of the plasma would be around 6-8 T.

The toroidal fields in present large tokamaks are somewhat lower than this value.

Another limitation arises for the superconducting coils where losses start above a

critical magnetic field. Nowadays, magnetic fields are limited to be at maximum 12 Tesla.

More recent improvements have increased this limit to about 16 T. The toroidal magnetic

field is inversely proportional to the major radius. Hence, the resulting field at the plasma

center might reach around 6-8 T. An 8 T magnetic field was achieved at several tokamaks

as in the ALCATOR C-Mod located in the USA and the FTU (Frascati Tokamak Upgrade)

tokamak which is located in Italy. On the other hand, the toroidal magnetic field at the

Tore Supra tokamak, located in France, record a 4.2 T magnetic field strength.

The plasma pressure , for a given Bφ , increase with the plasma current up to a

certain critical value. The poloidal field Bθ resulting from the plasma current is smaller

than Bφ by an order of magnitude.

The plasma current is usually driven in tokamaks by a central solenoid (primary

transformer circuit in Fig. 2(a)) located at the center of the torus. A linearly increasing

current traversing the solenoid creates a variable magnetic field with lines in the poloidal
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trajectory as seen in Fig. 1. Consequently, this field induces a current in the conducting

plasmas. However, a non-inductive method is discovered to generate the current in the

plasma non-inductively. More will be discussed later on.

The shape and the position of the plasma are controlled by additional toroidal

currents. These currents are driven by the outer poloidal magnets which are situated for

the aim of the plasma positioning and shaping.

In order to reach fusion reaction, plasmas must be heated to high temperatures in

the order of 10 keV. The ohmic heating, that is due to interaction between plasma particles,

heats the plasmas to few keV but then this heating drops rapidly due to energy loses. So,

external heating is needed. Several methods are used for heating in today’s tokamaks such

as the Ion cyclotron resonance heating (ICRH), the Electron cyclotron resonance heating

(ECRH) and the Neutral beam injection (NBI) and other techniques.

1. Plasma Edge

The typical plasma densities in tokamaks nowadays are in the range of 1019−

1020 m−3, which is less than the atmosphere by a factor of 106. Plasmas are contained in a

vacuum vessel with low background pressures must be maintained to minimize impurities.

Impurities in plasmas allow losses due to radiation. The restriction of their entry into the

plasma therefore plays a fundamental role in the successful operation of tokamaks. To

separate the plasma from the vacuum vessel, there are two common techniques that are

widely used. The first is known as the “limiter” configuration which defines an outer

boundary of the plasma with a material limiter as shown in Fig. 3(a). The second is to

keep the particles away from the vacuum vessel by modifying the magnetic field shape

to produce a magnetic divertor Fig. 3(b). The area between the Last closed flux surface

(LCFS), or separatrix, and the vacuum vessel wall is known as the scrap-off layer (SOL)

where magnetic field lines are open in contrast to the closed field lines in the confinement
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zone.

Figure 3: (a) shows the limiter configuration of the JET tokamak, while (b) represents
the new JET configuration after the divertor installation. The Separatrix defines the last
closed flux surface (LCFS)and eventually the plasma edge. The shots are plotted in the

R-Z plane where R is the major radius and Z is the elevation.

The LCFS is commonly used to define the plasma edge. The edge region plays

an important role in understanding the whole plasma confinement. For instance, in sev-

eral tokamaks, there are two main confinement regimes: the L-mode (low confinement)

and the H-mode (high confinement). Certain conditions on the operations improve the

confinement from the L- mode to the H-mode. So, large temperature and density gra-

dients build up near the plasma edge. This is what is known as the transport barriers.

The H-mode is usually accompanied by edge gradients which lead to relaxation process,

known as the edge-localized mode (ELM). The latter can cause damage to the device due

to intense heat loads [3, 2]. The ELM is a minor disruptive instability occurring in the

edge region of a tokamak due to the quasi-periodic relaxation of a transport barrier pre-

viously formed during an L-H transition. It was first observed in the ASDEX tokamak in

1981 [4].

The ITER tokamak was designed to achieve ignition in H-mode and many ELM

mitigation techniques are proposed. An ignited device operating in L-mode would be

much larger and therefore more expensive.
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2. The Tore Supra Tokamak

The Tore Supra Tokamak, which operates in L-mode, shown in Fig. 4 is situated

at the nuclear center of Cadarache, France. Its name comes from the two words torus and

superconductor. It is the first of the largest tokamaks in the world that has superconducting

toroidal magnets. This type of magnets allows for the creation of a strong permanent

toroidal magnetic field. Tore Supra started operation in 1988. In 2003, a new record was

achieved for the longest plasma duration time for a tokamak. It recorded 6 minutes and

30 seconds with over 1000 MJ of injected and extracted energy. Tore Supra is mainly

dedicated to the study of physics and technology to produce long lasting plasmas. It has

been instrumental in investigating the active cooling of materials that face the plasma.

These facts are vital for the upcoming ITER tokamak.

Figure 4: An inside view of the Tore Supra tokamak torus.

With a large radius of 2.4 m (form the center of the torus to the center of the

plasma) and a minor radius of 0.7 m (the inner radius of the torus), Tore Supra is consid-

ered one of the largest tokamaks in the world. The superconducting toroidal magnets, the

actively cooled plasma facing components, and long pulse operations are its main features

of.

The superconducting magnets are cooled by super-fluid helium at 1.8 K. It can

generate strong permanent toroidal magnetic field that can reach 4.2 T at the center of the

plasma. ITER will also have superconducting magnets.

The actively cooled plasma facing components are made of carbon fiber com-
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posite reinforced graphite elements, brazed on a metallic substrate and cooled by a pres-

surized water loop. It allows the extraction of heat in the steady-state conditions.

Figure 5: (a), The two LH antennas situated in the torus of the Tore Supra tokamak. To
the left is the so-called Passive-Active Multijunction (PAM) while to the right is the LH
coupler. (b), An Ion Cyclotron Resonance Frequency (ICRF) antenna on the Tore Supra

tokamak.

The lower hybrid waves launched at 3.7 GHz (8 cm wavelength), with power

generators of 8 MW are used to drive plasma current non-inductively. It has 16 klystrons,

tube amplifiers, with a unit capacity of 500 kW, with a yield of 45% and 50 dB of gain.

There are two antennas that are positioned horizontally in the torus as shown in Fig. 5(a).

The antennas 1 and 2 allow the injection of 2 and 4 MW per unit area. More details on

the LHCD are presented in section (LHCD). Discharges lasting 120 s were produced with

a 0.8 MA current, with a central electron density of 2× 1019 m−3 using 2.5 MW of LH

power [2, 5].

The ion cyclotron resonance heating (ICRH) is used for plasma heating. The

heating system consists of a set of six generators in the 30-80 MHz range, transmis-

sion lines and three antennas. The generators convert electric power into electromagnetic

waves that ranges between 30 and 80 MHz. Each generator has a cascade of 3 A tetrodes

(an electronic device having four active electrodes) connected in series to achieve an out-
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put power of 2 MW. The front of the antenna (Faraday shield) is coated with boron carbide

(B4C, low Z material) to protect the particle bombardment from the plasma and to avoid

contaminating the plasma with metallic impurities. The antenna is protected by the right

and left elements that allow actively cooled system to intercept the convected heat flux

along the magnetic field lines that rely on these protections. All elements on the front

of the antenna are cooled by the water system pressure (35 bar) at 220◦C (max). Three

antennas of this type, shown in Fig. 5(b) are installed on Tore Supra. Each can inject up

to 4 MW between 40 and 80 MHz.

A new project called WEST was launched to modify the Tore Supra tokamak.

This project will change Tore Supra from a limiter tokamak to a divertor configuration

tokamak Fig. 6. The aim is to adapt Tore Supra in a way to test ITER divertor where an

ITER-like full tungsten divertor will be installed in Tore Supra [5]. Thus, this step will

contribute to reduce risk and to save time and money for ITER.

Figure 6: A expected configuration change of the Tore Supra Tokamak from a
limiter-like (to the left) to a divertor-like (to the right) tokamak.

C. Transport and turbulence

1. Classical transport

Collisions in plasmas cause stochastic forces that lead the particles to undergo

random walks. These collisions can cause resistance to the flow of the current. The effects

of collisions can be understood from the magnetohydrodynamics (MHD) treatment. The
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MHD equations for zero resistivity are:

∂ρ

∂ t
+∇⊥.(ρu⊥) = 0 (3)

is the mass conservation equation.

ρ
du
dt

= J×B (4)

For collisions effects, we consider ohm’s law, where the resistivity η appears as,

E+u×B = ηJ, (5)

where ρ is the mass density [6].

Thus, the perpendicular component of the velocity is

u⊥ =
E×B

B2 − η⊥
B2 ∇p. (6)

The first part of this velocity is the E×B drift, while the second part is in the ∇p

direction which is perpendicular to the confining magnetic field. Thus collisions cause a

cross-field transport of plasma particles down the pressure gradient, i.e., collisions cause

a reduction in the level of confinement. The flux associated with the velocity is

Γ⊥ = nu⊥ =−nη⊥
B2 ∇p =−nη⊥T

B2 ∇n. (7)

Fick’s law has, in general, a diffusive coefficient D ∼ (∆x)2/∆t. So, if we look

to equation (7), we can recognize that it looks exactly like Fick’s law with a diffusion

coefficient
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D⊥ =
nη⊥T

B2 , (8)

where ∆x is the mean spatial size and ∆t is the mean step time. In this case, the step size

is the Larmor radius ρL and the step time is the electron collision time. Hence, particle

collisions are causing particle diffusion and it is the so-called classical diffusion or the

classical transport.

2. Neo-classical transport

Geometric effects can cause an increase in the level of classical transport and this

is referred to as neoclassical transport. In order to understand the this type of transport,

let us consider the magnetic mirror effect that leads to neoclassical banana diffusion.

Consider a particle of charge q and mass m in a uniform magnetic field B and in the

absence of an electric field. Thus the motion of the particle consists of a uniform velocity

parallel to B and gyration perpendicular to B with cyclotron (or gyro) frequency

ωc =
qB
m

and a Larmor radius

ρ =
mv⊥
qB

where v⊥ is the component of the velocity perpendicular to the magnetic field

B. Thus the particle is in a helical motion. This kind of motion can be described as

a rapid gyration around a guiding center that moves at constant velocity parallel to B.

Consequently, this circulating charge constitutes a current loop of a magnetic moment µ

defined as

µ =
mv2
⊥

2B
. (9)
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It can be shown that the magnetic moment µ is constant for B varying slowly in

space or time, in other words µ is adiabatically invariant.

Therefore, if the particle moves into a region of higher B, v⊥ must increase in

order to keep µ constant. The total energy of the particle is constant and can be written as

E =
mv2
‖

2
+

mv2
⊥

2
, (10)

where v‖ is the component of the velocity parallel to the magnetic field. Consequently,

any increase in v⊥ must be accompanied by a decrease in v‖. If B is large enough, there

will come a point at which v‖ will tend to zero and the particle is reflected. In tokamaks,

the magnetic field strength falls off with the major radius as 1/R so that it is higher on the

inboard side (near the axis of symmetry) than the outboard side. Thus particles moving

in helical orbits experience an increase in magnetic field strength as they move from the

outboard side to the inboard side. Particles with insufficient energy will be reflected and

trapped in banana-shape orbits. Particles with sufficient energy to complete a full circuit

around the tokamak are called passing particles. For the fraction of particles that are

trapped in non-circulating banana orbits, the diffusion coefficient will have a banana orbit.

Consequently, diffusion is increased to neoclassical levels. Other neoclassical effects lead

to plateau and Pfirsch-Schluter diffusion [2].

D. Plasma Instabilities

In magnetic confinement, the gradients in the pressure are balanced by the strong

magnetic field. The balanced equation is defined as:

∇p = J×B, (11)

14



where J is the plasma current density. These pressure gradients can provide a free source

of energy. As a result, it drives instabilities and, eventually, causes turbulence. Turbulent

motion can modify the original gradients due to non-linear interactions. Instabilities on

a macro-scale, such as MHD instabilities, can cause a disruption to the plasma and the

plasma confinement may be completely lost. Smaller scale micro-instabilities, as scales

of the ion Larmor radius, tend to degrade confinement by driving micro-scale turbulence.

An important instability relevant to turbulent transport in the edge region of magnetically

confined plasmas is the drift wave instability.

Drift wave instabilities act on the micro-scale and are thought to be responsible

for the majority of anomalous transport in tokamaks. They have low frequencies com-

pared to the ion cyclotron frequency (ωci) waves which are driven by gradients in density

or temperature. They are generally electrostatic in nature, E=−∇φ , and involve two fluid

physics. In the two fluid physics, ions and electrons are treated as two separate species.

Each species has its own fluid equations that describe its motion. Thus we have two fluid

equations, one for the electrons and another for the ions [7].

Let us take the electrostatic drift waves with an electric field E. We shall proceed

in the description found in Ref. [8]. We will try to derive the dispersion relation of the

drift wave assuming an electrostatic approximation. This approximation assumes that the

components of the perturbed electric field E1 are related to each other by

∇×E = 0

. Thus the electric field can be written as the gradient of a scalar potential φ ,

E =−∇φ . (12)

The generalized Ohm’s law for the first order perturbation is
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E1 +u1×B0 = ηj1 +
1
ne

(j×B−∇pe)1. (13)

where B0 is the unperturbed magnetic field and it is in the z-direction. 1 denotes the

perturbed quantities.

This equation has two components, a perpendicular component and a parallel

component to the magnetic field B. The perpendicular component approximates to

u⊥ =
E×B

B2 , (14)

and the parallel component is

E‖ = η j‖−
1
ne

∇‖pe. (15)

Recall that B0 is in the z-direction. Bearing in mind that we are dealing with

wave components, all oscillating quantities can be represented in ‘exponential notation’.

For instance, the density perturbations could be

n1 = n̄1exp[i(k.x−ωt +δn)]

, where n̄1 is the real part, k is the wave-vector and δn is the phase-shift. Moreover,

the operator ∇ becomes x̂∂/∂x. If we take all of our first-order quantities to vary as

exp[i(k.x−ωt)], then ∂/∂x becomes ik and ∂/∂ t becomes−iω . We neglect the magnetic

field perturbations and the linearized equation (15) is written as

Ez = η jz−
ikz pe1

ne
. (16)

Using the electrostatic approximation in equation (14), equation (16) becomes
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kzBz0ux = ky

(
η jz−

ikz pe1

ne

)
= ky

(
η jz−

ikzTe0

ne
ne1

)
. (17)

The second form of equation (17) is written under the assumption that the elec-

tron temperature Te0 must remain uniform along the magnetic field.

Now using the continuity equation

−iωne1 +ux
dne0

dx
+ ikzne0uz = 0

and the parallel component of equation of motion

−iωρ0uz =−ikzTe0ne1,

one can determine the density perturbations in terms of the parallel velocity. Finally,

substituting this equation gives,

(
1−

kyvde

ω− k2
zC2

s /ω

)
ux =

kyη

kzBz0
jz, (18)

where we will use this equation to determine the dispersion relation of the electrostatic

drift wave. It relates the mass velocity uz to the current density jz.

Using the x and y components of the perturbed equation of motion, we relate the

perturbed density jz to the mass velocity. Knowing that the perturbed current density is

divergence-free,∇ j = 0, the relation is

−iω
(

∂

∂x
(ρ0uy)− ikyρ0ux

)
=−ikzBz0 jz, (19)

where vde =− Te0
ne0eBz0

dne0
dx is the electron diamagnetic drift velocity.

Finally, using the WKB approximation, we get
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jz =
iωρ0

kykzBz0
k2
⊥ux, (20)

where k2
⊥= k2

x +k2
y . We use this result in equation (18) to end up by the dispersion relation

ω− kyvde−
k2

zC2
s

ω
=

iηk2
⊥

µ0

ω2− k2
zC2

s

k2
z v2

A
, (21)

where vA is the Alfvén speed. In the case where kyvde� kzCs, the frequency of the drift

wave becomes simply

ω ≈ kyvde

and the growth rate of the instability is written as,

γ =
ηk2
⊥v2

de

µ0k2
z v2

A
. (22)

Hence, the drift wave is produced by the perturbed electric field. Its perpendic-

ular component gives rise to perpendicular plasma flows, while its parallel component is

balanced self-consistently by the perturbed electron pressure gradient along the magnetic

field.

1. Turbulence

“The study of turbulence in these plasmas is emphasized by the fact that turbulent

fluctuations enhance the radial transport perpendicular to the magnetic field lines and thus

reduce considerably the confinement times of particles and energy” [9].

Turbulence is a state of fluid motion or plasma characterized by unpredictability

over a wide range of temporal and spatial scales. It is often referred to as the last great

unsolved problem of classical physics since the governing equations are deterministic and

have been studied since the 19th century.
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Figure 7: (a), shows a toroidal cut of a tokamak. Due to instabilities and turbulence, the
plasma tends to escape the core radially, on average, as presented by the blue arrows and

eventually loose the confinement. (b) shows a shot taken by a 2-D fast camera at the
National Spherical Torus Experiment (NSTX) located at the Princeton Plasma Physics

Laboratory. The shot shows how turbulent structures (blobs) radially, on average, escape
the confinement zone, defined by the separatrix, which is the last closed magnetic field

line

Turbulence in plasmas is a major problem. It causes the plasma to escape the

confinement area. Thus, reaching the walls of the container, i.e., the vacuum vessel in

toroidal devices. If this happens, the walls will interact with the fuel causing impurities

and leading to the failure in achieving fusion temperatures.

In fluid dynamics, a simple balance in the momentum balance equation of the

non-linear and dissipative terms can yield the so-called Reynolds number. The Reynolds

number is defined as:

Re =
vL
ν
, (23)

where v is the typical fluid velocity, L is the typical length scale and ν is the viscosity

in the system. In hydrodynamics, the transition from a laminar flow to a turbulent flow

occurs for large values of Reynolds number. On the other hand, for magnetized plasmas,

similar parameters are often used. Consequently, one can define the Reynolds number Re
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and its counterpart Rm, the magnetized Reynolds number [3]. Nevertheless, it is important

to realize that these constructs are not identical due to non-diffusive dissipation processes

such as Landau damping. These dissipative processes act on scales much smaller than the

actual collisional dissipation.

Superposition of waves can also cause turbulence. Waves are driven by an un-

derlying linear instability and the linear mode structure of the waves reflects the nature

of the instability. When the linear instability has driven waves to sufficiently large ampli-

tudes, waves may interact with each other through nonlinear interactions in the system.

This wave-wave interaction acts in distributing the energy in a wave vector space. In the

case of weak turbulence, the nonlinear coupling between waves is so weak and the energy

may be distributed in a relatively narrow range of wave vectors. This effect leads to the

broadening of the linear mode structure. In the case of strong turbulence, waves interact

strongly and the energy can be distributed to a broadband range of wave vectors, and the

linear mode structure may be lost [7].

E. Langmuir probe

Due to turbulence and different types of instabilities occurring, radial transport

allows particle leakage leading to the loss of confinement. Different processes happening

are to be detected in order to understand the different phenomena leading to this confine-

ment loss. The experimentally determined energy and particle transport coefficients in a

tokamak greatly exceed those calculated from collision theory. It is generally accepted

that the plasma turbulence is responsible for this. A considerable experimental effort has

been made trying to understand the anomalous transport operating to distinguish between

different theoretical models.

Electrostatic fluctuations affect both particle transport and heat conduction. The

average particle flux may be written as:
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Γ⊥ = 〈ũ⊥ñ〉, (24)

where ũ⊥ and ñ are the fluctuating parts of the velocity and the particle density respec-

tively. The heat flux is also affected and the turbulence gives rise to the term

q j =
3
2

n j〈ũ⊥T̃j〉, (25)

where T̃j is the temperature fluctuation.

In order to properly evaluate the importance of fluctuations, measurements of

ñ, T̃j and other parameters is required which is clearly a complicated and tough task.

The most comprehensive measurements have been made at the plasma edge where the

fluctuations are at their highest. Much of this work has been done using magnetic and

Langmuir probes in the SOL. As for the plasma center, this technique will not work. The

probes may cause perturbations to the plasma too greatly and would be melted by the high

heat fluxes. At the center more limited data is available from scattering experiments and

heavy ion beam probes.

As for our experiments, data are measured using fixed Langmuir probes situated

on the C4 lower hybrid coupler at the mid-plane in-between the two ICRH antennas Q5

and Q1 on the Tore Supra tokamak. The setup is shown in Fig. 8

Quantitative characterization of plasma edge turbulence can be achieved with

Langmuir probes. A Langmuir probe (Fig. 9) is a device used to determine different

plasma parameters as electron temperature, electron density, and electric potential of a

plasma. It works by inserting one or more electrodes into the plasma, with a constant

or time-varying electric potential between the various electrodes or between them and

the surrounding vessel. The measured currents and potentials in this system allow the

determination of the physical properties of the plasma.

Langmuir probes are restricted to the edge of fusion plasmas due to the high
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Figure 8: This figure shows the position of the C4 coupler on the Tore Supra tokamak in
the θ -φ plane . The oblique dashed (- -) line represents a closed field line. θ and φ are,

respectively, the poloidal and toroidal angles. As shown in the figure, C4 is situated
between the two ICRH antennas Q5 and Q1. [10]

temperatures of the central regions. The current I to a probe biased at voltage V is given

by:

I = Ji(1− ee(V−V f )/kBTe)A, (26)

where Ji is the ion current density, A is the surface area of the probe and Vf is the floating

potential (the applied potential at which current drops to zero) [2].

If the probe is sufficiently negatively biased all electrons within a narrow sheath

will be repelled and only an ion current is left. This so-called ion saturation current is

independent of the voltage,

Isat = eneA
√

Te/mi. (27)

It was found in the tokamak SOL that temperature fluctuations are much less
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Figure 9: The electrical mechanism by which the probe measures the plasma properties.

than density fluctuations, i.e.,
T̃
T
� ñ

n

but since we have
Ĩ
I
≈ 1

2
T̃
T
+

ñ
n

finally we end up by,
Ĩ
I
≈ ñ

n

This relation shows how the data the ion saturation current reflects are mainly

those for density fluctuations.

Data taken from the Langmuir probes aiming to measure the fluctuations gen-

erally has much higher time resolution than data from other more complicated plasma

diagnostics. This makes it ideal for statistical analysis.

The Langmuir probes on the Tore Supra Tokamak are flush mounted with a di-

ameter of 5 mm and their radial position is 3.164 m from the torus axis.
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CHAPTER II

INTRODUCTION TO STATISTICAL ANALYSIS

A. Introduction

Statistical analysis is the study of the collection, organization, analysis, interpre-

tation and presentation of a certain set of measured or recorded data. It deals with all

aspects of data including the planning of data collection in terms of the design of surveys,

scientific data processing and experiments. It is the science of exploring, collecting and

presenting large amount of data to discover underlying patterns and trends. This kind

of studies is applied every day in different branches of research in order to have a more

scientific view on different decisions that need to be made. Hence, whenever we perform

an experiment, we will need certain tools in order to interpret the collected data; these

tools are the statistical tools. The precision of the equipment that we use defines the ac-

curacy of our measurements. In many cases and processes that are under investigation,

stochastic nature emerges, i.e., not predictable with arbitrary precision. So, we are forced

to present the results in the form of estimates with error intervals. Estimates accompanied

by an uncertainty interval allow testing scientific hypotheses. This helps in averaging the

results of different experiments to improve continuously the accuracy. By this procedure,

a constant progress in experimental sciences and their applications was achieved.

Plasma transport in the edge and in the tokamak SOL is an active field of re-

search. Statistical analysis is a main tool in understanding the causes and effects of differ-

ent phenomena causing this transport for the tokamak design and operation. The ability

to model and control plasma transport across the magnetic field in the SOL is critical

for the optimal design of divertors and for predicting the lifespan of plasma facing com-

ponents [11]. For instance, edge and SOL physics impact the plasma transport through
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the level of impurities generated by plasma-wall interaction as shown in Ref. [12]. From

different experiments aiming in transport study, the data taken in the SOL shows that it

is bursty and intermittent. Besides, the fluctuations probability distributions in plasma

parameters are non-Gaussian [13, 14, 15].

All these features lead to inaccurate results, and hence the statistical tools will

serve in a further understanding of the measurements. In our study, data taken on the Tore

Supra tokamak are aimed in studying the SOL properties under the effect of the injected

LH waves. Several discharges are done to acquire a wide range of data. These discharges

will allow the statistical analysis of the different phenomena with highest precision possi-

ble. The discharges are sampled with two different ranges of acquisition frequencies. One

is called DFLUC, where the ion saturation current is acquired at 1 MHz, with 13600 points

per trigger per channel. The other is called DCEDRE which is acquired at 200 MHz, with

100,000 points per trigger per channel. A high-pass filter is installed on the data acqui-

sition damping fluctuations below 100 kHz. Consequently, DFLUC allows the study of

electrostatic turbulent fluctuations occurring at frequencies below 100 kHz. DCEDRE,

on the other hand, allows the study of fluctuations between 0.1−100 MHz.

Three different types of statistical analysis are used to analyze the ion saturation

current Isat data taken from the edge region of the Tore Supra tokamak. We start by the

probability density function (PDF) and its first four order moments. Next, we study the

power spectrum S( f ), also called the power spectral density, and its integration. Finally

we study the cross-correlation coefficients, Cx12, and its properties.

B. The Probability Density Function (PDF)

The probability density function (PDF) of any random variable X , P(x), is a func-

tion that describes the relative likelihood for X to take on a given value. The probability

that X lies within δx of x is P(x)δx.
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The probability that X takes on a value in the interval [a,b] is the area above this

interval and under the graph of the density function defined as:

P(a≤ b) =
∫ b

a
P(x)dx (28)

as shown in Fig. 10

Figure 10: The probability density function of the random variable X between 60 and 70.
It shows that the PDF is the area under the distribution.

In general, the probability density function has several order moments. These

moments specify the higher order properties of the PDF. The nth order moment of P(x) is

defined as:

mn = 〈xn〉=
∫ +∞

−∞

xnP(x)dx. (29)
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1. Moments of the PDF

a. The Mean value

The average value, or the mean value, is the first order moment of the PDF. It is

the expected outcome, which is the statistical average, from a certain distribution and it is

defined as the n = 1 moment of the PDF as:

µ = 〈x〉=
∫ +∞

−∞

xP(x)dx. (30)

For the ion saturation current Isat , the average value is denoted as 〈Isat〉. The

notation 〈〉 is the temporal average and is defined for a certain variable x as

〈x〉= 1
T

∫ T

0
x(t)dt

which is not exactly as the statistical average mentioned above. Consequently, for a steady

state system, the two averages become similar with the same outcome

(〈 〉)t = (〈 〉)stat .

The higher order moments of the PDF about the mean are thus defined as

µn = 〈(x−〈x〉)n〉=
∫ +∞

−∞

〈(x−〈x〉)n〉P(x)dx. (31)

b. The Variance and the standard deviation

The second order moment of the PDF is called the variance, Var(x). It measures

how P(x) spreads around the mean. It is defined as:
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Var(x) = 〈(x−〈x〉)2〉=
∫ +∞

−∞

〈(x−〈x〉)2〉P(x)dx. (32)

From the Var(x), one can calculate the standard deviation σx, which can also

be defined as the second moment of the PDF. The standard deviation is defined as the

square-root of the variance:

σx =
√

Var(x).

For the ion saturation current Isat , the standard deviation which measures the

level of fluctuations is denoted as δ Isat . It provides critical understanding on the behav-

ior of the turbulent structures. Moreover, we will be presenting the normalized level of

fluctuations, δ Isat/Isat which reflects modifications on the level of turbulence.

c. Skewness

The third order moment, n=3, allows us to determine the skewness factor, S, of

the PDF. The third order moment is defined in statistics as:

µ3 = 〈(x−〈x〉)3〉=
∫ +∞

−∞

〈(x−〈x〉)3〉P(x)dx. (33)

The skewness factor is the normalized third order moment of the PDF and thus

defined for the ion saturation current Isat as

S = 〈I3
sat〉/〈I2

sat〉3/2. (34)

The skewness measures the asymmetry of the distribution around the average

value. For a Gaussian distribution, the skewness factor has a value 0 reflecting a symmet-

ric distribution of the data around the mean as illustrated Fig. 11(a). If the peak is toward
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Figure 11: (a) shows the PDF of a Gaussian distribution with S=0. Notice that it is
symmetric around the mean. (b) and (c) show the PDF of a negatively (S=-0.54) and

positively (S=+0.54) skewed distributions respectively.

the right and the left tail is longer, we say that the distribution is skewed left or negatively

skewed [Fig. 11(b)]. If the bulk of the data is at the left and the right tail is longer, we say

that the distribution is skewed right or positively skewed [Fig. 11(c).

d. Flatness (Kurtosis)

The Flatness, or also known as Kurtosis, is the normalized fourth order, n=4,

moment of the PDF. The forth order moment in statistics is defined as

µ4 = 〈(x−〈x〉)4〉=
∫ +∞

−∞

〈(x−〈x〉)4〉P(x)dx. (35)

Thus, the flatness for the ion saturation current Isat is

F = 〈I4
sat〉/〈I2

sat〉2. (36)

The flatness characterizes height and sharpness of the peak and the weight of

the tail of a certain distribution. Increasing kurtosis is associated with the “movement

of probability mass from the shoulders of a distribution into its center and tails” [16].

Furthermore, The flatness for a Gaussian distribution is 3. So, the more the shift of data
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Figure 12: (a) shows the PDF of a Gaussian distribution with F=3. (b) is the PDF of a
distribution with F=1.8. (c) is the PDF of a distribution with F=4.2.

to the tail the more the flatness will be.

In our analysis, the skewness and the flatness gives important details on how

turbulent structures are modified in the presence of the LH power. A denser tail means

more shift of the turbulent structures from the bulk which reflects more high-intensity

events. It was found in the ohmic case that SOL turbulence contains intermittent bursts

which are caused by large-scale structures that exit the plasma with high radial velocities

that reach one-tenth of the sound speed. These bursts will result in positively skewed

PDFs with skewness and flatness values greater than 0 and 3 respectively [17, 18].

C. Power spectrum

The power spectrum, known also as the power spectral density, is a powerful

tool that helps in studying and analyzing any signal. The power spectrum of any signal

measures the frequency content of a process (random or coherent) and helps identify pe-

riodicities and energies associated to each frequency. The power spectrum of a signal

identifies how much of the signal is present at each frequency. It is simply related to the

amplitude of the Fourier transforms. Every physical phenomenon, whether it is an electro-

magnetic, thermal, mechanical, hydraulic or any other system, has a spectrum associated

with it. The power spectrum is calculated from the Fourier-transform of the signal. It

thus transforms any signal from its space-time domain into the wavenumber-Frequency
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domain. Hence, when calculating the spectrum of any signal, we will be analyzing its

properties in the frequency domain. The Fourier transform y(ω) of a signal y(t) is

y(ω) =
∫ +∞

−∞

y(t)e− jωtdt. (37)

The power spectrum is then

P(ω) = 〈|ỹ(ω)|2〉, (38)

where ω defines the angular frequency.

For instance, let us take sine wave signal y(t) = sin(ω0t) with ω0 = 120π (shown

in Fig. 13(a)). Taking the number of points of the signal to be 1024 points, and using

MATLAB code we can calculate the power spectrum of this signal.

Figure 13: (a) shows the sine wave plot in time. (b) is the power spectrum of the sine
wave. Notice the delta function peaked at f0 = 60 Hz.

In Fig. 13(b), the power spectrum is plotted in the frequency domain. Now we

can see the relation between the time domain and the frequency domain. The frequency

domain illustrates the distribution of the signal over the frequency. y(t) oscillating with a

frequency f0 = 60 Hz, is reflected in the frequency domain by a delta function peaked at

f0 = 60 Hz. If we try to solve the problem analytically, we calculate the power spectrum
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for the sine wave signal:

ỹ(ω) =
∫ +∞

−∞

y(t)e− jωtdt =
∫ +∞

−∞

sin(ω0t)e− jωtdt. (39)

Using the relation:

sin(ω0t) =
e jω0t− e− jω0t

2 j
, (40)

we hence get:

ỹ(ω) =
∫ +∞

−∞

e j(ω±ω0)tdt. (41)

This is the delta function δ (ω−ω0) which states that:


1 f or ω = ω0

0 otherwise.

(42)

Hence, this verifies the plot of the power spectrum in Fig. 13(b) to be a delta

function peaked at f0 = 60 Hz. Recall that ω0 = 2π f0.

The power spectrum is defined for the normalized ion saturation current Isat/δ Isat

such that
∫

d f S(Isat/δ Isat) = 1. Hence, when calculating the power spectrum, we are

interested in the distribution of the turbulent fluctuation frequencies as function of the LH

power.

The power spectrum is quantified by calculating its area under the graph, i.e., its

integration
∫

d f S( f ). When using the power integration, a more representative analysis

of the power spectrum will be presented since the maximum number of discharges will
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be plotted as a function of power. Hence, global averaging will result and this will allow

us to understand the underlying phenomena that the power spectrum encounters.

D. The Cross-correlation, Cx12

The cross-correlation in signal processing is defined as the measure of similarity

of tow waveforms as a function of a time-lag applied to one of them. It is a standard

method of estimating the degree to which two series are correlated.

In general, the cross-correlation for two continuous functions f and g measured

as a function of time is defined as

Cx(τ) = ( f ?g)(τ) =
∫ +∞

−∞

f ∗(t)g(t + τ)dt =
∫ +∞

−∞

f ∗(x)g(x+ r)dr, (43)

where the last part of the equation is the cross-correlation in space with a shift r. τ is the

time lag between the two signals and f ∗ is the complex conjugate of f .

To understand the concept of the cross-correlation, let us take two real valued

functions f and g that differ only by an unknown shift along the x-axis. One can use the

cross-correlation to find how much g must be shifted along the x-axis to make it identical

to f .

The formula essentially slides the g function along the x-axis as shown in Fig. 14,

calculating the integral of their product at each position. When the functions match, the

value of ( f ? g) is maximized. This is because when peaks (positive areas) are aligned,

they make a large contribution to the integral. Similarly, when troughs (negative areas)

align, they also make a positive contribution to the integral because the product of two

negative numbers is positive.

The cross-correlation can be defined also from the covariance of two variables X
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Figure 14: The cross-correlation between the two signals f and g. Notice how the two
functions are related and that the maximum relation when they coincide.

and Y . The covariance is defined as:

cov(X ,Y ) = 〈(x−〈x〉)(y−〈y〉)〉= 〈xy〉−〈x〉〈y〉, (44)

and the cross-correlation is

corr(X ,Y ) =
〈(x−〈x〉)(y−〈y〉)〉

σxσy
=

cov(X ,Y )√
cov(X ,X)cov(Y,Y )

. (45)

This is the normalized measure of the degree of dependence of X and Y on each

other. When corr(X ,Y )=0, then X and Y are independent. If corr(X ,Y )=1, then X and Y

are perfectly correlated and if corr(X ,Y )=-1, then X and Y are perfectly anti-correlated.

As for the ion saturation current Isat in our measurements, the cross-correlation

is done between the two Langmuir probes. It is defined as:
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Cx12 =
〈Isat1(t)Isat2(t + τ)〉
〈I2

sat1〉1/2〈I2
sat2〉1/2 , (46)

where τ is the time lag.

In our experiments, the cross-correlation is done between the data taken by the

two probes which are situated in the torus of the Tore Supra tokamak. The probes are

separated toroidally by 1 cm. The cross-correlation is a powerful tool in studying the

modification of turbulence with LHCD, and it gives a critical understanding about varia-

tions in turbulent structures.
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CHAPTER III

THE LOWER HYBRID CURRENT DRIVE (LHCD)

A. The need for a non-inductive current drive method

1. The plasma current

Usually in tokamaks the central solenoid plays the role in creating the inductive

plasma current and that is when a changing current flows through this solenoid, the plasma

itself acts as a secondary winding and has a large current induced in it. In other words,

the current in the solenoid (Is) creates a magnetic field which affects the plasmas, that are

highly conductive material, and due to this magnetic field a current is driven through an

opposite circulation of the electrons and the ions which creates a potential difference and

thus driving a large plasma current (Ip). Note that vectors are presented as bold characters.

The current density equations [8] for the electrons and ions are respectively:

je =−eneve (47)

ji = enivi. (48)

Hence the total current density of the plasma is:

JT = ji + je = enivi− eneve. (49)

We assume that the electrons and the ions have roughly the same density, in other

words, ne = ni = n. The total current density becomes
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JT = en(vi−ve). (50)

It is well known that a magnetic field encircling a conducting wire generates an

electric current through this wire. As the plasma is a conducting fluid, it can be treated as

this wire. As the magnetic field created by the central solenoid, Bs, encircles the plasma,

the plasma current IP is generated.

The variable current in the solenoid Is creates this variable magnetic field Bs.

According to Faraday, the potential difference created in the solenoid, also called electro-

motive force (e.m.f.), is limited to a variable magnetic flux.

Since most of the magnetic field lines of the solenoid are intercepted by the

plasma in the torus, the magnetic flux in the plasma is mostly the magnetic flux of the

solenoid, i.e,

φPlasma ' φsolenoid

From Faraday’s law, the e.m.f. created in the plasma is proportional to the vari-

ations of the magnetic flux which is in this case φs the flux generated by the solenoid

magnetic field. So, the e.m.f. in the plasma is

EP =−dφs

dt
= RIP. (51)

The second part of the equation is the Ohm’s law where R is the resistance of the

plasma. For a constant IP and R, we can integrate equation (51) to get

φs = RIPt. (52)

On the other hand, the magnetic flux in the plasma, which is equal to the solenoid

magnetic flux, through a certain area A can be calculated as follows:
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φP = φs = NBsAsin(Bs,A) = BsA, (53)

where A is the cross-section area of the solenoid.

From Ampere’s Law, the magnetic field Bs created by the solenoid through a

conductive volume due to the central solenoid current Is is

Bs = µ0nIs. (54)

Hence, by substituting this value of Bs in equation (53), the magnetic flux be-

comes:

φs = BA = µ0nIsA. (55)

Finally, we equate equations (52) and (55) to get the central solenoid current Is

in terms of the plasma current IP as:

Is =
RIP

µ0nIsA
t. (56)

For steady state operations and to have a constant plasma current IP, the current

in the solenoid Is should be increasing linearly with time according to:

Ip ≈
dIs

dt
= constant. (57)

Due to limits in energy sources, and since the current that must be generated in

plasma tokamaks is in the order of Mega Amperes (MA), the search for non-inductive

plasma current generation is crucially important.

Electromagnetic wave heating has proved to be effective in heating and current
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drive. RF heating, Ion Cyclotron Resonance Heating (ICRH), Electron Cyclotron Reso-

nance Heating (ECRH), Lower Hybrid Heating (LH) and other methods have been tested.

As for the current drive, the most extensive evidence has been accumulated for

the lower hybrid current drive effect. While LH waves are not very successful at plasma

heating, they have proven excellent at driving plasma current.

2. Lower hybrid waves

A lower hybrid wave is a longitudinal wave of ions and electrons in magnetized

plasma. The direction of propagation must be very nearly perpendicular to the stationary

magnetic field, within about
√

me/mi radians. Otherwise, the electrons can move along

the field lines fast enough to shield the oscillations in potential, the case in which an

electrostatic ion cyclotron wave results. The frequency of oscillation is:

ωLH = [(ωciωce)
−1 +ω

−2
pi ]
−1/2, (58)

where ωci is the ion cyclotron frequency, ωce is the electron cyclotron frequency and ω
−2
pi

is the ion plasma frequency. This is the lower hybrid frequency, so called because it is a

“hybrid”, or mixture, of two frequencies. There are also an upper hybrid frequency and

hence, an upper hybrid wave.

There are many other resonant frequencies in tokamak plasmas but experiments

have found some to be inefficient or impractical while others simply cannot penetrate

through the plasma edge region in order to generate currents.

The so-called “hybrid” is because it results from force interplay between ions

and electrons, so that their frequencies lie between ion cyclotron and electron cyclotron

ones. It is found that the lower hybrid wave can drive electric current. Thanks to the fact

that it has an electric component parallel to magnetic field lines.
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One would perhaps expect that the very rapidly alternating electric field of elec-

tromagnetic waves could not generate a constant electric current, but this common sense

proves to be false. Plasma electrons, with thermal velocities slightly slower than the wave

propagation velocity, can actually “surf” on the uprising electric potential and thus in-

crease their velocity in the direction of the wave. Consequently, there are more electrons

which are accelerated rather than decelerated so that in total a net generation of cur-

rent is obtained when electrons in the tail of the distribution are accelerated by the wave

preferentially in one direction. Though the effect looks minute on the electron velocity

distribution, in terms of electric drag it is significant.

3. Dispersion Relation

In this part we calculate the dispersion relation of the lower hybrid wave. The

electromagnetic wave needs to be absorbed by the plasma in order to generate current.

So, by calculating the dispersion relation of this wave, we can find the conditions of

absorption. To calculate the dispersion relation [19] we start by the cold plasma wave

equation:

n× (n×E)+K.E = 0, (59)

where n = ( c
ω
)k = n⊥ê⊥+ n‖ê‖ is the index of refraction of the plasma and E is the

electric field of the wave. The tensor K has the form

K =


S −iD 0

iD S 0

0 0 P



where
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D =
ω2

piωci

ω(ω2−ω2
ci)
− ω2

peωce

ω(ω2−ω2
ce)

S = 1− ω2
pi

ω2−ω2
ci
− ω2

pe
ω2−ω2

ce

P = 1− ω2
pi

ω2 −
ω2

pe
ω2 .

We Recall that ωci and ωce are respectively the ion and the electron cyclotron

frequencies, while ωpi and ωpe are the ion and the electron plasma frequencies respec-

tively.

When dealing with such equation, we have the parallel (‖) part, i.e, parallel to

the path of the total magnetic field lines, and the perpendicular (⊥) part, i.e, perpendicular

to the path of the total magnetic field lines. We set the coefficients of the wave equation to

zero in order to find the dispersion relation. Consequently, we get the following equation

βn4
⊥− γn2

⊥+δ = 0 (60)

where

β = S,

γ = RL+PS− (P+S)n2
‖,

δ = P(R−n2
‖)(L−n2

‖),

R = S+D,

L = S−D.

From equation (60), we can calculate n2
⊥ for the two branches:

1- The fast wave which is specified by the relation

n2
⊥ = (γ−

√
γ2−4βδ )/2β ; (61)
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2- The slow wave which is specified by the relation:

n2
⊥ = (γ +

√
γ2−4βδ )/2β . (62)

We are interested in the slow branch since at β=0 equation (62) has a resonance.

Then by setting β to 0, we get the following equation:

ω
4− (ω2

ce +ω
2
pe)ω

2 +(ω2
ci +ω

2
pi)ω

2
ce = 0. (63)

Note that we can neglect the terms of me/mi order, and hence leading to the

following resonance frequencies:

ω
2
UH = ω

2
ce +ω

2
pe (64)

ω
2
LH = ω

2
ce

ω2
ci +ω2

pi

ω2
ce +ω2

pe
, (65)

where ωUH and ωLH corresponds to the so-called upper hybrid frequencies and the lower

hybrid frequencies respectively.

Moreover, considering that the ion cyclotron frequency is much smaller when

compared to the ion plasma frequency due to mass of the ions ωci� ωpi, we neglect the

ω2
ci to get the final dispersion relation for the Lower hybrid waves

ω
2
LH '

ω2
pi

1+ω2
pe/ω2

ce
. (66)

It is called “hybrid” because it is a combination of the cyclotron and plasma fre-

quencies of the ions and electrons. Consequently, at ω = ωLH , we have n⊥ = 0 reflecting

that the plasma absorb the wave power emitted by the antennas. The absorbed power in
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general may be used to either plasma heating or current drive. As for the LH waves, it

is well known that they are inefficient for heating but quite efficient for current drive due

to the Landau damping process according to which electrons at the tail of the distribution

gain energies from the waves. Hence, electrons are accelerated in one toroidal direction

and the net flow of these preferentially accelerated electrons generates plasma current in

the toroidal direction.

4. The momenta transfer and parallel velocity

By using a phased waveguide array antenna, power may be coupled to lower

hybrid waves with high phase velocity parallel to the magnetic field. These waves are

resonant with high energy electrons having a parallel velocity which matches the phase

velocity of the wave and absorption takes place through Landau damping. The phased ar-

ray antenna ensures that most of the power is coupled to waves propagating in a particular

toroidal direction so that the wave-particle interaction occurs preferentially with electrons

traveling in that direction. In the simplest picture, the lower hybrid waves directly impart

momentum to these electrons which, in steady state, leads to the generation of a current

determined by the balance between the momentum input and the loss by collisions to the

ions. However, a more important effect is that the accelerated electrons become less colli-

sional and lose momentum at a slower rate. Since electrons moving in a particular toroidal

direction are preferentially heated, this gives rise to a so-called ‘asymmetric resistivity’

and could account for 100% of the driven current. The action of the lower hybrid wave

is to accelerate electrons from a velocity v‖ parallel to the magnetic field, to a velocity

v‖+∆v‖. This requires an incremental energy input per unit volume

∆E = nemev‖∆v‖. (67)

Assuming that the velocity of an electron v is randomized by collisions on a
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momentum destruction timescale 1/ν(v), this incremental energy input produces an in-

cremental current density j that persists for a time 1/ν :

j = nee∆v‖ =
∆Ee
mev‖

. (68)

The power density required to refresh this current at time intervals of 1/ν is

pd = ν∆E. (69)

Hence, the current drive efficiency is given by:

j
pd

=
e

mev‖ν
. (70)

Assuming that the thermal velocity of the electron is negligible compared to v‖,

i.e., v‖� vTe, and ν ∝ 1/v3
‖ we get:

j
pd

∝ v2
‖. (71)

5. Current Drive efficiency

This simple treatment in the previous section serves to illustrate the important

influence of collisionality leading to a strong dependence of the current drive efficiency on

the parallel electron velocity and hence the parallel wave phase velocity (since the parallel

phase velocity ω/k‖ = v‖ at Landau resonance, where k‖ is the parallel component of the

wave-vector).

To find the current drive efficiency [2] ηCD we treat the velocity in a tow-dimensional

space and we present the normalized parameters
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u =
v

vTe
, J =

j
neevTe

and Pd = pd/(nemeν0v2
Te).

Applying the LH wave condition where the propagation in the perpendicular

direction is negligible with respect to the parallel direction, u‖� u⊥, we get

J
Pd

∝ u2
‖ ∝

(ω/k‖)

v2
Te

. (72)

So, the efficiency ηCD of any current drive method in practical units is:

ηCD =
IP

P
=

A j
2πRApd

, (73)

or

ηCD =
I
P
= 0.061

Te

R(ne/1020)lnΛ
(

J
P
) AW−1, (74)

where IP: The total driven current in the plasma in amperes.

P: Total power in watts.

A: The plasma cross-section area in m2.

R: The major radius of the tokamak.

This is not the case for most other schemes which do not generate supra-thermal electrons

and so have a favorable scaling with the electron temperature Te. However, the capability

of lower hybrid waves to give high current drive efficiency even in moderate tempera-

ture plasmas, due to strong Landau damping on supra-thermal electrons, has resulted in

an abundant database of results compared with other schemes, giving rise to the conven-

tion of defining a current drive figure of merit in terms of the scaling for supra-thermal

electrons, namely
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ηCD =
RIP

P
n̄e

1020 m−2AW−1, (75)

where n̄e is the line average electron density.

6. LHCD efficiency in experiments

Figure 15: Full sustainment of the plasma current of a 3 MA discharge by the LHCD on
JET tokamak. IP is the plasma current. PLH is the lower hybrid power. Vres is the resistive

loop voltage, i.e., the corrected loop voltage for inductive effects. It represents the
voltage required for the IP sustainment. When Vres=0, this means that IP is fully

sustained by the LH waves [20].

Total plasma current has been driven by the lower hybrid waves in many toka-

mak experiments. Some experiments have also demonstrated discharge start-up by lower

hybrid waves. Plasma currents of 3.6 and 3 MA have been fully sustained by lower hy-

brid current drive in JT-60U and JET (see Fig. 15), respectively. A current drive figure

of merit ηCD > 0.3 AW−1 m−2 has been achieved in these devices. In TRIAM-1M, a

plasma current of 20 kA was sustained for 2 hours while in Tore-Supra a plasma current

of 0.8 MA was sustained for 2 minutes by lower hybrid waves. Current drive at high

density, ∼ 1020 m−3, has been demonstrated using high frequency lower hybrid waves in
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ALCATOR-C and FTU tokamaks. In present experiments lower hybrid waves typically

transit the plasma many times before full absorption occurs. Nevertheless, the effective-

ness of lower hybrid waves for control of the radial profile of plasma current has been

demonstrated in many tokamaks. As shown above, waves with the highest phase velocity

give the highest current drive efficiency but these waves also have the poorest penetration.

Although lower hybrid waves are expected to be absorbed in a single pass for plasma pa-

rameters characteristic of a fusion reactor, strong Landau damping and mode conversion

are expected to limit penetration of the waves to the outer half of the plasma in this case.

B. The experimental setup for the LHCD

1. The Lower hybrid Grill

Lower hybrid waves are launched, in nowadays tokamaks, into the plasma via a

phased waveguide array. This mechanism was first suggested by Lallia [21]. The LH grill

consists of an array of properly phased waveguides. The wave generators, or Klystrons,

are used to feed the waveguides with a transverse electric (TE10) mode. In order to have

an asymmetric wave spectrum which is necessary for current drive, the phasing between

the adjacent waveguides in the same row should be π/2 or π/3. It was thought that the

vertically adjacent waveguides, that form rows, should be in phase. However, it has been

shown that this thought is not mandatory, where no absorption effect was detected for the

poloidal wave number [21].

The launching structure as a grill is important since the wave source can be far

behind the mouth. The waves are then transmitted to the plasma facing structure through

waveguides. A dielectric window separates the vacuum area inside the plasma chamber

from the pressurized area outside it. An advantage arises when this window is placed far

away from the plasma. This leads to a reduction of the heat and neutron fluxes on the

window. Furthermore, the grill can be made of the same material as that of the wall or the
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Figure 16: The LH antenna structure on the JET tokamak.

poloidal limiters in front of which it usually is not moved. However, to ensure good RF

conductivity, the inner part of the grill must be made of copper. The whole LH antenna is

presented in Fig. 16

In large tokamaks, the LH grill that is made of waveguides fed independently

would need a few hundreds of waveguides. This is an extremely complex and demanding

grill structure to design. Thus, multi-junction grills which was suggested in Ref. [21],

is much easier. The waveguides in the multi-junction grill is divided into secondary,

but smaller, waveguides with metal walls parallel to the wall of the main waveguide.

The height of the secondary waveguides is chosen so that the correct output phasing is

obtained for the grill [22].

In the multi-junction grill, the main waveguide is fed with the TE10 mode. This

mode is converted inside the waveguides into a TE30 mode in the poloidal mode con-

verters. The power in the incident waveguides is divided into poloidal and toroidal multi-

junctions. This division is done by the magnetic and the electric field plane junctions. The

TE10 mode is the mode that reaches the grill mouth, due to the division in the poloidal

direction into three.
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Figure 17: The geometry of the FAM antenna in PICCOLO-2D. One row of eight
modules is represented [23]. ∆φ is the phase difference between the waveguides. It

shows how the klystrons feed the waveguides that form the N‖ wave which is necessary
for the current drive.

On the Tore Supra tokamak, two LH antennas are installed as shown in Fig. 5.

To the right is the C3 while that on the left is the C4. The waveguide rows, mouth and

limiters can be clearly seen.

C3 antenna is formed of 4 rows with each having 32 waveguides [5]. The waveg-

uides are divided into modules consisting of two rows of four waveguides. For the multi-

junction structure, the toroidal phase difference is π/2 between the adjacent waveguides

in a module Fig. 17. Moreover, there is a phase shift between the modules which can

be varied from 0 up to 2π . A π/2 phase difference between each waveguide is the re-

sult of a zero phase difference between the modules. This case is more favorable for

current drive since it optimizes the directivity and the self-matching properties of the
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multi-junction [24].

Figure 18: The geometry of the PAM antenna in PICCOLO-2D. One row of eight
modules is represented [23].

The grill of the C4 antenna is made of 48×6 waveguides. For this antenna, pas-

sive waveguides are used between each module and at the end of the launcher. The passive

waveguides are not fed by klystrons. A klystrons is a specialized linear-beam vacuum tube

used as an amplifier for high frequencies. A klystron amplifies RF signals by converting

the kinetic energy in a DC electron beam into radio frequency power. A lower coupled

power is resulted from the larger radiating surface in the C4 launcher with same input

power. The density is Iin = 25 MW/m2 at 3.7 GHz. Long pulses are allowed from the

decreased power density that helps to avoid RF-breakdowns.

The design of the LH grill of the ITER and ITER-like tokamaks is based on the

Passive Active Multijunction (PAM). It allows good coupling of the wave and it is effi-

cient in cooling the plasma facing part of the grill [25, 26]. The whole grill for ITER is

constructed of four PAM modules. Each module consists of 12 rows of 24 active and 25

passive waveguides in a row [26]. The phase difference between adjacent active waveg-

uides in the row is 3π/2.

The issue of launching the N‖ spectrum is presented in figures (17) and (18) for

the FAM and the PAM launchers. The passive waveguides shown are short waveguides
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terminated by a short circuit. The phase shift between the waveguides is obtained by

varying the effective length of the adjacent waveguides L. When a waveguide is shortened

by a length L = ϕ × λ0/2π , the wave phase is changed by ϕ . The trick is to create a

difference in length between the waveguides. For example, if we want to have a phase

shift of π/2 between two adjacent waveguides, one of the two waveguides will be cut

over the distance L necessary to create a phase delay due to a longer guided propagation

in the second waveguide, as described in Fig. (17). A condition of electric field continuity

is used to connect the broken waveguide.

2. The n‖ spectrum

The dimensions and the frequency of the launcher with the phase difference be-

tween the radiating waveguides determine the spectrum of the wave launched by the grill.

One can find the main peak that carries most of the power from the following equation:

n‖0 =
λ0

∆z
∆φ

2π
. (76)

λ0 = c/ f is the vacuum wavelength of the driven wave, ∆z is the width of the

geometric period of the grill and ∆φ is the phase difference between the two radiating el-

ements. The width of the waveguide, including the wall between the two adjacent waveg-

uides, defines the geometric period.

The position of the peaks of a simple multi-junction with a phase difference

∆φ = π/2 can be determined from the following formula

n‖m =
c

f L4
m, (77)

where m is the mode number and L4 is the shortest period of the grill, in other words, the

width of 4 waveguides. For a phase difference π/2, the spectrum is asymmetric with only
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the odd harmonic present [27], while the even ones are suppressed. As a result, the mode

number is m = 1±4σ with σ = 1,2,3, ....

The half width of the peak is also determined from the grill geometry. The full

width is inversely proportional to the toroidal width of the launcher [28]

∆n‖ =
c

f LG
. (78)

∆n‖ is the full width at half maximum and LG is the full width of the grill. For a

PAM, LG = Ndact is the width of the actively radiating part of the grill, N is the number

and dact is the width of the active waveguides. The width is an important parameter for

current drive efficiency. The efficiency increases for a smaller width of the main peak.

In present day devices, the current efficiency is much better than in the early ones. This

is due to that the peak of a 32-waveguide device is narrower than that of a 4-waveguide

device [21].

The total launched spectrum will be in the parallel direction with a parallel index

of refraction N‖. Figure (19) shows how the N‖ spectrum which carries most of the power

is launched in the parallel direction [23].

Figure 19: (a), represents the properties of the LH-coupler while (b) represents those of
the PAM. The top plots of (a) and (b) represent the amplitude of the electric field in the
waveguides and the edge plasma computed by PICCOLO-2D code. The bottom plots

shows the spectrum of the electric field at the mouth of the grill [23].
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C. Ion Sound waves

1. Introduction

In plasma physics, the ion acoustic wave [8] is one type of longitudinal oscil-

lation of the ions and electrons in a plasma. The ion acoustic waves are the analogy of

a compressive sound wave that occurs in air. The ion acoustic waves propagate through

positively charged ions. Hence, they can interact with their electromagnetic fields, as

well as simple collisions. In plasmas, ion acoustic waves are frequently referred to as

acoustic waves or even just sound waves. They commonly govern the evolution of mass

density, for instance due to pressure gradients, on time scales longer than the frequency

corresponding to the relevant length scale. Ion acoustic waves can occur in unmagnetized

plasma or in magnetized plasma parallel to the magnetic field. For single ion species

plasma and in the long wavelength limit, the waves can propagate with a speed given by:

cs =

√
γeZkBTe + γikBTi

M
. (79)

where M is the ion mass, Z is its charge, kB is the Boltzmann constant and Te and Ti

are respectively the electron and ion temperatures. γ is the adiabatic invariant. Next, we

derive the dispersion relation of the ion acoustic waves.

2. Equations of motion

From the momentum balance equation, one can write the ion equation of motion

considering n = ni = ne. We neglect the non-linear term, and hence the equation is,

min
∂vi

∂ t
= enE−∇pi. (80)

using E = −∇φ and writing the pressure in terms of the ion temperature Ti as
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pi = nikBTi, equation (80) can be written as,

min
∂vi

∂ t
=−en∇φ − γikBTi∇n. (81)

Consider the one-dimensional case and assume that all the variables have har-

monic solutions, then they are proportional to ei(k.r−ωt). The background density is as-

sumed to be isotropic. Neglecting the non-linear terms we finally get

−imiωn0vi =−in0ekφ1− iγikBtikn1. (82)

In the same manner and assumptions, we can write the electron equation after

neglecting the non-linear velocity terms,

men
∂ve

∂ t
= en∇φ − γekBTe∇n. (83)

Further assumption is made by considering the electron mass is negligible as

compared with the ion mass. Thus, we can neglect the term proportional to me on the left

of equation (83). The remaining terms give:

e∇φ = γekBTe
∇n
n
, (84)

where we can integrate both sides of this equation. Considering the simple one-dimensional

case and integrating we get,

eφ = γekBTel n(n)+ c (85)

The assumption that the electron mass is negligible compared to the ion mass

reflects the mobility of the electrons. Hence, electrons are able to equalize any thermal

54



instability. Thus, electrons behave isothermally, i.e., γe = 1. The electron density to the

first order obey the Boltzmann-distribution,

ne = n0eeφ/kBTe (86)

3. Acoustic wave dispersion relation

We assume that the perturbations are small relative to the thermal energy. Hence,

we can make the previous assumption, eφ � kBT , and the Taylor expansion of equa-

tion (86) is,

ne = n0

(
1+

eφ

kBTe
+ ...

)
. (87)

Assume that the perturbed density is ,n1 and ne = n0 +n1,

n1 = ne−n0 ≈ n0

(
1+

eφ

kBTe

)
−n0 = n0

eφ

kBTe
. (88)

Using the continuity equation which is

∂n
∂ t

+∇.(nv) = 0, (89)

we expand n and v in terms of perturbed quantities to get:

∂

∂ t
(n0 +n1)+∇.((n0 +n1)v1) = 0. (90)

Neglecting the non-linear term which result from the second term of equation (90),

the resulting ion equation for the one-dimensional case is:
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∂n1

∂ t
+n0

∂vi

∂x
= 0, (91)

where x is the parallel direction to B.

Solving this equation for harmonic solutions we get:

−ωn1 + ikn0vi = 0

and hence

vi =
ω

k
n1

n0

From equation (88) we finally get the ion velocity in the parallel direction to B,

vi =
ω

k
eφ

kBTe
. (92)

We substitute equations (88) and (92) in the ion equation of motion and sole for

ω(k) to find the dispersion relation as:

ω
2 = k2

(
kBTe + γikBTi

mi

)
, (93)

or

ω = k

√
kBTe + γikBTi

mi
. (94)

Equation (94) is the dispersion relation for the ion acoustic waves in a plasma.

Knowing that the dispersion relation for the usual sound wave is written as

ω = kcs

then the sound speed cs is:
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cs =

√
kBTe + γikBTi

mi
.

D. Parametric Decay Instability

The parametric decay instability (PDI) is a non-linear instability. It was first

discovered by Oraevsky and Sagdeev in 1962. The instability starts when the phase and

frequency matching are produced for the initial wave, and two other eigenmodes of the

system whose amplitudes are initially at the level of thermal fluctuations. The initial wave

is usually called the pump wave.

The mechanism of the parametric instability was described by Liu in Ref. [29]

as follows: “In the presence of a pump wave the particles acquire an oscillatory velocity

v0. When this is coupled to a low frequency density perturbation nω , a nonlinear current

nωv0 is produced which becomes a source to drive the mode at the sideband frequency.

The fields and oscillatory velocities at the pump and sideband frequencies beat to pro-

duce a low frequency ponderomotive force on the particles, driving the low frequency

perturbation.” This pendromotive force is defined as,

Fp ≡−mv.∇v+(q/c)v×B

where q and m are the charge and mass of the particles, B is the magnetic field of the

waves.

According to Oraevsky and Sagdeev 1962 [30], the conditions can be illustrated

as:

ω0 = ω1 +ω2 (95)
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k0 = k1 +k2, (96)

where ω0 and k0 are the frequency and wave vector of the pump wave, while ω1, k1, ω2

and k2 are the corresponding quantities of the eigenmodes of the medium.

This condition is in agreement with the conservation laws of energy and momen-

tum that hold for decays of quasi-particles. Consequently, and after the work of Oraevsky

and Sagdeev, this type of instabilities is traditionally referred to as decayinstabilities [31].

Moreover, in the same year, the theory of stimulated scattering of the waves was

discovered independently in the non-linear optics [32, 33]. It was clear then that the decay

instability forms the basis of the stimulated Raman wave scattering process. The features

of the stimulated Raman wave scattering were not quite understood. But now, it is under-

stood that they are caused by the nature of wave processes under decay instability. The

observation of the exponential (non-linear) growth of the amplitudes of both scattered

and incident waves shows that it is caused by the decay instability. It is an immediate

result of the positive feedback of the incident and scattered waves propagating against the

background of the pump wave. This relation is described by the equations that represent

a spatial-temporal generalization of the Hill equations. Moreover, the corresponding in-

stabilities are naturally classified as parametric instabilities. In general, these parametric

instabilities are of the form:

nω0 = ω1 +ω2 (97)

nk0 = k1 +k2, (98)

with n=1, 2, 3 ....

Decay instabilities are the first order instabilities, i.e., n=1. In the absence of
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decay instability, second order instabilities arise [34].

Following the qualitative theory presented in Ref. [31] (see Appendix) we can

find the dispersion relation of the parametric decay instability. The solution is written

using the decay conditions equation. The solution found is



a1 ∼ exp[−i∆ω

2 t + vt]

a∗2 ∼ exp[i∆ω

2 t + vt]

v =
√

γ2
D− (∆ω

2 )2 γ2
D ≡

ε2k2
1k2

2V 2
Φ0

16ω1ω2

(99)

It describes the so-called parametric decay instability. Thus when the conditions

for the decay instability are satisfied, the amplitudes of waves a1 and a2 will grow expo-

nentially with the increment ν = γD, and thus the product ω1ω2 > 0. Finally, we get the

following inequality

ω1,ω2 < ω0

which tells us that the decay instability excites lower frequencies.

Furthermore, PDI thresholds are determined in the appendix and conditions for

instabilities are mentioned.

1. The PDI near the LH frequency

In Ref. [35] the dispersion relation of the parametric decay instability is derived

near the lower hybrid frequency. The calculation of the dispersion relation starting by

treating the pump wave in the dipole approximation

59



E = E0cos(ω0t), (100)

where E0 may be either a plane wave or circularly polarized wave, the charge density ρ

is determined by solving the Vlasov and Poisson equations. Then by applying several

approximations on the system, the final dispersion relation obtained is

ε(ω)+
µ2

4
χi(ω)(1+χe(ω))

(
1

ε(ω−ω0)
+

1
ε(ω +ω0)

)
= 0, (101)

where χi and χe are respectively the ion and electron susceptibilities. ε(ω) is defined as

ε(ω) = 1+χi(ω)+χe(ω),

and µ is the coupling coefficient between the low-frequency modes (ω � ω0) and high-

frequency sidebands (ω±ω0) where it was assumed in this calculation weak to interme-

diate coupling µ < 1.

Equation (101) is analyzed in Ref. [35] with frequencies ω ' ωLH such that

mi/mecos2θ ≤ 1. Several approximations were done to find the threshold and growth

rates for the non-resonant decay instabilities.

One of the examples is the kinetic quasi-modes where the condition taken is

Ti ' 0. The conditions on the susceptibility are presented in order to find the real and

imaginary part to find its value in the dispersion relation equation (101). The first term

of equation 101) cancels out according to the lower order expansion of chii(ω)/ε(ω) to

have

1+
µ2

4
εe

ε(ω−ω0)
= 0. (102)
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For the case of ε(ω−ω0) being near the LH waves for ω−ω0 = ω2 we get

ω ' (δ2− iγ2− iγ)
∂ε

∂ω2
, (103)

where

δ2 =
εR(ω2)

∂εR/∂ω2
, γ2 =

εIm(ω2)

∂εR/∂ω2
,

where γ is the growth rate.

−γ in equation (103) represents the linear damping of the sideband, and δ2 rep-

resents a mismatch from exact resonance.

E. Ion sound waves and PDI in the LH range

In the literature, several papers and publications discussed the parametric decay

instability and its relation to the ion sound waves, also known as ion sound quasi-modes

(ISQM), in the lower hybrid experiments. Theory of parametric instability near the LH

frequency [36, 35] and its excitation of ion sound quasi-modes during LH heating [37] was

studied theoretically and numerically. More theory was done on PDI and its excitation in

the presence of the LH waves, where dispersion relations were calculated and numerical

solutions were presented [37, 38, 39]. Based on its dispersion relation, a parameter study

of the PDI during the LH wave was done in Ref. [40, 41, 42]. It was found that the PDI

decaying to ISQM dominates at lower ne, while at higher ne the dominant is the PDI decay

to ion cyclotron quasi-mode [40].

On the other hand, experiments have detected the presence of parametric decay

instability and ion sound waves (ISQM) during LH experiments. The parametric excita-

tion of ion acoustic waves by high frequency electric field was experimentally observed
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in Ref. [43]. Moreover, the parametric decay of lower hybrid pump in the range of low

frequencies is also studied [44] where it was shown from the numerical results of the dis-

persion relation that an (ISQM) can excite a PDI with certain growth rates. The RF power

thresholds for the PDIs driven by the (ISQM) were estimated. Besides, a broadening of

the pump RF wave due to the PDI excited by the (ISQM) was detected on the FTU toka-

mak [45, 44, 46, 47, 48]. On the ALCATOR C-MOD, the ion cyclotron PDI is found to

be excited at the inner as well as at the outer plasma edge of the tokamak [49].

In the next chapter, we present part of the results that were obtained from our

analysis. These results are new and thus will be submitted for publication in a peer re-

viewed journal. We show that the instability caused by the LH waves interaction with

the plasma is a non-linear instability, namely PDI. Moreover, we detect a coherent mode

which is revealed in the power spectrum plot and we present its waveform using the cross-

correlation coefficients. It turned out that this coherent mode is an ion sound wave or ion

sound quasi-mode. The velocity, the frequency and the wavelength of this wave are cal-

culated to assure the ion sound wave properties. A comparison between the effect of SOL

turbulence and the effect of this wave is performed. It is thought that a coupling happens

between LH pump waves and plasma perturbations leading to a PDI that excites this ion

sound quasi-mode (ISQM). Furthermore, a parametric study is done for the SOL turbu-

lence properties in order to investigate its modifications in the presence of the LH waves.

All results and discussions are presented in the next chapter.
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CHAPTER IV

THE INTERPLAY BETWEEN THE LOWER HYBRID

HEATING AND PLASMA TURBULENCE IN THE

SCRAPE-OFF LAYER OF THE TORE SUPRA TOKAMAK

A. Introduction

The need for non-inductive plasma current generation and its control are cru-

cial to ITER-like tokamaks. Several methods are used today to this end like the neu-

tral beam injection (NBI) or the electron cyclotron emission (ECE). Lower hybrid (LH)

waves [50, 51, 52] have proven to be one of the most efficient techniques for current

drive [2]. Due to the Landau damping process, electrons at the tail of the distribution gain

energies from these waves. They are accelerated preferentially in one direction resulting

in a net current generation. LH waves can also drive off-axis current non-inductively,

hence, becoming a key tool not only for sustaining long pulses in the perspective of

steady-state operation [53] but also for the current profile control which has an effect

on the confinement properties [54].

The launcher is formed of a set of phased waveguide antennas which define the

spectrum of the refractive index component along the toroidal direction n‖. The coupling

to the lower hybrid plasma wave, which are slow plasma modes, is achieved when the

Stix-Golant accessibility condition n‖ > 1+ (ω2
pe/ω2

ce)res is satisfied; ωpe and ωce are

respectively the electron plasma and cyclotron frequency. As the power of the lower

hybrid is increased, more attention was paid to the instabilities which lead to a transfer of

the LH power to other modes which cannot be used for the current drive. It was suggested

that the parametric decay instability (PDI) [35, 55, 56, 29, 37, 44, 46, 57] is an efficient
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way for this decrease. The PDI is a non-linear wave interaction between the LH wave

with the background of the density fluctuations at the edge. It leads to the broadening of

the n‖ spectrum. It was observed that the effect of the PDI may become stronger at high

densities preventing it from penetrating the plasma core [58, 47]. This issue is critical for

ITER-like devices which are operating at relatively high densities.

It is now admitted that the confinement, as long as it remains in L-mode, degrades

even more with additional power [59].

The main features of the SOL on the FTU tokamak were studied [60]. They are

strongly affected by the injection of the LH waves where the power spectra is strongly

modified with a decrease of the lower frequencies and the increase of the high ones in

agreement with what was later detected in the SOL during ICRH. The magnitude of the

fluctuation amplitude drops significantly. They concluded that governing parameters ap-

pear to be the density at last closed flux surface (LCFS), which could determine the per-

pendicular wave vector of the LH waves and the collisionality.

On the Tore Supra tokamak, the behavior of the edge plasmas during the LHCD

experiments was investigated [61]. The SOL was rather briefly analyzed using Langmuir

probe where the power spectra of the fluctuations was detected to have higher levels of

fluctuations when compared to ohmic and the opposite is for the low frequency part. The

usage of a high-frequency data acquisition system allowed the observation of a coherent

mode at 1.7 MHz.

The scrape-off layer turbulence and transport in Tokamak Chauffage Alfvén

Brésilien (TCABR) before and during the launching of radio frequency excited waves that

interact with the boundary plasma. It was found that during the RF period, the plasma tur-

bulence intensity increases as well as the high-frequency components of the fluctuations.

On the other hand, the transport radially convected by the intermittent fluctuation bursts

also increases when the RF perturbation is present.

This article is dedicated to the characterization of the SOL in the presence of LH
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waves. Next section is dedicated to presenting the experiments as a function of density and

power. The statistical properties of the turbulence measured by fixed probes in the SOL

will be discussed in section 3 as a function of power and those as a function of density

in section 4. In the two main sections, we shall be analyzing the probability distribution

function (PDF) and its moments, the power spectrum and the cross-correlation between

the two toroidally distanced probes. In the conclusion, the main findings are summarized

where it is shown that turbulence increase linearly with the power in agreement with the

confinement degradation with increasing power.

B. The experimental scenarios

The experiments studied here are performed on the Tore Supra tokamak with a

plasma current of 0.7 MA for the power scan and 1 MA for the density scan. The toroidal

magnetic field is B0=3.8 T, with a major and minor radii of respective magnitudes 2.4 and

0.7 m. For the density scan, the core plasma density range is 4.5− 6× 1019 m−3, while

the SOL plasma density range is 1.5−4.2×1019 m−3 leading to a range in density when

normalized to the Greenwald density, nG = I2
p× 1020/πa2, equal to [0.2− 0.5]. On the

other hand, the total power ranges between 0.6 and 3.7 MW for the power scan and it is

being done under constant plasma position, density, magnetic field and probe position.

The LH power in the Tore Supra tokamak is delivered by either the PAM (Passive-

Active Multi-junction) or by combining the two multi-junction LH launchers C3 and C4.

The latter are used in these experiments. The lower hybrid launcher is placed at a toroidal

angle φ = 190◦. The launchers are retracted with respect to the LCFS by a distance vary-

ing between 4 and 8 cm. The nominal peak of the N‖0 spectrum launched by the PAM is

at N‖0 = 1.72.

Two fixed Langmuir probes are positioned on the C4 lower hybrid coupler at

the mid-plane in-between the two ICRH antennas Q5 and Q1 [10]. Langmuir probes
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measure plasma density fluctuations and thus are different from RF probes which measure

the electric field perturbations. A constant bias of -100 V is applied, leading to signals

reflecting the ion saturation current Isat . The probes are compensated electrically for the

RF fields up to 200 MHz. The probes are flush mounted with a diameter of 5 mm and

their radial position is 3.164 m from the torus axis, whereas the lower hybrid launcher side

protection tiles are located at 3.156 m, that is 8 mm in front of the probes. The LCFS is

at 3.085 m apart from the axis of the torus; hence, the probes are not in direct interaction

with the RF field but could detect the effects of the LH waves as the plasma is transported

radially into the far SOL.

The discharges are sampled with two different ranges of acquisition frequen-

cies. One is called DFLUC, where the ion saturation current is acquired at 1 MHz, with

13600 points per trigger per channel. The other is called DCEDRE which is acquired at

200 MHz, with 100,000 points per trigger per channel. A high-pass filter is installed on

the data acquisition damping fluctuations below 100 kHz. Consequently, DFLUC allows

the study of electrostatic turbulent fluctuations occurring at frequencies below 100 kHz.

DCEDRE, on the other hand, allows the study of fluctuations between 0.1−100 MHz.

C. Scrape-off layer properties as a function of the LH power

This section investigates the modifications of the SOL properties as a function

of the LH power in the two sampling frequency ranges obtained from DFLUC and DCE-

DRE. Several discharges will allow a clear statistical understanding of the SOL properties

in a wide range of LH power ranging between 0.6 and 3.5 MW. The discharges used in

our analysis are: 47744, 47745, 47746, 47748, 47749, 47750 till 47757. All properties are

plotted as a function of the total power PT = POH +PLH , where POH is the ohmic power

and PLH is the LH power.

These discharges are maintained at the same edge density in the range: nedge =
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Figure 20: The main plasma parameters are plotted. The vertical dashed pink lines
indicates the trigger times at which the data are measured. The edge plasma density
nedge/1019m3 and the plasma current IP (in MA) appear to be constant during trigger
times. The LH power PLH (in MW) varies up to a maximum of 3.5 MW for different

discharges

1.1−1.2×1019 m−3. The edge density is obtained from interferometer at r/a = 0.8. Thus

we are inspecting the power dependence without the density contribution. It was verified

that the density variations do not affect the results which will be presented as a function

of the LH power. Fig. 20 illustrates the main plasma parameters. They are constant

over the time domain except for the LH power where multiple discharges are shown for

different LH power with a maximum of 3.5 MW. The edge density is plotted for multiple

discharges where they are constant with a 10% error. We use three different types of

statistical analysis: the PDF and its moments, the frequency spectra S( f ) and the cross-

correlation, Cx12, between the two probes that are toroidally 1 cm apart. The PDF and its

moments give strong indications on how the level of fluctuations is modified and how the

intermittent bursts are affected when LH power in switched on. The power spectra yield

the turbulent structures and their distribution in frequency domain. The cross-correlation

is a powerful tool in studying the modification of turbulence with LHCD. It gives a critical

understanding about the variations in turbulent structures.

This section consists of four parts. First, we show how the average of Isat and

the level of fluctuations increase in the SOL as LH power increases while the turbulence

level remains unchanged. Next, the PDF properties are presented in comparison with

normal distribution statistics. Then, we show the modification in the power spectra and
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its properties, where an appearance of a coherent mode is detected at 1.7 MHz. Finally,

the cross-correlation shows how turbulent structures are affected in their size and velocity

below 1 MHz, while a wave form appears for higher frequencies.

1. First two order moments dependence on the LH power

In order to investigate the turbulence properties in the SOL as LH is turned on,

we use DFLUC data which allows us to characterize the turbulent fluctuations in the low

frequency range. In this section, we study the first and second order moments of the PDF

as a function of the LH power. The first order moment of the PDF is the average value of

the ion saturation current 〈Isat〉 = 〈An
√

Te〉 which is proportional to the plasma density,

n, and the electron temperature, Te. The averages hereafter are taken with respect to time.

The second order moment is the standard deviation which is denoted by δ Isat representing

mainly the amplitude of the density fluctuations in the SOL. We also study the normalized

level of fluctuations δ Isat/〈Isat〉, which is the turbulence level.

In Fig. 21(a) the average value 〈Isat〉 of the plasma edge density is plotted as

function of the LH power. The best fit shows an increase with a square root of the LH

power. It was verified that the 10% error caused by the density variations between density

shots does not affect these results. A similar behavior for the level of fluctuations δ Isat

is illustrated in Fig. 21(b), where it also increases as the square root of the LH power.

The normalized level of fluctuations δ Isat/Isat plotted in Fig. 21(c) is unchanged where

it remains almost constant at approximately 0.6. Similar behavior for 〈Isat〉, δ Isat and

δ Isat/Isat was noticed using the PAM-launcher on the Tore Supra tokamak [62]. The level

of fluctuations recorded was constant and nearly 0.5.

We recall that the average plasma density at the edge did not change systemati-

cally with the LH power and the variations are small. On the other hand, the increase of

the edge temperature obtained by the electron emission (ECE) diagnostic did not show a
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Figure 21: (a), (b) and (c) we respectively plot the average value, the standard deviation
(level of fluctuations) and the normalized level of fluctuations of the ion saturation

current as a function of the total power PT . The circles represent the trigger points while
the solid line is their linear fit.

net increase in the edge plasma temperature. The increase in the average value of Isat may

thus have two interpretations: 1- An increase in density or temperature locally in the SOL

without propagating into the plasma edge. In this case 〈Isat〉, measured in the SOL, would

increase and not nedge or Te,edge. 2- A modification in the probe sheath caused by the LH

electric field. This would lead to an increase of the effective collection area A with the

LH power.

More work on data is needed in order to pin point which mechanism is responsi-

ble for the increase with LH power of 〈Isat〉. δ Isat/Isat is constant, reflecting an unchanged

level of turbulence, which could be predicted since 〈Isat〉 and δ Isat increases linearly with

the same slope.
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2. The PDF, the skewness and the Flatness behavior with the LH power

The probability density function (PDF) reflects the occurrence of a signal as a

function of the amplitudes. The average value of the ion saturation signal is set to 0 in

this study by simply applying: Isat = Isat −〈Isat〉. In figure Fig. 22(a), some modifica-

tions on the shape of the PDF are noticed when the LH power is applied. The graph is

semi-logarithmic which allows a more straightforward comparison with the Gaussian dis-

tribution that has a parabolic shape. Fig. 22(a) shows that as we increase the LH power,

positive values are occurring less frequently while negative values remain unchanged.

This leads to a shrinkage in the tail and a slightly more symmetric PDF.

Figure 22: In (a), we plot the PDF of the ion saturation current normalized by its standard
deviation for different LH powers. Note that as LH power increases (from thick blue to
thin magenta), the probability of positive events decrease while that of negative events
slightly increase. In (b) and (c) the skewness and the flatness are shown as function of

the total power where the circles indicate the values and the thick lines are their linear fit.

In order to quantify the modifications of the PDF we plot its higher order mo-

ments, the skewness and the flatness. The skewness factor is defined as S= 〈I3
sat〉/〈I2

sat〉3/2,

which is the normalized third order moment of the PDF reflecting the asymmetry of the

distribution around the average value. The flatness, also known as the kurtosis, is defined

as F = 〈I4
sat〉/〈I2

sat〉2 is the normalized fourth order moment of the PDF which character-

izes the weight of the tail of a certain distribution. We are thus interested in the statistics of

high-intensity events. In a Gaussian distribution, which is symmetric and centered around

the mean, the skewness and flatness factors are 0 and 3 respectively.

70



In figure Fig. 22(b) positive values of the skewness reflects a positively skewed

PDF from the normal values. The skewness decreases slightly from about 2.5 to about 1.5

tending to be more Gaussian as the LH power increases. The flatness, shown in Fig. 22(c),

also drops as we increase the LH power from∼13 to about 7 after the LH power is turned

on.

As mentioned before, the skewness measures the asymmetry of the distribu-

tion around the mean value. The positively skewed values reflect an asymmetric curve

that tends to be slightly more symmetric as the LH power increases. Intermittent bursty

events, called avaloids or blobs, are the main cause of the positive events. They appear to

decreases slightly in the presence of the LH waves. Moreover, the decrease in the flatness

values from ∼13 to ∼7 reflects values closer to 3. This decrease in the skewness and the

flatness in the presence of the LH waves leads to a more symmetric distribution and hence

a behavior closer to a Gaussian distribution.

It was found for ohmic plasmas that the SOL turbulence contains intermittent

bursts which are caused by large-scale structures that exit the plasma with high radial

velocities that reach one-tenth of the sound speed [17, 18]. These bursts will result in pos-

itively skewed PDFs with skewness and flatness values greater than 0 and 3 respectively.

The larger the skewness and the flatness are, the more the PDF is asymmetric

with more high-intensity events, thus the radial transport is more dominated by convective

transport [17]. Hence, this slight drop in skewness and flatness could be interpreted as

caused by the injection of the LH power leading to less radial transport due to convection

and more contributions to the diffusive transport.

3. The power spectra S( f ) as a function of power

In this section we analyze the power spectra for the normalized ion saturation

current Isat which is defined as S( f ) = 1
δ I

∣∣∣∣∫+∞

−∞
e−iωtI(t)dt

∣∣∣∣2. The power spectrum quanti-
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fies the distribution of the turbulent fluctuation frequencies as a function of the LH power.

In the low frequency range, below 1 MHz, one scaling region in the ohmic L-mode case

and even in between ELMs (Edge localized modes) was detected in Ref. [63] with a slope

of −1.6. This was obtained on the FTU tokamak in [64] and later on confirmed on the

Tore Supra tokamak in [10].

When using DFLUC, we show how the turbulent structures are modified, and

how turbulent events occurring at high and low frequencies are modified. On the other

hand, in the high frequency domain, resolved by DCEDRE in our case, it was proven

that ICRH wave undergoes a parametric decay instability that excites ion sound waves at

1.7 MHz as it interacts with SOL turbulence [65]. We confirm the existence of the ion

sound waves at 1.7 MHz when LH waves interact with the SOL turbulence.

Figure 23: The power spectrum S( f ) using DFLUC for the normalized ion saturation
current by its standard deviation is shown for the two cases in a log-log frame. The

ohmic case (in thin blue) and with increasing LH power (thick colors), where we notice
the decrease in the low-frequency range ( f < fc = 50 kHz) and the increase in the
high-frequency range ( f > fc = 50 kHz). This behavior is quantified by the power

integration below and above fc = 50 kHz where the results are plotted in (b) and (c) as a
function of PT . The stars ‘*’ denote the ohmic plasmas while the circles ‘o’ denote

plasmas with LH power.

In Fig. 23, S( f ) is plotted using DFLUC for different LH powers. It shows

that as the LH power increases, low-frequency events decrease while the high-frequency

events increase. This modification can be interpreted as a net increase and decrease in the

fluctuation amplitudes at low and high frequencies respectively.
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The increase and decrease in the two frequency ranges are quantified by inte-

grating the power spectra over frequencies above and below fc = 50 kHz at which the

behavior of S( f ) changes in the presence of the LH power as shown in Fig. 23(b) and

(c).The stars indicates the ohmic shots and circles are with LH power. A factor of three

is recorded in the decrease and increase of the fluctuation amplitudes below and above fc

with a linearly decreasing and increasing manner, respectively.

This decrease (increase) in the low (high) frequency events indicates that LH

power affects all scales. These modifications of the power spectrum that were quantified

through the power integration could be caused by one of these two causes:

• Modifications in the spatial scales of the turbulent structures where a net decrease

of the large-scale fluctuations would be happening.

• Modifications of the structures’ average velocities which would lead to a shift of

the amplitudes from low to high frequency.

In Fig. 24(a) S( f ) is plotted in the frequency domain using DCEDRE (1 < f <

10 MHz) where in the range 10 < f < 100 MHz it is verified that no systematic plasma

fluctuations are detected. The major indication that can be noticed from the plot is the

appearance of a peak at 1.7 MHz.

The frequency spectra decrease till the frequency 1.5 MHz where they undergo

a rapid increase forming a spike that is clearly seen at 1.7 MHz. This coherent mode is

caused by the injection of the LH power and not due to instrumental noise, where the

noise spectrum (thin green), when no plasma is yet created, shows nothing at 1.7 MHz.

However, when LH power is switched on, the coherent behavior appears at 1.7 MHz,

and as PLH increases, the amplitude of this mode increases leading to the appearance of

another spike at maximum PLH .

In order to assess the relative amplitude of the peak at 1.7 MHz, we integrate the
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Figure 24: In (a), the power spectrum using DCEDRE for different LH powers and the
noise spectrum is plotted in frequency range 0 < f < 10 MHz. We assess that the

coherent mode at 1.7 MHz is not due to instrumental noise (thin green) but due to the LH
power.(b), (c) and (d) respectively show I1: the integration of non-normalized S( f ) using

DFLUC below 1 MHz, I2: the integration of S( f ) using DCEDRE between 1 and
3 MHz, and I2/I1 vs. PT .

power spectra according to

1/( f2− f1)
∫ f2

f1
S( f )d f

in the 1-3 MHz frequency range, which is accurately determined by DCEDRE and plot-

ted in Fig. 24(b). On the other hand, the integration determined by DFLUC, I1, using

the non-normalized spectra in the frequency range 0-0.5 MHz is plotted in Fig. 24(c).

The normalization of I2 by I1 is plotted in Fig. 24(d). In this way we are interested in

the relative intensity of the fluctuations around 1.7 MHz, obtained by I2, with respect

to turbulence, determined by I1. The ratio I2/I1 is obtained and shown in Fig. 24(d).
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Fig. 24(d) shows a linear increase from about 0.03 to 0.1, which clarifies the importance

of the 1.7 MHz peak in affecting the SOL turbulence with a higher contribution to the

wave. Consequently, This linear increase in I2/I1 assess that as the LH waves interact

with SOL turbulence, they undergo a PDI that excites a sound wave at 1.7 MHz.

The power integration is the square of the level of fluctuations, i.e.,
∫

S( f )d f =

δ Isat
2. Using DFLUC, the dependence of the level of fluctuations on power was found

to be P0.5. Thus, it is clear why I1 increases with a power law P1. On the other hand,

I2 dependence on power is P2, which reflects a non-linear relation between the spectra

integration around 1.7 MHz and the LH power. This non-linear behavior assures that LH

waves undergo a PDI that excites a sound wave at 1.7 MHz. I2/I1 remains much smaller

than unity but at higher LH powers it is expected that the coherent fluctuations could

dominate as it was recorded when using ICRH [65].

4. The cross-correlation dependence on the LH power

The cross-correlation coefficient is defined as

Cx12 =
〈I1(t)I2(t + τ)〉
〈I2

1 〉1/2〈I2
2 〉1/2 .

It is a powerful statistical tool for studying the effect of the LH power on the SOL turbu-

lence. It shows how turbulent structures are modified as they pass the two probes which

are toroidally separated by a distance d = 1 cm. The cross-correlation coefficient reflects

the modifications in the turbulent structures as they travel from one point to another. Thus

we need both probes in order to calculate cross-correlation values unlike the PDF and the

power spectra that were calculated using only one probe.

The cross-correlation is studied in the two frequency domains DFLUC, where the

properties of the electrostatic turbulence is investigated, and DCEDRE where the proper-

ties of the coherent wave at 1.7 MHz are elucidated. We recall that the mean values of
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〈Isat1〉 and 〈Isat2〉 are set to zero before calculating Cx12.

In Fig. 25(a), Cx12 is plotted vs. time using DFLUC where a comparison with

the ohmic case is done. Two aspects are clearly noticed for the Cx12: the sharp decrease

in the width, and almost unchanged amplitudes.

Figure 25: In (a), the cross-correlation coefficient, Cx12(τ), using DFLUC is plotted as a
function of time. In (b), (c) and (d) we plot respectively the time corresponding to the

maximum amplitude τ0, the width ∆τ of Cx12 and the maximum of Cx12 as a function of
PT . On the other hand, the same quantities, τ0, ∆τ and Max(Cx12) are respectively

plotted as a function of the edge density ne in (e), (f) and (g).

Now, we analyze the cross-correlation properties by plotting τ0, ∆τ and the cross-

correlation maxima Max(Cx12) as a function of the total power using DFLUC. When

the LH power is applied, τ0 drops, in absolute values, by a factor of three from about

-0.15 to -0.05 µs as shown in Fig. 25(b). The distance between the two probes is 1 cm,

so the calculated toroidal velocities increase from 67 km/s to 200 km/s. These results
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are in agreement with the spectroscopic measurements made in the SOL in Ref. [66].

Nevertheless, we can neglect the poloidal velocity contribution which was estimated, for

ohmic plasmas, to be '0.5 km/s [67].

The full width of the cross-correlation ∆τ estimated at Max(Cx12)/e is shown in

Fig. 25(c). It drops by a factor of 3 from about 18 to about 6 µs as the LH power increases.

This drop in ∆τ might also reflect the faster convection of the turbulent structures. On

the other hand, it also reflects a drop in the spatial size of the turbulent structures or an

enhancement for their toroidal velocities or even both since ∆τ = L/v where L reflects the

structure’s size and v is its velocity.

In Fig. 25(c) we plot the maximum values of Cx12 where an almost unchanged

behavior in the amplitudes is recorded. The amplitude of Cx12 is caused by turbulent

structures that have an equal or greater size than the distance between the two probes,

1 cm. Moreover, scales of smaller size, yet having high velocities, could be detected by

the two probes and hence affecting the cross-correlation amplitudes. Thus, unchanged

amplitudes reflect the same number of events that are being detected for different LH

powers.

The drop by a factor of three in τ0 and ∆τ reflects no change in the spatial size of

turbulent structures. This result agrees with the unchanged values of the cross-correlation

maxima which reflect size modifications. The increase in the velocity is reflected in

the power spectra as a shift which could explain the modifications of S( f ) as seen in

Fig. 23(a). On the other hand, modifications on the large and small scales, assuming Tay-

lor’s frozen hypothesis, in the power spectrum are not neglected but they appear to be

rather minute in the whole frame of the SOL properties analysis. These slight modifi-

cations that also agree with those of the skewness and the flatness could be understood

in the cross-correlation amplitudes that showed slight modifications. However, the main

feature is the increase in the average velocities of these structures that might be causing a

constant number of detected events of all sizes.
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Figure 26: The Cross-correlation,Cx12(τ), for the band-pass filtered data using
DCEDRE is plotted in (a) as function of time. The wave structure of Cx12 reflects the

appearance of the coherent mode in S( f ) at 1.7 MHz. In (b) and (c) we respectively plot
the properties of Cx12 using DCEDRE τ0 and the maxima of the cross-correlation

coefficients as a function of PT , while in (d) and (e), they are respectively plotted, also
using DCEDRE, as a function of the edge density ne.

In order to understand the properties of the coherent mode that appeared at

1.7 MHz in the power spectrum using DCEDRE, we filter the signal around this frequency

then we plot the cross-correlation and its properties in Fig. 26. The first dramatic feature

that can be noticed from Fig. 26(a) is the existence of the damped oscillations reflecting

a wave structure. This wave can explain the appearance of the peak in the power spectra

at 1.7 MHz. However, no oscillations are detected for f < 1 MHz as can be noticed in

Fig. 25(a).

The second feature noticed is the negative shift of the time delay τ0. It is defined

as the time corresponding to the maximum of the cross-correlation amplitude. It reflects
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the average time taken by the structure to move from one probe to another caused by

either the toroidal or poloidal motion. Fig. 26(b) shows τ0 vs. PT that remains unchanged

at ∼-0.075 µs as we increase the LH power leading to average toroidal velocities u0 =

d/τ0 ' 1.3× 105 m/s. Thus, we can calculate the wavelength at fs = 1.7 MHz where it

turned out to have a value of λs = u0/ fs ' 7.7 cm.

The recorded value for u0 is greater than the observed convective toroidal ve-

locities 104 m/s and much greater than the poloidal velocities (5× 102 m/s) [68, 66].

Furthermore, the electron sound wave, the thermal and Alfvén speeds in plasma are so

different from our obtained values. The ion sound speed has this order of plasma charac-

teristic velocity (∼ 105 m/s), namely cs ' 103√Te, where the electron temperature should

be Te ∼ 100 eV. This value of Te is equivalent to the measured plasma edge temperature

and much greater than the SOL temperature. This could mean that the ISQM is excited

inside the LCFS and then the perturbations are driven out by radial transport.

On the other hand, the estimated wavelength, ∼ 7.7 cm, agrees with the theory

where the sound wave excitations are expected after a PDI [69]. Moreover, for tokamak

conditions, it was found that the sound wavelength lies between 6 and 10 cm, where the

value obtained here experimentally, 7.7 cm, falls within this range. Fig. 25(c) shows an

increase in the Cx12 maxima reflecting higher detection of the mode as the LH power

is increased, which reflects more contribution to the ion sound quasi-mode with the LH

power increase.
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D. Scrape-off layer properties vs. edge density in the presence of the LH power

The plasma current is set to 1 MA for this study; hence the field lines in front

of the fixed mid-plane Langmuir probes are magnetically connected to the active lower

hybrid antenna. This section investigates the modifications of the SOL properties as a

function of the plasma edge density nedge in the presence of the LH power. The two

sampling frequency ranges, DFLUC and DCEDRE, are studied. Several discharges will

allow a clear statistical understanding of the SOL properties in a wide density range 1.5 <

nedge < 4.2×1019 m−3 leading to a range in density when normalized to the Greenwald

density nG = I2
p×1020/πa2 equal to [0.2−0.5].

Figure 27: The main plasma parameters are plotted. The vertical dashed pink lines
indicates the trigger times at which the data are measured. The LH power PLH (in MW)
and the plasma current IP (in MA) appear to be rather constant during trigger times. The

plasma edge density nedge/1019m3 varies up to 4.2.

The discharges presented are maintained at roughly the same LH power PLH ∼

2.9 MW, thus we are inspecting the density dependence without power contributions.

Fig. 27 illustrates the main plasma parameters. They are rather constant over the time

domain except for the edge density nedge where it varies up to 4.2×1019 m−3. We use the

same three different types of statistical analysis: the PDF and its moments, the frequency

spectra S( f ) and the cross-correlation between the two probes that are toroidally 1 cm

apart.

This section consists of four parts. First, we show how the average plasma den-

sity and the level of fluctuations increase in the SOL as the edge density increases while

80



the turbulence level remains unchanged. Next, no clear modifications are detected for the

skewness and the flatness. Then, we show the modifications of the power spectra and its

properties, where the same coherent mode that was detected in the power scan is detected

at 1.7 MHz for density scan. Finally, the cross-correlation shows how the SOL turbulent

structures are affected.

1. First two order moments dependence on nedge

We investigate turbulence SOL properties as a function of nedge using DFLUC.

It shows us the modifications of the turbulent fluctuations in the low frequency range.

Hereafter, we will present results for the first two order moments of the PDF, the average

value 〈Isat〉 and the standard deviation δ Isat of the ion saturation current Isat . Moreover,

δ Isat/Isat variations as a function of nedge will show how the turbulence level changes as

a function of nedge.

In Fig. 28(a) the average value 〈Isat〉 of the plasma edge density is plotted as

function of nedge. The best fit by a power law gives an exponent equals to 1.5. The

same behavior is recorded for the standard deviation in Fig. 28(b). δ Isat/Isat is plotted

in Fig. 28(c), where it is constant as a function of nedge. Like the power scan, a similar

behavior for < Isat >, δ Isat and δ Isat/Isat was noticed as a functions of nedge using the

PAM-launcher on the Tore Supra tokamak [62]. The level of fluctuations recorded was

constant and nearly 0.5. The level of fluctuations consequently depends critically on the

probe position in the SOL rather than the heating power or average plasma density.

The increase in the average value reflects that more plasma is radially transported

from the edge of the confinement zone to the SOL as nedge increases. A higher level of

fluctuations indicates more turbulent structures. The increase in the turbulent structures

reflects higher radial transport from the edge to the SOL.

On the Tore Supra tokamak, for the ohmically heated plasmas, the case in which
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Figure 28: (a), (b) and (c) respectively show the average value, the standard deviation
and the normalized level of fluctuations of the ion saturation current as a function of the
edge density nedge. Note that the same linear behavior is noticed for 〈Isat〉 and δ Isat but

with higher slopes, while δ Isat/ < Isat >remains constant at ∼0.7. In (d) and (e) the
skewness and the flatness are, respectively, plotted as function of nedge where we note the

unchanged behavior of their values.

no additional heating is applied, the increase for 〈Isat〉 and δ Isat was reported to follow

the same slope 1.2 [10], indicating more plasma in the SOL and a slightly higher level of

fluctuations. Hence, when applying LH power, a higher rate of increase is obtained,∼ 1.5

for 〈Isat〉 and δ Isat in comparison to the ohmic case, 1.2. Similar results were reported on

MAST tokamak. It was shown that the average value of the ion saturation current 〈Isat〉

and the level of fluctuations δ Isat increase with increasing normalized density according

to the power law ∼ (ne/nG)
1.5 [70].

δ Isat/Isat is constant, resulting in an unchanged level of turbulence as a function
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of nedge. The value of the level of turbulence as a function of nedge recorded 0.7 which is

roughly the same as in the power scan 0.6. This small difference between the power scan

and the density scan is due to the actual probe position in the SOL.

2. The skewness and the Flatness

The average value of the ion saturation signal is set to 0 in this section by simply

applying: Isat = Isat −〈Isat〉. In order to understand the modifications on the PDF as a

function of nedge, we plot the skewness and the flatness. We recall that the skewness

factor reflects the asymmetry of the distribution around the average value as mentioned

before. The flatness characterizes the weight of the tail of a certain distribution with

respect to the bulk. In a Gaussian distribution, which is symmetric and centered around

the mean, the skewness and flatness factors are 0 and 3 respectively.

In figure Fig. 28(d) positive values of the skewness reflects a positively skewed

PDF from the normal values. This skewness remains unchanged at a value equals to 3 as

nedge increases. On the other hand, the flatness shows also an unchanged behavior with

much higher level than the Gaussian distribution as illustrated in Fig. 28(e). The recorded

value of the flatness is around 18.

In Ref. [17, 18] it was found in the ohmic case that SOL turbulence contains in-

termittent bursts which are caused by large-scale structures that exit the plasma with high

radial velocities that reach one-tenth of the sound speed. These bursts result in positively

skewed PDFs with skewness and flatness values greater than 0 and 3 respectively. This

was confirmed in Ref. [10] where the skewness and flatness factors recorded are 2 and 10

respectively.

The positively skewed values in our case reflect an asymmetric curve that tends

to remain asymmetric as nedge increases. This high level in the skewness and the flatness

which is much higher than 0 and 3 respectively quantifies the rate of the intermittent
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bursts.

The larger the skewness and the flatness are, the more the PDF is asymmetric

with more high-intensity events, thus the radial transport is more dominated by convective

transport [17]. Hence, the high skewness and flatness values obtained reflect higher radial

transport caused by convection than that caused by diffusion.

3. The power spectra S( f ) as a function of nedge

In this section we analyze the power spectra for the normalized ion saturation

current. We are interested in the distribution of the turbulent fluctuation frequencies as a

function of the frequency and nedge. In the low frequency range, below 1 MHz, one scaling

region in the ohmic L-mode case and even in between ELMs (Edge localized modes) was

detected in Ref. [63] with a slope of -1.6, which was shown on the FTU tokamak in [64]

and later confirmed on the Tore Supra tokamak in [10].

On the other hand, in the high frequency domain, DCEDRE in our case, it was

proven that ICRH wave undergoes a PDI that excites ion sound waves at 1.7 MHz as

it interacts with SOL turbulence [65]. This was confirmed in the power scan section of

this manuscript. In this section, we show the existence of the ion sound quasi modes

at 1.7 MHz when LH waves interact with turbulence in the SOL as a function of nedge.

Moreover, when using DFLUC, we show how turbulent structures are modified, and how

turbulent events occurring at high and low frequencies are modified.

In Fig. 29, the integration of S( f ) is plotted using DFLUC. The integration quan-

tifies the behavior of the power spectrum in the two frequency ranges below and above

50 kHz where we have detected a change in the behavior with respect to the power. The

integration presented shows how S( f ) is modified as the edge density nedge increases in

the two frequency ranges 50 kHz> f > 0 and 0.5 MHz> f > 50 kHz. Fig. 29(a) and

(b) illustrate the results of the integration below and above fc = 50 kHz respectively. No
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Figure 29: The power integration of the power spectrum below and above fc = 50 kHz is
plotted respectively in (a) and (b) as a function of the edge density. We note that

frequencies below 50 kHz decrease while those above 50 kHz increase.

change is detected for both frequency ranges reflecting no dependence on density.

In Fig. 30(a) S( f ) is plotted in the frequency domain using DCEDRE ( f <

10 MHz). For the range 10 < f < 100 MHz it is verified that no systematic plasma

fluctuations are detected that dominate the plasma fluctuations. The major indication that

can be noticed from the plot is the appearance of the same coherent mode as in the power

scan at 1.7 MHz.

The integration of the power spectra according to

1/( f2− f1)
∫ f2

f1
S( f )d f

in the 1-3 MHz frequency range I2, which is accurately determined by DCEDRE, is

plotted in Fig. 30(c). The integration determined by DFLUC in the frequency range

0-0.5 MHz I1 is plotted in Fig. 30(b). Finally, the normalization of I2 by I1 is plotted

in Fig. 30(d). We are interested in the relative intensity of the fluctuations around fs,

obtained by I2, with respect to turbulence, determined by I1. The ratio I2/I1 decreases lin-

early with a −1 slope. As a function of density, these results reflect that the electrostatic

turbulence dominates the coherent mode. The dependence of the level of fluctuations is

∼ n1.5
edge whereas for the one associated with the coherent peak it is∼ n1

edge. Consequently,
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a higher dependence on the turbulent fluctuations than on the coherent mode.

Figure 30: In (a), the power spectrum using DCEDRE for different edge densities in the
presence of the LH wave is plotted in frequency range 0 < f < 10 MHz. Note the

appearance of the coherent mode at 1.7 MHz. (b), (c) and (d) respectively show I1: the
integration of S( f ) using DFLUC below 1 MHz, I2: the integration of S( f ) using

DCEDRE 1 and 3 MHz, and I2/I1 vs ne. We note a higher contribution for turbulence as
a function of density.

4. The cross-correlation dependence on the edge density

The cross-correlation coefficient Cx12 shows how turbulent structures are modi-

fied as they pass by the two probes which are separated toroidally by a distance d = 1 cm.

DFLUC, where the properties of the electrostatic turbulence is investigated, and DCE-
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DRE where the properties of the coherent wave at 1.7 MHz are elucidated. We recall that

the mean values of Isat1 and Isat2 are set to zero before calculating Cx12.

In the DFLUC domain, the properties of the cross-correlation are plotted as

a function of nedge. The properties are the τ0, ∆τ and the cross-correlation maxima

Max(Cx12). τ0 appears to be rather unchanged around ∼-0.15 µs. Recall that the dis-

tance between the two probes is 1 cm, hence we can calculate the toroidal velocity to be

about 67 km/s.

The full width ∆τ estimated at Max(Cx12)/e is shown in Fig. 25(f) where it

shows also an unchanged behavior at about 10 µs. This almost unchanged behavior agrees

with τ0. The unchanged values of ∆τ and τ0 reflects no changes in the toroidal velocities

of the structures in terms of the edge density.

In Fig. 25(g)we plot the maximum values of Cx12. It is clear that there are no

clear changes detected for the amplitudes. This behavior is in agreement with the results

of ∆τ and τ0 indicating that no clear modification on the amplitudes is occurring.

In order to understand the properties of the coherent mode that appeared in S( f )

at 1.7 MHz, we plot Cx12 and its properties in Fig. 26. Due to instrumental noise, we filter

the signal around 1.7 MHz for the frequency range 1-3 MHz then we plot Cx12 and its

properties as a function of nedge. As mentioned in section 4., the major dramatic feature

in Fig. 26(a) is the wave structure of Cx12. As the coherent mode is at 1.7 MHz, i.e., in the

1-3 MHz range, then this wave form reflects the nature of the coherent mode to be a wave.

However, no oscillations are detected for f < 1 MHz as can be noticed in Fig. 25(a).

On the other hand, the negative shifts in the time delay τ0 is a major issue in

identifying the properties of this mode. It reflects the average time taken by the struc-

ture to move from one probe to another caused by either the toroidal or poloidal motion.

Fig. 26(d) shows τ0 vs. nedge where it remains unchanged at roughly -0.075 same as the

power scan. This will also lead to average toroidal velocities u0 = d/τ0 ' 1.3×105 m/s.

Thus, we can calculate the wavelength at fs = 1.7 MHz where λs = u0/ fs ' 7.7 cm.
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Same results for the density scan as those of the power scan gives clear indica-

tions that the detected mode is an ion sound wave. The detected speed is in the range of

the ion sound speed 1.3×105 m/s. Besides, the calculated wavelength is also in the range

of the ion sound wavelength range 6-10 cm, which is about 7.7 cm. Fig. 25(e) shows an

almost unchanged Cx12 maxima reflecting same contribution of the detected wave over

the density range.

88



CHAPTER V

CONCLUSION

Complicated dynamics are involved in the edge region of magnetically confined

plasmas. These dynamics act on a wide range of temporal as well as spatial scales and

control the confinement properties of fusion devices. Consequently, understanding the

properties of this region is crucial and, as a result, it is so important to approach the

problem using various techniques. In this thesis, we study the effect of the lower hybrid

waves on the SOL turbulence of the Tore Supra tokamak. Experimental data obtained by

fixed Langmuir probes at the edge of the plasma are processed using several statistical

tools in order to understand the underlying phenomena occurring in the SOL under the

effect of the LH waves.

Chapter 2 introduces the various statistical tools used in analyzing the ion sat-

uration current data Isat . It presents the information gained from the probability density

function (PDF) and its moments, the power spectrum and the cross-correlation. The char-

acterization of the signals allow us to link the data to the physics processes which lead

to radial transport. Electrostatic turbulent fluctuations were investigated using DFLUC

acquisition frequency range ( f < 0.5 MHz), while DCEDRE allowed the study of high

frequency fluctuations (0.1 < f < 100 MHz).

In chapter 3, we introduce some key features of the lower hybrid waves and

their properties. Several concepts concerning the lower hybrid waves are discussed in this

chapter.

The results that were obtained are new and never obtained before. Thus

they are presented, in chapter 4, as a journal article that is considered for publication.

Two parametric dependence studies were done for the data of the ion saturation current,
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the LH power scan and the density scan.

The level of fluctuations increases with increasing power according to P0.5
T re-

flecting higher radial transport. The normalized level of turbulent fluctuations on the

other hand presented no change with increasing LH power. More data analysis is needed

to identify the reason behind the increase in the average value of Isat . The results of the

PDF and its moments assess that as the LH power increases, the radial transport is more

dominated by diffusive transport rather than convective one. The power spectrum and the

cross-correlation analysis show that the average velocities of these turbulent fluctuations

are enhanced while their spatial scales remain unchanged.

The particle confinement time is given by τp = Ne/
∫

∇.Γ(r)dv, where Ne is the

total number of plasma electrons and Γ is the radial transport flux. Thus the higher radial

transport reflects less particle confinement time.

The density scan for electrostatic turbulent fluctuations detects a higher level

of fluctuations than the power scan which was found to increase with the edge density

as n1.5
edge. Nevertheless, the level of turbulence remained unchanged. Moreover, it was

proven that the radial transport is more dominated by the convective transport unlike the

power scan. The power spectrum and the cross-correlation show no modifications on the

average velocities or the spatial scales of the turbulent structures.

This increase in the radial transport leads to less confinement with lower particle

confinement times τp.

For high frequency fluctuations, it was shown on the Tore Supra tokamak that

the ion cyclotron resonance heating (ICRH) undergo a parametric decay instability that

excites ion sound quasi-modes at 1.7 MHz [65]. In this thesis, the existence of the ion

sound quasi-modes was confirmed when LH waves interact with SOL turbulence. More-

over, the characteristics of the detected signal, the wavelength and the velocity, assess that

the mode is an ion sound quasi-mode where the calculated values fall within the range of

the ion sound waves.
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We vouch that the origin of this mode is the parametric decay instability. The

dependence of the mode on power and density is respectively P2
T . This quadratic depen-

dence assures that these waves result from a non-linear instability of the LH wave by

Parametric Decay Instability. The relative behavior of the quasi-ion sound mode with

respect to the electrostatic fluctuations shows that as a function of power, the mode domi-

nates the fluctuations for higher LH powers. However, electrostatic turbulence dominates

the quasi-mode as a function of the edge density since it increases according to n3
edge.

In conclusion, we confirm that the LH waves undergo a PDI which excites an

ion sound quasi-mode at 1.7 MHz when coupled to the SOL turbulence. More is to be

done on the properties of these waves generated by the LH waves and the possible link

with different phenomena that might occur in the SOL. The amplitude of the mode is also

to be considered as where two spikes appear in the frequency spectrum. Furthermore,

more data analysis is needed to identify the mechanism responsible for the increase in the

average value of Isat vs. power.
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Appendix

A. Qualitative theory and principle features of the PDI

We shall proceed by the qualitative analysis described in Ref. [31] of the PDI

to understand the physical aspects of such types of instabilities. In oscillatory systems,

parametric instabilities are described by the so-called Mathieu equation. It is usually

written in the form:

ẍ+ω
2[1+ εcos(ω0t]x = 0 (104)

A natural and simple generalization of this equation to a wave-sustaining media

is the equation:

∂ 2u
∂ t2 −VΦ[1+ εcos(ω0t]

∂ 2u
∂x2 + α̂u = 0 (105)

where α̂u is the linear operator describing the deviation of the wave dispersion.

This operator comes from the linear law ω = kVΦ. In the absence of a term that is pro-

portional to ε , equations having the form of equation (105) describe linear properties of

waves. For instance, they describe linear properties of acoustic waves in gas dynamics, or

magneto-acoustic and Alfven waves in magnetohydrodynamics. For example, the equa-

tions of gas dynamics (including the gas dynamics of isotropic plasma) are:
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∂ρ

∂ t +ρ0
∂u
∂ t = 0

ρ0
∂u
∂ t =−

∂ p
∂x

P
ργ = cte

(106)

where ρ , u and p are the density, the mass velocity and the pressure respectively.

γ is the exponent of the adiabatic curve, while the 0 subscript reflects the undisturbed

(Basic) quantities

Hence, the one dimensional approximation of these equations gives:

∂ 2u
∂ t2 −VΦ2

∂ 2u
∂x2 = 0 (107)

where

VΦ2 = cs
2 ≡ γ

P0

ρ0
(108)

cs being the speed of sound.

Now, we will focus our study on the low-amplitude Alfven waves. The flow is

considered incompressible and hence, ∇.V=0. Denote by h the magnetic field of the wave

that propagates in a constant magnetic field H0. We use the following equations:
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∂u
∂ t

=

(
1

4πρ0

)
[∇×h,H0] (109)

∂h
∂ t

= ∇× [u,H0] (110)

From these equations we obtain the following equations:

∂ 2u
∂ t2 −VΦ2

∂ 2u
∂x2 = 0 VΦ2 =VA

2 =
H2

0
4πρ0

(111)

The x points presented here are along H0 and u denotes any component of the

mass velocity which is perpendicular to H0.

Assume that we have adjusted the density of the medium, the pump wave, by

low-amplitude sine wave. Hence we have:

cs
2 = cs0

2[1+ εcos(ω0t− k0x)] (112)

VA
2 =VA0

2[1+ εcos(ω0t− k0x)] (113)
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ε =
−δρ0

ρ0
(114)

where δρ0 is the amplitude of the pump wave. If we substitute equations (112),

(113) and (114) into equations (109, (110) and (111), then we will return to an equation

of the same form as equation (105).

Note that if the equations for acoustic or Alfven waves in media with wave mod-

ulation are strictly deduced, then additional terms will obviously appear to describe the

whole frame. These terms involve different types of non-linearities. Besides, this will not

change the principle conclusions of the presented qualitative analysis.

We start by equation (105). The following will be an example that will illustrate

how the parametric coupling arises in a wave doublet of quantities (ω1,k1;ω2,k2) that is

described by equation (105). In the absence of the pump wave, i.e. ε=0, equation (105)

describes plane waves obeying the dispersion relation ω(k) = kVΦ +α(k), where α(k)

contributes to the frequency due to the terms generated by the operator in equation (105).

Now, we investigate the parametric coupling of the waves due to the pump wave

background. We apply Fourier transforms to spatial variables, Vk =
∫

u(x)exp(ikx)dx, and

then we separate the pump wave term. The final result is shown in the following equation:

d2Vk1

dt2 +ω
2(k1)Vk1 = (

ε

2
)(k0− k1)

2V 2
Φ0V

∗
k0−k1

e−iω0t− (
ε

2
)(k0 + k1)

2V 2
Φ0V

∗
k0+k1

e−iω0t

(115)

Equation (115) is a set of equations representing the coupled oscillators. Ac-

cording to Oraevsky, if we take into consideration the smallness of the parameter ε , this

equation can be truncated. For the zeroth approximation of ε , Vk oscillates in time with

eigen frequencies ω(k). For ordinary non-resonant conditions, the wave dynamics is in-

95



fluenced slightly by a weak coupling. However, if the driving force in the RHS of the

equation happens to be in resonance with an eigen frequency, the oscillator may switch to

the excitation mode.

For the first term, the resonance condition is

ω0−ω(k0− k1) = ω(k1)

. While for the second term it is

ω0−ω(k0 + k1) = ω(k1)

It is obvious that the first condition holds. The second term represents the non-

resonant term, hence it can be dropped. Note that the degeneration is possible sometimes

with both conditions satisfied. Such cases were treated in different papers as in Ref. [71,

72, 73].

As for Vk1 it is described by equation (115). Similarly, for V ∗k0−k1
it is described

by the following equation:

d2V ∗k0−k1

dt2 +ω
2(k0− k1)V ∗k0−k1

=−(ε

2
)(k1)

2V 2
Φ0Vk1eiω0t

− (
ε

2
)(2k0− k1)

2V 2
Φ0

2V2k0−k1e−iω0t (116)

Note that the second term of this equation is also non-resonant, so we can drop it.

Hence, keeping the resonant terms of equations (115) and (116), we reach the following

truncated equation for V ∗k0−k1
:
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d2Vk1

dt2 +ω
2(k1)Vk1 = (

ε

2
)k2

2V Φ0
2e(−iω0t)V ∗k2

(117)

d2V ∗k2

dt2 +ω
2(k2)V ∗k2

=−(ε

2
)k2

1V 2
Φ0e(iω0t)Vk1 (118)

where k2 = k0− k1. So, ω0−ω(k2) = ω(k1) for the right hand side terms to

be resonant. Then we can write the decay conditions if we take into account the relation

between the vectors:


ω0 = ω(k1)+ω(k2)

k0 = k1 + k2

(119)

These are the decay conditions, which are the conditions for the phase and fre-

quency matching. The solution can be rewritten according to our previous arguments as

follows:

Vki = ai(t)exp[−iωi(ki)t] (120)

For slowly varying amplitudes, the equations are:
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−2iω1
da1
dt =−( ε

2)k
2
2V 2

Φ0
a∗2e−i∆ωt

2iω1
da∗2
dt =−( ε

2)k
2
1V 2

Φ0
a1ei∆ωt

∆ω = ω0−ω1−ω2

(121)

Finally, the solution can be written according to our previous arguments as:



a1 ∼ exp[−i∆ω

2 t + vt]

a∗2 ∼ exp[i∆ω

2 t + vt]

v =
√

γ2
D− (∆ω

2 )2 γ2
D ≡

ε2k2
1k2

2V 2
Φ0

16ω1ω2

(122)

This solution describes the so-called parametric decay instability. From above

equations and when (119) is exactly satisfied, the amplitudes of the a1 and a2 waves will

grow exponentially with increment ν = γD. The product ω1ω2 must then be greater than

zero. This leads with the decay conditions (119) to the inequality:

ω0 > ω1,ω2

It can be deduced from this inequality that the decay instability typically excite

lower frequencies. High frequencies are typically excited if degeneracy is considered as

in Ref. [71, 72, 73] under these conditions that must be simultaneously satisfied:
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 ω0−ω1 = ω2

k0− k1 = k2

(123)

and

 ω0 +ω1 = ω3

k0 + k1 = k3

(124)

B. PDI thresholds

We can take into account the wave dissipation and try to find its effect on the PDI.

We can do so by a certain method. We introduce small imaginary increments to the natural

frequencies. Hence, equations of type (123) and (124) will gain terms ωi + iγi, where γi

are the damping decrements for the corresponding waves. Suppose, for simplicity, that

∆ω = 0 and performing some mathematical algebra, we reach the PDI increment covering

dissipation expression:

vD =−(γ1 + γ2)

2
+

√
γD2 +

(γ1− γ2)
2

4
(125)

This expression gives another expression which stands for the instability thresh-

old:

γDT
2 = γ1γ2 (126)
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For the above problem formulated with a phase velocity modulation, we can find

the modulation amplitude ε:

εT
2 =

16ω1ω2γ1γ2

k2
1k2

2V Φ
4 (127)

Hence, PDI arises when the modulation amplitude ε exceeds the value in (127).

Moreover, if one of the decrements of the doublet tends to zero, the threshold vanishes.

The whole case discussed in this section till now is for the homogeneous medium

approximation and inhomogeneity was considered negligible. In inhomogeneous media,

the oscillations drift out of the resonant interaction band, which produces also PDI thresh-

olds.

The frequency is the invariant characteristic for a waves propagating a weakly

inhomogeneous medium. From the equation:

ωi(ki,x) = constant (128)

we can find the ‘quasi-classical’ value of the wave vector ki. With simple modifi-

cations of equation (121) from a temporal problem to a spatial problem (see these modifi-

cations in Ref. [31]), one can find the spatial increment of the PDI instead of the temporal

one as:

κ
2 =

γD
2

(dω1/dk)(dω2/dk)
(129)

Now, equation (125) will be replaced by an expression for the spatial PDI incre-

ment κ:
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κ =

√
κ2

D− (
∆k
2
)

2
(130)

where this equation will allow us to solve the wave amplification problem in

the interaction band. This problem is determined by the formula Γ ≈ k∆x0. We need

to calculate the length of the interaction zone with an amplification ∆x0. From equation

(130), κ = 0 when κD = ∆k
2 , where ∆k = d

dx(k0−k1−k2)∆x0. Hence, simple calculations

can lead to:

∆x0 ≈ 2γD/
d
dx

(k0− k1− k2)

√
dω1

dk
dω2

dk
(131)

or for Γ:

Γ≈ 2γ
2
D/

dω1

dk
dω2

dk
d
dx

(k0− k1− k2) (132)
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exponent and long time correlationâĂŹâĂŁâĂİ [phys. plasmas 7, 5267 (2000)].
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