


AMERICAN UNIVERSITY OF BEIRUT

GROMOV’S NON-SQUEEZING THEOREM AND
PSEUDOHOLOMORPHIC DISCS

by
NAGHAM IMAD EL CHAAR

A thesis
submitted in partial fulfillment of the requirements
for the degree of Master of Science
to the Department of Mathematics
of the Faculty of Arts and Sciences
at the American University of Beirut

Beirut, Lebanon
April 2015



AMERICAN UNIVERSITY OF BEIRUT

GROMOV’S NON-SQUEEZING THEOREM AND

PSEUDOHOLOMORPHIC DISCS

by

NAGHAM IMAD EL CHAAR

Approved by

Profesor Florian Bertrand, Assistant Professor
Tlathematics

| I-;m.ﬁ M. Churer—

Advisor

Prof -cor Faruk Abi-Khuzam, Professor
Aathematics

—

Member of Committee

Preiescor Mohammad El Smaily, Assistant Professor
Alathematics

Date of theds defense: April 27, 2015

Member of Committee



AMERICAN UNIVERSITY OF BEIRUT

THESIS, DISSERTATION, PROJECT RELEASE FORM

Student Name:

Last Firs Middle
mlaster’s Thesis (OMaster’s Project (O Doctoral Dissertation
L] I authorize the American University of Beirut to: (a) reproduce hard or electronic copies

of my thesis, dissertation, or project; (b) include such copies in the archives and digital
repositories of the University; and (¢) make freely available such copies to third parties for
research or educational purposes.

[g/ I authorize the American University of Beirut, three years after the date of
submitting my thesis, dissertation, or project, to: (a) reproduce hard or electronic
copies of it; (b) include such copies in the archives and digital repositories of the University;
and (c) make freely available such copies to third parties for research or educational purposes.

" 0 20.04. Q0!8

Signature Date




Acknowledgements

First of all, I am grateful to GOD for the strength and perseverance to complete this thesis.

Second and foremost, I would like to express my gratitude to my thesis adviser Professor Florian
Bertrand for his help, motivation, support, patience, and understanding. I have learned a lot from
you throughout my thesis journey.

I also express my gratitude to committee members; Professor Faruk Abi-Khuzam and Professor
Mohammad El Smaily for their assistance. Moreover, I am thankful to all Mathematics Department
members for their help.

At the end, I would like to thank my family and friends for their continuous support, in particular
my friend Ola El Khatib for being by my side in every single step.



AN ABSTRACT OF THE THESIS OF

Nagham Imad El Chaar forMaster of Science
Major: Mathematics

Title: GROMOV’S NON-SQUEEZING THEOREM AND PSEUDOHOLOMORPHIC DISCS

Abstract:

In order to understand the geometry of a given symplectic manifold (M, w), one can study how
elementary geometric subsets of M, such as balls, are transformed by symplectomorphisms, i.e.
diffeomorphisms preserving the symplectic structure w. Although such diffeomorphisms necessarily
preserve the volume, M.Gromov proved in 1985 that symplectomorphisms behave in a more rigid
way than volume preserving maps by establishing his celebrated non-squeezing theorem; roughly
speaking, one cannot deform symplectomorphically a ball to a thin ball in order to squeeze it in a
cylinder. Very recently, A. Sukhov and A. Tumanov in [13] gave an elegant and self-contained proof
of Gromov’s non-squeezing theorem based on the theory of attached pseudoholomorphic discs. The
main goal of the proposed Master thesis is to study their approach.
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Introduction

Symplectic geometry is an important branch of differential geometry and topology, carrying pre-
cious global information on the geometry of the ambient manifold; its development goes back to the
Hamiltonian formulation of classical mechanics systems such as the planetary system. According to
Darboux’s theorem, symplectic manifolds are all locally equivalent and therefore there is no local
invariants in Symplectic Geometry. The absence of local invariant gives rise to an infinite dimen-
sional group of symplectomorphisms, i.e. diffeomorphisms preserving a given symplectic structure.
Understanding the dynamical and rigidity properties of the group of symplectomorphisms, such as
its relative size in the group of volume preserving diffeomorphisms, has attracted lots of attention
in the development of Symplectic Geometry.

In 1985, M.Gromov [6] proved his important non-squeezing theorem, stating that symplecto-
morphisms behave in a more rigid way than volume preserving maps; more precisely, one cannot
deform symplectomorphically a large ball in order to squeeze it in a thin cylinder. His approach was
based on the interplay between Symplectic Geometry and Almost Complex Geometry and more
precisely on the method of pseudoholomorphic curves.

Very recently, A. Sukhov and A. Tumanov [13], gave a new original and short proof of Gromov’s
non-squeezing theorem. Their methods relies on a new construction of J-homolomorphic discs
attached cylinder with triangular base. Such discs are solutions of the classical Beltrami equation
and the idea of attaching a J-homolomorphic disc to a cylinder is a boundary value problem in
Partial Differential Equations. Their main idea was to consider triangular cylinders instead of
circular ones in order to make use of linear boundary value conditions.

The present thesis is organized as follows. In Chapter 1 we cover the necessary preliminaries.
In particular we recall the basic facts of Almost Complex Geometry and Symplectic Geometry.
Chapter 2 is devoted to the classical and modified Cauchy-Green operators which are the main
tools in the study of the Beltrami equation. In the Chapter 3 we construct a J-holomorphic disc
attached to a triangular cylinder following A. Sukhov and A. Tumanov. We also suggest a simplified
construction based on the Banach fixed point theorem. Finally, in Chapter 4 we state and prove
Gromov’s non-squeezing theorem using the J-holomorphic disc previously constructed.



Chapter 1

Preliminaries

We start this chapter by defining some notations that will be used in this thesis.

e In R?", every point z is represented by the coordinates (z1,y1, ..., Tn,yn). R>*" is identified
with C" in which the variable will be denoted by z = (21, ..., z,) where each z; = z; + iy;.

e In C, the unit disc will be denoted by D={¢ € C;({ = 1}.

e We will denote the identity map by I : R?" — R for any n.

1.1 Function Spaces: Defintions and Notations

In this section we intend to define some spaces that we will use in the coming sections. In what
follows, k € N and a,p € R with 0 < o < 1.

e We denote by LP(D), the space of measurable functions f : D — C such that

J[1rGipdzay < .

The L? norm of a function f € LP(DD) is defined to be

1l = ( /I |f<z>|f’dxdy)l/p.

e We denote by W¥*P(D) the Sobolev space of functions f on I whose derivatives to order k
are in LP(D). We define the W*P-norm of a function f € W*?(D) by

1/p
£ llwrew == | D IDIfIB

j<k

We will be only dealing with W'?(ID), namely the Sobolev space of functions f on D whose
first derivative is in LP(D).



e We denote by C%(D) the space of all continuous functions

e We denote by C*(D) to be the space of functions f : D — C differentiable up to order k,
whose k" derivatives are continuous. More precisely, a function f is said to be of class C*
it f @ G fF exist and are continuous. We also define C*°(D) to be the space of
infinitely differentiable functions.

e We denote by C*®(ID) the space of functions f : D — C differentiable up to order k, whose
partial derivatives of order k satisfy the following Holder condition:

D f(Q) = D*f(w)] < C¢ —w|®
for some positive constant.

e Finally, we denote by C§¥(D), k € N U {00}, the set of functions f of class C* on D with
compact support. A function is said to be of compact support if it is equal to zero outside a
compact set.

1.2 Almost Complex Geometry

Definition 1.2.1. An almost complex structure J on R?", is a continuous map J : R?>* —

End(R?"), which associates to every point z € R?™ a linear isomorphism satisfying J(z)? = —1,.
-1

Example 1.2.2. In R?, J,; = [ (1) 0 ] =i, and (R%, Jgy) ~ (C,i). We will denote by i the

standard structure in R?, known as the rotation matriz. One can show that J2, = —I:

N i B B B A ER P S

More generally, almost complex structures in R? are of the form

J(z) = [ a(z) _1t?£§)2 ] (1.1)
| ex) —alz) | '

Indeed, if
J(2)2 = a b o] @ b] [a*+bc ab+bd] [ -1 0
T e d ¢c d| | ac+ed be+d> || 0 -1
then,
a’+be=—1
ab+bd=0
ac+cd=0
be+ d? = —1.

By solving this system of equations, we get the form (1.1), where a(z) and c(z) are continuous
functions in R?, c¢(z) # 0.



Example 1.2.3. In R?", J the standard complex structure is represented by the block 2n x 2n
diagonal matrix:

0 -1 -+ .-+ 0 0
1 0 --- - 0 0
Ju = 0 0 .. 0 O
0 O 0 -1
1 0 0 0 1 0 |
Note that:
J4 =1
Jsitl = —Jgt.

Definition 1.2.4. Let R?*™ and R?*" be endowed with two almost complex structures J' and .J
respectively, and let D' and D be two subsets of R*™ and R?™ respectively. A C' map f : D' — D
is called (J', J)-holomorphic if it satisfies the Cauchy-Riemann equation:

df o J' = J(f) o df (1.2)

Example 1.2.5. Let D' C (R?™,Jg), D C (R*™, Jy), then f is (Js, Jst) holomorphic if and only
if f is holomorphic in the usual case, namely each of components of f is holomorphic.

Definition 1.2.6. For D' =D and J' = i, we call the map f a J-holomorphic disc. In other words
a J-holomrphic disc or pseudo-holomorphic disc is a (i,J) holomorphic map u : D — D C R?",

The J-holomorphy equation (1.2) for a J-holomorphic disc v : D — C™ can be written in the
form:

ou ou
Ou _ (Ow Oup  Ouan, Ou _ (Ou Quy Dz
Indeed let 5 (&C7 5 B )" and let oy (ay, oy By )" and note that
u Qu is a 2n x 2 matrix. The equation du o i = J(u) o du can be written:
oxr 0Oy
%@00_1 _J(u)oal@
oxr Oy 1 0 | dr Oy
ou ou Ou Ou
& weelE &)
So, we get Ou _ J(u)@ and _Ou J(u)% This gives (1.3).

Oy Oy

Remark 1.2.7. A. Nijenhuis and W. Woolf proved in [11] the existence of small J-holomorphic
discs. More precisely, if the structure J is of class C* for k > 0, for any point z € R* and
any tangent vector X of z, there exists a J-holomorphic disc u of class C*® where uw(0)=z and

?(0) = AX where X\ > 0 is small enough.
x



1.3 Symplectic Geometry

We start this section by discussing linear symplectic geometry. For more details, see the monography
[8].
Definition 1.3.1. Let V be a real vector space.

(i) A bilinear form w on a vector space V is a bilinear map w : V x V. — R, namely satisfying:
- w(X+Y,2)=w(X,Z)+w(Y,2)
b- w(X,)Y+2)=w(X,Y)+w(X,2)
- wAX,Y) =w(X,\Y) = w(X,Y)
forall XY, Z €V and X\ € R.
(11) A bilinear map is said to be skew-symmetric if w(X,Y) = —w(Y,X) for all XY € V.

Note that a bilinear map w : V x V' — R induces a linear map w* : V. — V* where V* is the
dual space of V. In case w* is an isomorphism, we say that w is non-degenerate. In other words, w
is non-degenerate whenever the kernel ker w ={X € V / w(X,Y) =0, for all Y € V'} is trivial.

Definition 1.3.2. Let V be a real vector space.

(i) A 2-form w on V is a bilinear skew-symmetric map w : V x V. — R. In other words w is an
element of V¥ N V™.

(ii) A linear symplectic form w on V is a non-degenerate 2-form.

Example 1.3.3. A model example in R?*™ with the coordinates zj = x5 +y;, j = 1,...,n, is the
standard symplectic form

n . n
Wgt = dej VAN dyj = %Zdz] VAN dfj.
P =1

Here dxy,dxs, ..., dx,, dyy, dya, ..., dy, denotes the standard basis of the dual (R®™)* respectively.

Definition 1.3.4. An inner product on R?"is a bilinear symmetric positive definite form g : R*™ x
R?" — R.

Recall that g is positive definite if g(X, X) > 0 for every non-zero vector X.

Example 1.3.5. A model example in R?™ is the inner product of two vectors X =
(X17 X27 o 7X2n) and Y = (}/la }/2) e 7§/2n) deﬁned b?/

2n
g(X,Y) =) X,
j=1

We can now discuss the not necessarily linear symplectic geometry.

Definition 1.3.6. A symplectic form on R?" is a closed (dw = 0) non-degenerate exterior 2-form
w on R?"; j.e. w is a smooth map that associates to each point z € R?" a non-degenerate (linear)
2-form w,.



Example 1.3.7. The standard symplectic form

n . n
Wt 1= Zdl‘j VAN dyj = %Zdzj A de
p =1

plays a major role in Symplectic Geometry. By Darbouz theorem [8], any symplectic form on a
given smooth real manifold is locally diffeomorphic to wg, i.e. can be expressed in local coordinates
as wst. In particular this implies that there is no local invariants on a symplectic manifold. This is
a great contrast with Riemannian Geometry where the curvature is a local invariant.

We will need the following convenient definition
Definition 1.3.8. Let ® : R?” — R?>™ be a smooth map.
(i) Let f : R?>™ — R be a smooth function, we define the pullback of f by ® by:
O f=fod.
(ii) Let o be a differential k-form on R®*™, we define the pullback of a by ® by:
(D)= (X1, X2, .., Xip) = () (D2 P(X1), D P(X2), ..., D 2(X)).
Note that ®*a is a k-form on R?".

Definition 1.3.9. Let wy and wy be two symplectic forms on R?™. A smooth map ® : (R*", w;) —
(R?", wy) is called a symplectomorphism if it satisfies

(I)*(wg) = Wi.

Definition 1.3.10. A Riemannian metric on R?*™ is a smoothly varying collection of inner products
zZ—= gy
g :={g. : R?" x R*™ — R inner product, z € R*"}.

Definition 1.3.11. Let w be a symplectic structure on R?™. An almost complex structure on
(R?", w) is called w-tamed if w(X,JX) > 0, for all X # 0. In such case g(X,Y) := w(X,JY)
defines a Riemannian metric.

Example 1.3.12. A model example is provided by R®>" endowed with the standard symplectic form
wse and the standard complex structure Jg, (R*", wg, Jgt).

To check that Jg is wg-tamed, let us prove that for all non-zero wvector X =
(X1,Y1, -+, X, Yn) € R wy (X, J X) > 0. We first find the expression of JgX .

-1 0 O X, -
1 0 0 0 Y; X,
Xo —Y;
rx =97 SR S I
0 0 0 0 —1 Xn -Y,
[0 0 0 1 0 | Y Xn

It follows that,
wat( X, JauX) = XF + Y2+ X5+ X2+ Y2 > 0.



Finally, we need to define the symplectic area of a map:

Definition 1.3.13. Let u: D — R?” be a map, we define the symplectic area of u by:
Area(u) = / urw. (1.4)
D

1.4 Local J-holomorphic Equations of Discs

Proposition 1.4.1. Let J be an almost complex structure wg-tamed on R?" = C*. Equation (1.2)
for a J-complex disc u: D — C", u: { +— u(() can be written in the form:

where ( =z + 1y and o
A()(X) = (J(2) + o)™ (Jot = I (2)) (X)

is a complex linear endomorphism for every z € C™.

Proof. We set

ou 1,0u ou

oc = 2\ae gy (0
and

ou 1,0u ou

i 2z T g, (1.7)

Recall that Jy is the standard complex structure in R?". By adding (1.6) and (1.7), we get:

ou, 0u_ou
¢ ¢ Oz’
By subtracting (1.6) and (1.7), we get:
ou Ou ou

8C_§Z—_Jstaiy-
(e ) (o o
gy~ ) (8< ac)“]“(ac aq)'

By substituting in (1.3), we get:
ou Ou Oou  Ou
Jg |l =——=)=J =+ =
t(@c ag) (“)<8< ac>

And also,

ou ou ou ou

Jstaié_ — Jstaiz = J(U)aic — J(u)aiZ
(<t — J(w)) gg — (J(u) — Ju) 22‘



ou ou
Jw)+Jgt) == (Jst — J —.
(J(u) + Jst) a7 (Jst — J(u)) o
Having J tamed by wg,
Wst (X, (J + Jst) X) = Wst (X, JX) + Wst (X, JstX) > 0.

So, ker (J 4+ Js) = {0} and therefore (J + Jg) is invertible. We can then write

8u -1 8u
afz = (J(U)+Jst) (Jst—J(u)) 674_
This proves the proposition.

O]

Remark 1.4.2. (i) For all z € C", A(z) can be considered as a m x n matric with complex
coefficients. Moreover, A has the same reqularity as J.

(ii) A is called the complex matriz of J, denoting the matriz representation of the complex anti-
linear operator (Jg + J) " (Jss — J) and can be uniquely determined by J.

(iii) A(z) = 0 if and only if (Js + J(2)) " (Jst — J(2)) = 0, that is J(2) = Jg.

(iv) In the Cauchy-Riemann Equation (1.5) the n x n matriz function A satisfies:

[A(=)]] <1 (1.8)
for all z € C", where the matriz norm ||.|| is induced by the Euclidean inner product, namely
4@ = max A

xecm\{oy |X|

Proposition 1.4.3. A satisfies the following properties:

(i) A is conjugate linear operator in the identification of R?*" of C", i.e. A(iX) = —iA(X). In
other words, in real notations:
AJSt = *JStA.

(i) Having the following equality (J + Jst) A = (Jst — J) and given the conjugate linear operator
A, the corresponding almost complex structure J is given by J = Jg (1 — A) (1 + A)™".

(iii) Define J = Jg(Ig— A)(Ig+ A). Then J is an almost complex structure, namely J* = —1I,.
Proof. (i) We have,

(Jao+J) x Jst = =1+ JJy = J (J + Jg)

Taking inverses we get:

J A Ja+ )=+ Jg) Tt

Jg (Jg+ ) == (J+Jg) "



We also have:
J(Jst —J) = —(Jst — J) Jst.

So,

JaA =T (J+ Ja) " (Jot — J)
= (J+Ja) T (Ja =)
=—(J+Jo) (Tt = J) Tt
=—AJg.

(ii) Expanding the following equality, (J + Jst) A = (Jst — J), we get:
JA+ JgA=Jg—J

J(A + Id) = Jgt (Id - A)
J=Ju(Ig—A) I+ A"
This is defined when the operator norm of A satisfies ||A|| < 1, in other words when J is close
to Jst-
(iii) Note that:
Jst(-[d - A) = Jst - JstA
= Jst + AJst
= (Id + A)Jst.

We compute

J2=Jg(Iy—A) (Ig+ A) gy (Ig— A) (I + A) ™
= (Ig+A) Jgy (Ig+A) "Iy + A) Jg (Ig+ A1
= (Ig+ A) JgJg (I + A
= (Ia+A) (=1a) (Ia+ A) ™
= —(Ig+A) (I;+ A
= I

Hence, J? = —1,. O

Lemma 1.4.4. Let J be an almost complex structure on C™, then J is tamed by ws if and only if
the complex matriz A of J satisfied the condition ||A(2)| < 1, for all z € C™.

Proof. The complex matrix A is defined by A = (Jg + J) ' (Js — J), where A(2)(X) =
(J(2) + Jst) ' (Jt — J(2)) (X). Our first goal will be proving that A is well defined and this is
done by proving that if J is tamed by ws then the det(Js + J) # 0, and that will automatically
lead to A being well-defined. Note that wg; (X, (J + Jst) X) = we (X, JX) +wst (X, Jo X) > 0. So,
ker (J + Js) = {0} and therefore (J + Jg) is invertible.



‘We have

A= T+ ) HJs = J)

(

= (Jat(Ig — Tt J) " (st (Ig + JstJ))
(Id_ stJ) (Jst) let(Id+JstJ)
= (Iy—

Iy — Jad) " (I + Tt J)

Now, having A = (Iy — JuJ) ' (Ig+ JuJ) = (Ia+ JutJ) (Ig — JsJ) . Now, having || 4] < 1,
then
[AX] < |X]

’(Id‘i‘JstJ) (Id_ Jstj)_1X| < |X‘
| (Ig+ Jat ) X| < | (Iqg — JseJ) X|

1 (La + Jst ) || < || (La = st ) |l

Now,

| X =Ty JX*—| X+ T JX > = wet (X — T JX, Tt (X — Tt JX))—wer (X 4+ Tt JX, Jop (X + T J X))
= Wt (X — T J X, Jot X)) +wet (X — T JX, JX) —wet (X + T J X, T X) — wet (X + T J X, —JX)

= Wst (X, JstX) — Wst (JstJX> JstX) + wWgt (X, JX) — Wst (JstJX7 JX) — Wst (X, JstX)

—wgp (T I X, T X) — we (X, —JX) — wey (Je X, —JX)
= wgt (X, Jst X) — wst (Jst J X, Tt X) + wgr (X, JX) — wet (st J X, JX) — wse (X, Tt X)
—wst (JstJ X, Tt X ) + wst (X, JX) + wgt (Jot J X, JX)
= 2wt (JstJ X, Jst X) + 2wt (X, JX)
= 2wy (X, JX) — 2wy (JX, X)
= 2wyt (X, JX) + 2wyt (X, JX)

= dwy (X, JX)

10



So, J is wg tamed if and only if wg (X, JX) >0
Now,
X — JqJX|* — | X + JaJX[*> >0

(IX = J@JX|+ | X + Jo0JX|) (1X = JJX| = |X + JJX]) > 0
X — JuJX| > |X + JuJX]|

Al <1

11



Chapter 2

Modified Cauchy-Green Operator

2.1 Notation
In this chapter we will denote by:

e A: the triangle A = {( € C: 0 < Im( < 1 — |Re(|}, which is bounded by the straight lines
of equations y = 1+x, y = 1 —z and y = 0. The triangle A is an isosceles triangle with base
of length equals to 2 and height equals to 1. The area of A is Area(A) = 1.

/]
NN

Figure 2.1: the triangle A

e ¥: the triangular cylinder ¥ = A x C"~! in C" using the notation z = (21,22, -+ ,2,) =
(21,2') € C x C"! = C" for representing a point in C".

2.2 Construction of a Riemann Mapping for A

First we start introducing important theorems for our construction and then we will move forward
in constructing the Riemann Mapping.

Theorem 2.2.1. Riemann Mapping Theorem [14]: Let D be a non-empty proper simply
connected domain in the complex plane C, D C C. Then there exist a biholomorphism w = f(()
from D onto the unit disc .

A famous example is the M&bius function w = f(¢) = i(llfé) which maps the unit disc D to the

w—1
w+i”

upper half plane H = {w; Im(w) > 0} and where the inverse function of f is f~(w) =

12



In order to find a biholomorphism from the unit disc D onto the triangle A, we will use the
Mobius function f from the unit disc D onto the upper half plane H and then find a bihlomorphism
from the upper half plane H to the triangle A using Schwartz Christofell Transformation.

Theorem 2.2.2. Schwartz Christofell Transformation [14]: Let P be a polygon in the com-
plex plane with vertices p1,p2,--- ,pn and interior angles o1, e, - ,an, where —m < «a; < .
There exist a biholomorphism f from the upper half plane H to the polygon P

Q) =a /[0 C}((w — 1) T (W — ) T (w0 — )T ) dw +

for some constants c1,ca.

Although the biholomorphism ® from the unit disc to the isosceles triangle shown in figure (2.1)
can not be expressed explicitly, one can in theory find it via Schwartz-Christofell Transformation.
The biholomorphism g : H — A using Schwartz Christofell Transformation is given by:

g(t):cl/ Sillw 31 T ¢
04 (w—1) M(w+1)%

. / e

So,
d
<I>(<)=gof(€)=01/[0d (( >:) 31 T2
’ itiw 1>
1—w
_)-3/2
_ 01/ (1—-w) dw - Lo
0. <f (1+w)?—(1- w)2>

—c/ (1 —w) =3 2dw Yo
T g (22— 202))3 T

Since we look for a biholomorphism satisfying the extra conditions ®(1) = 1, ®(i) = i, ®(—i) =
—i, we have

(1—w) 3 dw
( ) c1 /[071] (z’2(2 — 2w2))3/4 + co

, (1 —w) 3 2dw .
@ — =
B)=a /[o,i] @222 2T
, (1 —w) 3 2dw _
O(—i) = -
(—i)=0c1 /[07_1'] (12(2 — 22))/A + ¢ i

This is enough for our purpose.

13



2.3 Cauchy-Green Operator

Cauchy-Green operator was first introduced in Cauchy-Pompeiu’s formula, which is a generalization
of Cauchy’s formula for non-holomorphic functions.

Theorem 2.3.1. Cauchy-Pompeiu Formula [14]: Suppose D is a bounded domain with piece-
wise smooth boundary. If g(w) is a smooth complez-valued function on D U JD, then

g(C)ZQjm./ (C /

Here C' denotes the Cauchy transform

= 0g(Q) + TE2(0)

for (e D.

1 g(w)
Cg(C) T 2171 oD w — dev
and 5
9 ._
T@E(C) ' // 8w ¢— wd vy

Cauchy-Pompeiu’s formula differs from the Cauchy’s formula by what is called the correction term
T a—ﬁ Once can notice that if g(w) was chosen to be a holomorphic function on the domain D,
w
0
the second term would be equal to zero since —3 = 0. This motivates the introduction of the
w

Cauchy-Green operator T on a domain D C C:

160 [[ ) feay,

where @ is such that 7'® makes sense (see Proposition 2.3.4). Notice when g has compact support

on D,
— ][ ) ety =72 0)
el © = [ 2 oy

1 . e
Therefore — can be considered as a distribution. Moreover
Tw

and

g .1 0 1 1 dg Tag

o N ) T Lo
We have proved the following proposition

Proposition 2.3.2. We have

(i) 2 (g =g.

W

14



1 0 0
ol xgl=—Tg= ' —oT =1,
(i1 [ — * g] o g = g, which means that B o d

A major consequence is that the Cauchy-Green operator solves the d problem for compactly
supported smooth function.
0
Proposition 2.3.3. Let g € C&(D) where D C C. Then there exists a function u such that 8—3 =g.

w
Solutions w are of the form T'g+ f where f is holomorphic on D.

Proof. Set u :=Tg+ f, where f is a holomorphic function over D and let us check that u solves
the 0 problem. First let us find the partial derivative with respect to w, we get:

ou 90Tg Of _

0w 0w T 0w

since 5 oT = 1I; and el 0, f being holomorphic function. Therefore, u solves the requested
equatio(ﬁ). “

Note that in order to insure unicity, boundary conditions need to be added; e.g. u|p = ®.
Indeed it follows by Cauchy’s formula

1 f(w)
Q) =— ———dw = CP(¢
©=1[ I ©)
that the unique solution to the 9 problem with the boundary condition u|gp = ® is given by
u=Tg+Co. O

In the next proposition we recall some classical facts about T
Proposition 2.3.4. The Cauchy-Green operator T satisfies
(i) T : LP(D) — WLP(D) is bounded for p > 2.

0 _
(ii) =T f = f as Sobolev’s derivative. In other words, T solves the O problem in the unit disc.

a¢
(iii) Tf is holomorphic on C\ D.

The proof of this classical proposition can be found in the monography [15] for instance. For
seek of completeness we prove the third point.

Proof. (iii) Let us prove that T'f is holomorphic on C \ D using the Cauchy-Riemann equation.

é?g _Trac/xcmc wdd

is integrable over C \ D, then we can interchange % with the integral, we get:

// 9 1) jray,
c\b I ¢ —w
:1// Odzdy =0

T JJo\B

being holomorphic in ¢ over C \ D. So T'f is holomorphic over C\ D. O

Slw)
(—w
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2.4 Modified Cauchy-Green Operator

Introduce the functions
R(¢) = ™M (¢ =)V + )¢ =),

and

X(¢)=R()/V¢

choosing the branch of R continuous in D with R(0) = e*7/4. We are interested in the function X
only on the circle bD. For definiteness, we choose the branch of /¢ continuous in C with deleted

positive real line, with v/—1 = ¢, although we do not care about the sign of X.

Proposition 2.4.1. (X (¢))* is pure real for ¢ € bD.

Proof.
(X(O)* = (R()/VO)"
= (A - YA+ VA - )Y ¢
= (¢ = 1)(C + 1)(C —i)?/¢?
= —1(C2 = 1)(C2 = 2i¢ — 1)/¢2
= —1(¢* — 2i¢® — 2C2 + 2i¢ + 1) /¢
= —1(2 - 2i¢ -2+ 2 +¢7?)
= -+ -2i(C-0)~2)
= 2ReC? — 2+ 2Im(¢)
Hence, X (¢))* is pure real. -

The term X (¢)* could be alternatively written as:

X(¢)* =e*™(cos(20) + isin(26) + 2sin(0) — 2icos(0) — 2 + 2sin(6)
+ 2icos(0) + cos(20) — isin(20)) + ¥ (2cos(20) — 2 + 4sin(0)). (2.1)

We claim that since X (¢) is continuous on the boundary of the disc bD, and since each of 1,
—1 and i are the roots of X(¢) = 0, then arg X is constant over each of the intervals v; = {e? :
0<O<n/2}, =1 71/2<0 <7} y3=1{e?: 7 <0< 2r} and is equal to 37/4, m/4 and 0
respectively, bounded by these roots whose respective arguments are 7/2, 7w and 27. Since we have
proved that X (¢)* is pure real number of argument 37, the fourth root of this complex number has
argument equal to 0, w/4, 3w /4 or 27/4 .

To be able to prove this claim, we intend to choose a complex number of argument lying in
each of the intervals v1, y2, 3. First, let us choose the value of the argument to be 6 = 7/4 € ~;.
Substituting in (2.1), we get,

X (O = ™ (2c0s(1/2) — 2 + 4sin(n/4)) = 3™ (0 — 2 + 2v/2) = 3™ (2V/2 — 2),

16



and hence arg X () = 37/4. Second, let us choose the value of the argument to be § = 37 /4 € 7s.
By substituting in (2.1)

X (O = 3™ (2c0s(3m/2) — 2 + 4sin(37/4)) = ™ (-2 + 2\/5) = 63”i+”(2\f —-2)= 6“(2\[ —2)

and so arg X (¢) = w/4. Finally, let us choose the value of the argument to be § = 37/2 € ~3. Once
again by substituting in (2.1)

X(Q)* = ™ (2c0s(3m/2) — 2 + 4sin(37/2)) = (=2 — 2 + 4) = 3™ (0) = ”

and hence arg X (¢) = 0.
Another property of X is:

Proposition 2.4.2. The function X satisfies the boundary conditions

Im(1+0)X(C) = 0, Cem
Im(1-)X() = 0, € (2.2)

ImX(C) = 07 C € 73,

which represent the lines passing through the origin 0 parallel to the sides of the triangle A.

Proof. For ¢ € 1, | | |
(1 + Z)X(C) = \/56“1-/4(7'63”’/4) — T/ez7r7

for ¢ € 72, | | |
(1 - Z)X(C) = \/5(31?’”/4(7“@“"/4) — 7./el7r7

and for ¢ € s, .
X(¢) = r'e®

Each of these numbers is pure real number, and therefore imaginary parts are equal to zero in each
of the above mentioned cases. O

We will modify the classical Cauchy-Green operator

TR0 = = [ 1)

= dw A dw.
21t Jpw — ¢ wh

1 1

Here, we have used the fact that —wa A diw = —dxdy. For a function @) defined on D, define
v T

the modified Cauchy-Green operator using the weight Q:

Tof(©) =Q(C) (T(F/Q)©) + ¢ T(F/Q)1/0))

_ fw) m dw N dw
-0 |, <Q<w><w —0 " @@ 1>> i

We will consider only two special special weights, namely 77 = Tg with Q = ¢ — 1 and Ty = Ty
with @ = R. The operator T was first introduced by Vekua in [15], whereas operators similar to

17



T, apparently were first introduced by Antoncev and Monakhov in [1] for applications related to

gas dynamics.
We also define formal derivatives S;f({) := (%T f(C€) as integrals in the sense of the Cauchy
principal value. That is to say;

. = lim / f(w) W dw N dw
5£(¢) = lim (Q (©) /|w-< ( s e 1)) o
f(w) —wm dw N dw
e /|w—<| ( Qw2 Q(w)(@¢ — 1>2> 2 )

The modified Cauchy-Green operators satisfy the following properties:

(S

Proposition 2.4.3. (i) Each S; : LP(D) — LP(D), j = 1,2, is a bounded linear operator for
p1 < p < p2. Here for S1 one has p1 = 1 and py = oo and for Sy one has p1 = 4/3 and
p2 = 8/3. For 2 < p < pa, one has S;f(¢) = (%ij(g) as Sobolev’s derivatives.

(ii) Each Tj : LP(D) — WYP(D), j = 1,2, is a bounded linear operator for 2 < p < pa. In
particular, Tj : LP(D) — L*>(ID) is a compact operator. For f € LP(D), 2 < p < pa, one has
8%ij = f on D as Sobolev’s derivative.

(iii) For every f € LP(D), p > 2, the function T f satisfies ReT1 f|sp = 0 whereas Tof satisfies
the same boundary conditions (2.2) as X.

(iv) Each S;: L*(D) — L?(D), j = 1,2, is an isometry.
(v) The function p — ||S;||zr approaches ||Sj||2 =1 as p \, 2.

Due to the technicality of the proof, we will prove only points iii) and iv) and refer to [15, 1]
for the other points

Proof. (iii) We will first start by proving that T3 f(() satisfies Re T’ f|sp = 0.

—(r_ f(w) f(w) dw N dw
= ”/D<<<—1><w—c>+<< 1)t = >> 2

[ fw) dends @) dends
_/D(w—C) 2mi 6 1/D(C—1)(WC—1) 2mi

B ¢—1 flw) dwAdw
A ey /D @-1/0 2mi
:Tf(C)ﬂLC_l fw) dwAdw

(C—¢Jp (@—=1/¢) 2mi
B ¢— flw) dwAdm
IO+ | i o

=Tf(¢) —Tf(1/Q).
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We need to show that ReT} f|,p = 0. Note that since ¢ € bD then |¢| = 1 and ¢ = €?, s0 1/{ = €.
So, T1 f(¢) =Tf({) — Tf(C) is a pure imaginary number and hence Re T} f|yp = 0.
Now let us prove that Tb f satisfies the same boundary conditions (2.2) as X,

Taf(¢) = RO(T(f/R)(C) + ¢ T(f/R)(1/))

_ —1 f(w) dw N dw
= ROEUIRQ +¢7 [ ot 2

flw)  dwAdz

= RO/ +1/¢ [ ==

On the other hand, we know and since |(| = 1 theny/(/¢ = V<. So,

T2/(¢) = RO(T(f/R)(C) + /TR
= (RQ/VO) (VTR + VET(/R)Q)

and since T(f/R)(¢) + 1/¢T(f/R)(C) is pure real, then T»f(¢) and (R(¢)/+/<) have the same
argument. But we have defined (R(¢)/+/¢) = X({) and therefore T>f(¢) and X ({) have the same
boundary conditions.

(iv) Let f € C5°(D). Since T} f(bD) lies on finitely many lines, then Area(T};f) = 0. In other
words, for j = 1, we have [,p T1 fdT1 f = — [, T1 fdT1 f = 0 using the properties of 71, and similarly
for 5 = 2. Now, by Stokes’ formula

= /2 [ TaT57 = (if2) [ atyf TS

- oT;f  OT;f OT,f ., OTif
=) [ (Fgtac+ Tty n (ki + 22l

~ (i/2) /D (8;1dC + fdT) A (S;FdC + FdC)

~ (i/2) /D (IS, FPdC A dC + S; FFdC A dC + FSTdT A dC + |f12dC A dC)
— (i/2) /D 1, £ 2 A dC — (i/2) /D FPdC A dC.

Hence,
[ 1sisPacndc = [ 17Pdc nd.
D D
Therefore,
1S5 fll 2y = [1f1l L2(my)-
o7} oT;

The above cancellations were due to the fact that d( Ad¢ = 0, dCAdC = 0, 37( = I, 8—€ = 5j.
Since C§°(D) is dense in LP(D), the equality holds for all f € L*(D). O

To prove (iv), we have used Stoke’s Theorem.
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Theorem 2.4.4. Stoke’s Theorem [5]: Let D C R?*" be a domain with piecewise C' boundary
except on finite number of points. Let o be a differential form of degree k. Suppose that do is
Lebesgue integrable over D then [,,a = [, da.
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Chapter 3

Attaching a J-Holomorphic Disc to a
Triangular Cylinder

3.1 Fixed Point Theorems

In this section we recall some useful theorems that will be used in our proofs.

Definition 3.1.1. In a metric space (V,d); a map f:V — V is called a contraction map on V if
there exists 0 < o < 1, such that d(f(z), f(y)) < ad(x,y) for all x,y € V.

Theorem 3.1.2. Contraction Principle [3]: Let f : V — V be a contraction map defined on a
non-empty complete metric space (V,d). Then f admits a unique fized point 2°, i.e. f(2%) = 2V.

Theorem 3.1.3. Schauder Fixed Point Theorem [12]: Let K be a non-empty, compact and
convex subset of R*™. Let f: K — K be a continuous map. Then f has a fized point 2° in K, i.e.

F(0) = 2.

3.2 Main Theorem

Theorem 3.2.1. Let A be a continuous n X n complex matrix map defined on C™ vanishing on
C™\ X. Suppose there is a constant 0 < a < 1 such that

[A(Z) < a (3.1)

for all z € ©.. Then there exists p > 2 such that for every point (2°,w°’) € A x C"~! = ¥ there is a
solution u = (u1,w) € WHP(D) of (1.5) such that:

(i) u(D) C X
(ii) (=,u°) € u(D),
(iii) Area(u) =1,
(iv) u(bD) C bY = (bA) x C*~ L.
We first construct a candidate disc u satisfying (1.5), we will check afterwards that the con-

structed disc satisfies (i), (ii), (i) and (iv) of Theorem 3.2.1.
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3.2.2 Construction of a J-Holomorphic Disc

We look for a solution u = (u1,w) : D — C"™ of the Beltrami equation (1.5), of the form:

Uy = Thrg + P,
(3.2)
w = Tlh—Tlh(T>+w0.

for some 7 € D and for some (g,h) € LP(D,C x C* 1) to be defined later. Recall that ® is the
Riemann mapping from Section 2.2.3. Notice that by substituting 7 in the second equation, we

have:
w(r) = Ty h(1) — Tih(7) + w® = w°.

The suggested form (3.2) ensures that u; satisfies the requested boundary conditions (by propo-
sition 2.2.4, part iii)), in other words it takes the boundary of the disc bD to the boundary of the
triangle bA. The boundary conditions of w need not to be specified since each w; component takes
the boundary of the disc to a line Rew; = constant (Proposition 2.2.4 part iii) ReT1hlyp = 0, so
the w component will not have any effect on the area of the disc.

In order to find a solution u = (uj,w) of (1.5) of the form (3.2), let us differentiate (3.2) with
respect to ¢ and (. We first find the partial derivative with respect to ¢

6U1 _ ang o

= R !
ac ac +8C Sog + @

and then the partial derivative with respect to

Ou _ 9Thg 0% _
oc  aC  aC

g

since ® is a holomorphic function and since 6% o1y = 1I4. As for w,

8w . 8T1h aTlh 8’[1}0 .
o = ac o (Dt pp =i

since T1h(7) and w® are constants, and,

8w 8T1h 8T1h 8w0

—_— = — — —\T —

oC aC oC ¢
since a% ol = 1y.

Therefore the Beltrami equation (1.5) for u = (u;,w) of the form (3.2), turns into a singular

integral equation
g\ _ Sag + @
< h ) = A(u) ( S ) . (3.3)

To solve this equation, fix v : D — C" and introduce the map

L:L’(D,C") — LP(D,C")
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defined by,

< g ) — A(u) ( 5295;2‘1" ) . (3.4)

Note that a fixed point of L, is precisely a solution of (3.3). We first prove that L is well defined,
namely that L(g,h) € LP(D,C") for any (g,h) € LP(D,C"). Let (g,h) € LP(D,C"), we compute:
S2g+ @', which is in LP(D, C") having ® a function in WP, than ® € LP(D,C"), S; being defined
from LP(D,D), so Seg + ® € LP(D,C") and therefore Spg + ® € LP(D,C"). Similarly, for Sjh.
Hence L(g,h) € LP(D,C") and as a result L is well-defined.

Now, we prove that the function L is a contraction map. Let (g,h),(¢’,h') € LY (D,C"), we
compute

Ko =1’ = 4t (P ) —aw (45" )

(%) (%)

Taking norms, we get,

By (3.1), we have

IL(g,h) — L(g",h)ll, < a

( Sa(9—9) >

Si(h=h) /1],

= al|S2(g —¢'), Si(h— 1) |lp

= a([|S2(g = ¢)llp + [1S1(h = W)]l,)

< a([|S2llpll(g = 9)lp + [151llplI (R = A)]p)-

_gl
)
p

A
—as|(129)

o

o] (14)
p

= as|(g,h) — (¢, 1)l

Let s = max(||Si . | S2ll,), we get;

<

I1L(g,h) — L(¢', W) |lp < as <

~

>

S Q
> Q

and hence,
I1L(g, 1) = L(g'. W)llp < asl|(g,h) — (', ') [
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By proposition 3.4.3(v), we know that ||S;|| approaches 1 as p approaches 2. Decreasing the constant
a < 11in (3.1) if necessary, we get as < 1. Thus L is a contraction. By theorem 4.1.2, this gives us
for every fixed u = (u1,w), a unique fixed point v = (g,h) € D and therefore a solution of (3.3).
We have therefore constructed a map that associates to each disc u an element (g, h) € L (D, C")
solution of (3.3). the strategy is to use this map to construct the desired disc u.

Notice that the unique solution v = (g, h) satisfies the following inequality:

Wl < a(slvllp + 112]p)
lvllp = asllvll, < af @I,

al[®'|lp M
< _—
HU”p ~ 1—as

This implies that by (3.2),
[urllp < [T2gllp + [|®llp < My + [,
since the operator T» is bounded by Proposition 3.4.3 (%ii). Similarly,
lwllp < T3 (h = h(T))lp + [[w’]lp < My +w".

So, [|u1llee £ M and ||w||eoc < M where M is a constant depending on M; and w” and where the
Log-norm ||.|[zee = sup |||l
0<p<oo

Next, we define a continuous map ¥ : C — D

271(¢), CeA,
v(() = _
d-1(bAN[0,¢]), CeC\A,

where [z, (] is the line segment joining 2" to ¢, and the intersection of this line segment with the
sides of the triangle previously defined bA N [2Y, (] is a single point.

We define the following balls E,, = {u; € L>®(D) : |Jui|je < M} and E,, = {w € L*(D) :
|lw||p < M} and the set E = E,, x E,, x D. We define a new map

F (B | los) = (B, [|-lloo),
by F(uy,w,T) = (u1,w,7T) with

u~1 :TQQ + q)a
w =T1h — Tlh(T) + wo,
7 =0(2" — Thg(r)).
where (g, h) is the unique solution of (3.3). Since A is continuous, we get that the map F a
continuous. The set E is convex and the operators Tj : LP(ID) — L*(ID) are compact. By applying

Schauder’s principle, we assure that the map F' has a fixed point (u1,w, T) satisfying (3.2), (3.3)
where 7 = (20 — Thg(7)).
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3.2.3 Properties of the Constructed Disc

The disc u = (u1,w) € WP(D) that we have constructed satisfies the Cauchy-Riemann equations
(1.5) and w(r) = w®. In order to finish proving Theorem 3.2.1, it remains to prove u(D) C 3,
(2%, w®) € u(D), Area(u) = 1, and u(bD) C bX = (bA) x C*~L.

Lemma 3.2.4. 7 € D and ui(7) = 2°.

Proof. We will prove this lemma by contradiction. Suppose that 7 ¢ D in particular suppose that
T € bD, then ®(7) ¢ A since ® is a biholomorphism, so it takes the interior of the disc D to the
interior of the triangle A and the boundary of the disc D to the boundary of the triangle A. Now,
by the definition of W,

®(1) = D(V(2" — Tog(r)) = ®(®71 (2" — Tag(r)) = 2° — Tag(r) ¢ A.

Denote q := Thg(7) = u1(7) — ®(7). Having 2 — Thg(r) ¢ A, then ¢ # 0. Indeed, suppose that
q:=ui (1) —®(7) = 0, then 20 — Tog(7) = 20 — ¢ = 2° ¢ A, which contradicts the fact that 2° € A.
Using the definition of ¥, we have

O(1) = d((T(AN[,2° —q] = D((@TBAN[2,2° — g] =bA N[0, 2° — ¢].

20 being chosen arbitrarily, without loss of generality, one can assure 20 = i/2, and we will also
suppose 7 € 7;. Then ®(7) € [1,4]. And since Im (1 + )X (¢) = 0 the number (1 + ¢)T2g(() is a
pure real complex number, say r. So,

(1+1i)Tag(¢) =7

Tag(¢) = T(IQZ)-

This means that Thg(¢) is a real multiple of 1 —i and so is ¢. So, ¥, ®(7) = [1,i] N[z, 2° — ¢], and
by supposing that 20 = i/2, we notice that and since i/2 — ¢ = i/2 — (1 — i) = 3/2i — 1 the slope
of the segment [i/2,i/2 — q] = =F = —1. On the other hand, the slope of the straight line [1,1] is
%1 = —1 and hence the two straight lines are parallel and no point of intersection exists.
So our supposition that 7 ¢ I is not right and therefore 7 € D. Then, 7 = ¥(20 — Thg(7)) =
®~1(2 — Tog(r)). Therefore, ®(7) = 20 — Thg(7) = 2° — uy(7) + ®(7), and hence u;(7) = 2°.
O

Lemma 3.2.5. The map u; satisfies u1 (D) C A, up(bD) C bA, and degu; = 1; here deguy denotes
the degree of the map u1|pp : bD — bA. In particular, u satisfies u(bD) C bY = (bA) x C*~ L.

Proof. Once again will prove the lemma by contradiction. Define G = {¢ € D : u1(¢) ¢ A} and
suppose G # (). Since u; is continuous, and A is closed then its complement A is open and hence
G is open (as inverse image of an open set by a continuous map). Let G be a non-empty connected
component of G. Then u;(bG1) C A. Since we notice that if uy (bG1) ¢ A then G7 will be G itself.
Since A = 0 on C"\ X and since uz = A(u)ug, then %% = 0. And by the Cauchy-Riemann equation

in R?, we conclude that u; is holomorphic on G;. But then the set u1(G1) has the farthest point
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from A (when g—g = 0 this point represents an extrema of the function, which violates the maximum

principle stating that if we have a continuous holomorphic function u on a closed subset D of the

domain, then the maximum value of |g| on D (which always exists) occurs on the boundary of D).

Therefore our supposition on G is not true and so G = 0, u; (D) C A, and by continuity u; (D) C A.
Having constructed ® under the conditions that ®(+1) = +1 and ®(i) = i and since

Im (1+4)Tg9(¢) =0, C€m,
Im (1 —4)T29(¢) =0, (€2, (3.5)

ImTQQ(C) =0, ¢€ns,

the map uy = T>g + ® takes the arcs v;, j = 1,2, 3, to the lines containing the corresponding sides
of the triangle A. But we have proved that ui(D) C A, so the the images u1(v;), j = 1,2, 3, are
exactly the sides of A. Hence u1(bD) C bA indicating that the domain wraps one time around the
range under the considered mapping that is degu; = 1. O

Lemma 3.2.6. Area(u) = 1.

Proof. By Stokes’ formula

. n—1 . n—1 .
Area(u):/u*w:;/ dulAdﬁ1+Zdijde :;/ u1dﬁ1+Z;/ wj dwj.
D D = bD i bD

Since u1(bD) C bA, and deguy = 1, then (i/2) [,pu1 du; = Area(A) = 1. Since w; = Tlaa—ug —

Tlaa—uéj(T) + w? then Rew; = Re Tlg—%” — Re Tlaa—%’(T) + Rew” on bA. By Proposition 2.4.3 (i) if
follows that Rew; = Re w? and is constant on bA, therefore [, w;dw; = 0. Hence Area(u) =1 as
desired. O

3.3 Alternative Construction

In case the structure A is of class C', a more natural way to construct the disc in Theorem 3.2.1
is to use the contraction principle directly. However it is quite unclear how to preserve the initial
condition u(7) = (zp,wp). This point is crucial and the way 7 was constructed in the Proof of
Theorem 3.2.1 is important in order to obtain the property (%i) of Theorem 3.2.1.

Therefore instead of proposing a simpler proof of Theorem 3.2.1 under the assumption that A
is O, we suggest an alternative construction of a holomorphic disc. Instead of using the Schauder
fixed point argument to construct the disc, we will apply the contraction principle directly. Let
us emphasize that the disc that we will construct satisfies conditions (%), (i7i) and (iv) of Theorem
3.2.1. Trying to simplify the proof, the usual solution that comes to someones mind is the use of
smooth functions, i.e. functions of class C''. But the Riemann mapping ® is merely WP, and so
the C''-norm can not be applied to ® from one side and on the other side, we have no idea about
the boundedness of the operators 7T; and S; in the C'- norm. That is why one can notice that in
what follows we will be dealing with a solution in W!P-norm.
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Proof. Alternative construction. We denote by [ the first row of A and by A; the remaining n—1xn
matrix after deleting the first row.

ly

Ay

Next, we introduce the map
L:Wh(D,C") — W?(D,C")
defined by
L(u) - L(u17 w) - (Ll(u17 ’(U), L/(ulv w))
with
Ll(ul,w) = Tgll(u)mz+ P,

(3.6)
L’(ul,w) = TlAl(u)ifleAl( ) ( )+’U)

One can check that each of the components of the suggested solution satisfy the requested Cauchy-
Riemann Equation.

First of all we will check whether the suggested solution is well-defined, namely if (u1,w) €
WLP(D,C") then L(u,w) € WiP(D,C"). Knowing that (ui,w) € WHP(ID,C"?), then each of uig
and w; being the partial derivative with respect to ¢ will be in W%P(D,C") = LP(D, C"). Applying
the 75 and T} transforms on Iy (u)uiz and A; (u)wg respectively we will get that each of Thli (u)uiz
and Ty Ay (u)wg are in Wwhp(D,C").

Now, notice that a fixed point of L, is precisely a solution of (1.5). Planning to prove that
L = (L, L) is a contraction map, we will prove that Ly is a contraction map itself. The proof for
L' is similar. Let (u1,w), (u},w’) € W(D,C"), we compute:

Ly (uy,w) — Ly(uf,w') = Toly (w)urg — Tgll(u')ui’lz.
Taking norm
1L (w1, w) = Lo (uy, w')lwe = [[(Toli (w)arg — Toli (u)uiellwrs
= | ol (w)ars + Toli (w)ujz — Toli (u)uh g — Tol (v )il wrr
< Tl (ware — T (wuigllwrr + 1Tl (w)ang — Toli (u)uigllwrr
< || Toli (u) (@i = wi ) lwrw + [(Tala (u) = Tola («) )il woa

Let us try to deal with each term alone:

[ Tol (u) (@ig = i) [wrr < Ol (w) (@rg — uig)||ee
< Cllh(w)||[[arg — wigllze
< Cl|A(w)|[|[arz — wigl s
< ClA(u)|l[lur = wy|lwro.
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On the other hand,
[(T2l1(u) — ol (W) urgllwre < Cll(L(w) — b(w))urgl| e
1/p
—c( [1tw - nrimmrc)
Now, using the Mean Value Theorem, we have:

113(u) = L)) lleo < lllerflu = wlleo < [[Alleallu = oo

So,

1/p
(T3t () = sl < CllAllen ([ o= wlfulmgPac
< CllAllcrllu — ' llws.
Following the same strategy we prove that:
171 A1 (W) — T1 AL ()T [l < [[Allorlu — oy

Finally we get that:
IZ(u) = L) lwre < CllAllor flu — w'llwrs

Since the C'-norm of A is sufficiently small, this proves that L is a contraction. By theorem 4.1.2,
this gives us a unique fixed point v = (u1,w) € D and therefore a solution of (1.5).
O
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Chapter 4

Gromov’s Non-Squeezing Theorem

4.1 A Useful Lemma
Lemma 4.1.1. Let
Yv:GCRDxC'! 5 G cXp:=+TRA xC'!

be a diffeomorphism defined by ¥ (z1,7") = (f(21),2), where f is an area preserving map. Then
s a symplectomorphism, namely Y*w = w.

Proof. Write
7Z)(Zl) Z/) = (¢1($17 y1)7¢2($17y1)7$27927~’037y37 cc T, Z/n)

Let X = (X1,Y2,---X,,,Y,) and Y = (X1,Y5, - X/, Y) be two vectors in R?", we need to show

that ¥*w(X,Y) = w(X,Y), in other words, we need to show that w(Dy¥X, DYY) = w(X,Y). First
of all let us compute the Jacobian matrix for 1

T o 0v
o1 op 0 0 00
Dty = . .
0 0 1 0
00 0 1
So,
oy 0y 1 . 2
e ﬁ, X1+ N
0O 0 1 0 -0 2 X
DyX=| . 3 ) ’
0 0 1 An S
. 00 L]\ Y Yo
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and

oY1yt Oy
aTin + Tylly1

S x| + S2y]
/
Dyv = X.PQ
X7
v’
Now we compute w(DyX, DYY')
0Py 0Py Y2 .,  OYa_,
Dy X, DYY) =(—/—X Y; X Y,
w( 1/} ) 1/} ) (81’1 1+ ayl 1>(ax1 1+ ayl l)
a¢1 / a% / 81/)2 an
— X Y; X —Y]
(3961 1 o 1)(83?1 Lt o 1

4 XoVL— XbYa 4+ XY — XY,
_0U1 , O¢s 01 Oz Y/ + N1, 0o X+ Oy O y!

Oy IBTHX]/‘ * dx1 " g oy n 0z dr1 = Oy
o e i e
+ XoYy — XoYo 4 -+ X,)Y, — XY,

:gi}ingij{ + gﬁngﬁxg
e tarins

XY - XYt 4 XY — XY,
01 O Oy Do /
_ _ XY,
Ory Oy1 Oy 3331) t
4 (8w1 Op Oy Oy
Oy Oxy Oz Oy

F XV — XY+ XY — XY,

Y1 X1

But since f is area preserving map then

Oy Dy Oy By

ox1 Oy1 Oy Oxy

Oy by Opy Dby )
Jy1 Oxy Oz Oy

and thus
w(DYX, DYY) = X1Y] + V1 X + XoYy — X5V, + -+ XY — XY,

On the other hand, w(X,Y) = X1Y] + V1 X| + XoVy — X0V, + -+ X Y] — XY, And therefore,

the required result is attained.
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4.2 Gromov’s Non-Squeezing Theorem

We denote by B™ the unit ball in C™.

Theorem 4.2.1. Gromov’s Non-Squeezing Theorem Let r, R be two positive real number, let
G C RD x C" ! be a domain. Let ¢ : rB™ — G be a symplectomorphism for w, then r < R.

Proof. We define a diffeomorphism
Yv:GCRDxC'!' 5 G cXp:=TRA xC" !

by ¥(z1,2") = (f(21),2’), where f is an area preserving map. Due to Lemma 4.1.1, the map ¢ is a
symplectomorphism. Therefore the proof is reduced to considering G C Xp.
Since ¢*w = w then the almost complex structure J := d¢ o Jg o d¢~! is tamed by w, namely

WX, JX)=w(X,dpoJyodp 'X)=w(dp X, Jgodp tX) >0,

since Jy; is w-tamed. Then the complex matrix A of .J satisfies [|A(z)|| < 1 for z € G by Lemma
1.4.4.
Now consider a smooth cut-off function x with support in G

1 on ¢((r— E)En),
X =
0 on X\ G,

and define a new matrix A by A := yA. Since J is continuous on G, so is A and therefore there
exists a constant a < 1 such that ||A(u)| < a. By theorem 3.2.1, there exists a solution u of (1.5)
such that ¢(0) € u(D), u(bD) C bX g and Area(u) = TR

The curve C = ¢~ (u(D)) N (r — €)B" is a closed Jg-complex curve in (r — €)B™. More precisely
¢~ ow is a (standard) holomorphic disc. Indeed, since

duoi:J(u)odu:d¢OJStOd¢_1Odu

we have

dp~toduoi=Jyodp ' odu.

Moreover 0 € C' and Area(C) < 7R2. On the other hand, by a classical result of P. Lelong (see [4]
for instance), we have Area(X) > m(r — €)%, Since € is arbitrary 7R? > 7r? and finally, r < R as
desired. O

4.3 Analogy with Heisenberg Uncertainty Principle

In this thesis, we have introduced and proved Gromov’s non-squeezing theorem. Hereby we give
a small glance of the importance of this theorem. One of its important consequences lies in its
application in Quantum Physics in particular Heisenberg Uncertainty Principle introduced in 1927,
by the German physicist Werner Heisenberg stating that

1—

AP;AXj > =h,

O |
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where h is the Planck’s constant, X; is the position of the particle and P; is its corresponding
momentum. In other words, the Heisenberg Uncertainty Principle states that the precision in
determining the position and the momentum of a certain particle are inversely proportional. After
Gromov’s non-squeezing theorem, the Uncertainty Principles and the classical and quantum physics
in particular became easier to understand using classical physical settings. The non-Squeezing
Theorem permitted the derivation of Heisenberg uncertainty principle in a way resembling the
Schrédinger uncertainty principle.

32



Bibliography

[1] S. N. Antoncev, V. N. Monakhov The Riemann-Hilbert boundary value problem with discontin-
uous boundary conditions for quasilinear elliptic systems of equations, Sov. Math. Dokl. 8 (1967),
868-870.

[2] M. Audin and J. Lafontaine (Eds.), Holomorphic curves in symplectic geometry, Birkhauser,
Progress in Mathematics, V. 117 (1994).

[3] S. Banach, Sur les opérations dans les ensembles abstraits et leur application aux équations
intégrales, Fund. Math. 3 (1922), 133-181.

[4] E. M. Chirka, Complex analytic sets, Kluwer, 1989.
[5] J.-P. Demailly, Complex Analytic and Differential Geometry.

[6] M. Gromov, Pseudoholomorphic curves in symplectic manifolds, Invent. Math. 82 (1985), 307-
347.

[7] S. Ivashkovich, J.-P. Rosay Schwarz-type lemmas for solutions of D-inequalities and complete
hyperbolicity of almost complex manifolds, Ann. Inst. Fourier 54 (2004), 2387-2435.

[8] D. McDuff, D. Salamon , Introduction to symplectic topology, Oxford Mathematical Mono-
graphs. Oxford Science Publications. The Clarendon Press, Oxford University Press, New York,
1995. viii4+-425 pp.

[9] V. N. Monakhov Boundary problems with free boundary for elliptic systems of equations, Trans-
lations of Mathematical Monographs, 57, Amer. Math. Soc., Providence,1983, 522 pp.

[10] A. Newlander, L. Nirenberg Complex analytic coordinates in almost complex manifolds, Ann.
Math. 65 (1957), 391-404.

[11] A. Nijenhuis, W. Woolf Some integration problems in almost-complex and complex manifolds,
Ann. Math. 77 (1963), 429-484.

[12] W. Rudin, Functional analysis, Second edition. International Series in Pure and Applied Math-
ematics. McGraw-Hill, Inc., New York, 1991. xviii+424 pp.

[13] A. Sukhov, A. Tumanov, Gromov’s non-squeezing theorem and Beltrami type equation, Comm.
Partial Differential Equations 39 (2014) 1898-1905.

33



[14] E. M. Stein, R. Shakarchi, Complex analysis, Princeton Lectures in Analysis, II. Princeton
University Press, Princeton, NJ, 2003. xviii+379 pp.

[15] N. Vekua, Generalized analytic functions, Moscow, 1959; English translation: Pergamon Press,
London, 1962.

34



