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An Abstract of the Thesis of

Mariam Mohamad Fawaz for Master of Engineering
Major: Mechanical Engineering

Title: Evaporation Kinetics of Secondary Organic Aerosols

The discrepancy between measured and modeled concentrations of secondary
organic aerosols (SOA) in the atmosphere is triggering studies to challenge the
adopted theories of partitioning between the gas and the condensed phase of
aerosols. Absorptive partitioning theory, a traditionally adopted model for SOA
concentration estimation, predicts rapid reversible partitioning of particles in the
atmosphere due to evaporation; however reports have been emerging on the lim-
itations of the applicability of this theory, citing low evaporation coefficients due
to the amorphous state of SOA. In our approach we studied the evaporation
kinetics of SOA produced from the photochemical oxidation of gasoline engine
emissions. We evaluated the equilibration time and calculated the evaporation
coefficient using thermodynamic data calculated in our experiments rather than
using previously published data. SOA particles were produced in a flow reactor
and isothermally diluted in a smog chamber; the particles were allowed to evap-
orate for a period of time starting at atmospherically relevant concentrations.
In the evaporation model, we used mass transfer equations to describe diffusion
of molecules between the surface and the interface at the transition flow regime
using the Fuch-Sutugin factor. We also accounted for losses due to particle de-
position on the walls of the smog chamber. To fit the recorded results from
the chamber experiment, we represented the size distribution of SOA using the
concept of the condensation sink diameter. Based on the experiment results we
were able to observe equilibrium nearly after an hour, and calculated an aver-
age value of the evaporation coefficient of 0.06. We can report that SOA from
anthropogenic sources did not exhibit hindered evaporation rates and reached
equilibrium within the timescales of the experiment.
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Chapter 1

Introduction

Air pollution, represented by an increasing concentration of fine par-

ticulates in the atmosphere, is highly related to an increasing mortality rate,

mainly due to cardiopulmonary diseases [1]. Fine particulate matter in the at-

mosphere are the particles that have a diameter of 2.5µm or smaller denoted

by PM2.5; these could be emitted directly to the atmosphere or formed from

gas precursors in reactions in the atmosphere [2]. Organic aerosols belonging

to PM2.5 constitute 30%-80% of the particles in the troposphere [3]. Owing to

their hydrophilic nature, organic aerosol present in the upper troposphere act

as cloud condensation nuclei [4]. These organic aerosols fall into two subcat-

egories: (1) particles that are formed from the condensation of gas phase oxi-

dation products to the particle phase referred to as secondary organic aerosols

(SOA) (2) are the vapors that condense to particle phase in the atmosphere

referred to as primary organic aerosols (POA) [5].

Transport and formation models [5, 6, 7, 8, 9] attempt to predict the

concentration of organic aerosols in the atmosphere. The model results are then

used for predicting the effect of organic aerosol concentrations on the climate
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and human health. This necessitates a full knowledge of the dynamics of par-

ticle condensation and evaporation during formation and throughout the life of

the particle in the troposphere.

Traditional models predict SOA concentrations according to the equi-

librium partitioning between the condensed phase coexisting with its gas phase.

These have assumed rapid reversible equilibrium partitioning from the gas

phase to the condensed phase and from the condensed phase to the gas phase;

partitioning is then driven by the concentration gradient. The models account

for thermodynamics and mass transfer resistance at the interface between the

particle surface and the gas surrounding it. Despite the numerous studies, SOA

partitioning is still poorly understood and underpredicted.

1.1 SOA Absorptive Partitioning Theory

The partitioning models study the condensation of gas phase oxida-

tion products onto existing particles to understand the formation and growth

of SOA; the model also studies the reversibility of the partitioning by exam-

ining the evaporation of particles at a perturbed state. Absorptive equilib-

rium partitioning introduced by Pankow [10, 11] is a widely used method for

modeling SOA partitioning in the atmosphere [12, 13, 14, 15, 16, 17, 18]. In

this model, SOA particle growth occurs when gas phase oxidation products

condense onto existing seeds by absorption such as ammonium sulfate [19].

Growth was thought to advance until the concentration of the surrounding gas

decreases, by condensation into particle, to reach the saturation concentration

of the particle hence the system of the particle and gas reaches equilibrium [20].

However, absorptive partitioning theory extended the growth of the particle at
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gas concentrations below the saturation concentration. The basic assumption

to the applicability of the absorptive partitioning theory is that the particles

are well-mixed sub-cooled particles.

Later work by Odum et al. [21] applied the absorptive partitioning the-

ory to model SOA formation. SOA formation was represented by the formation

of two products, a semivolatile and a nonvolatile product, to act as a surrogate

of the tens of products formed from the oxidation of the reactive organic gas.

Since the two-product model was able to fit the previous experimental work re-

ported in literature on the yield of SOA [22], the parametrization of SOA prod-

uct formation was further developed to include four and seven surrogate prod-

ucts with different saturation pressures ranging from non-volatile, semi-volatile,

and to intermediate-volatile product [23, 24, 18, 25]. These studies distinguish

between products of SOA according to the conditions of formation including

the parent reactive gas, irradiation exposure, temperature, and relative humid-

ity. The division of condensed phase products according to their volatilities

then led way to the introduction of the volatility basis set of SOA [26, 27, 28]

that predicts the division of products according to their saturation concentra-

tions after aging, dilution, cooling and heating.

1.2 Limitations of Absorptive Partitioning

Amid the wide acceptance of the absorptive partitioning theory, recent

evaporation experiments [29, 30, 31] have been reported not to follow rapid re-

versible partitioning as dictated by the absorptive partitioning theory. They

also claim that the traditionally considered near unity evaporation coefficient

of SOA particles, is unrealistic [29, 30, 32]. They attribute the reasons of this
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departure from the theory to evidence that SOA particles are not well repre-

sented by the assumptions of being well-mixed and subcooled. Instead, par-

ticles exist in an amorphous solid state with low rates of intra-particle mass

transfer [33, 34, 35] or that particles are viscous due to the formation of low

volatility oligomers in the particle, making bulk diffusion the rate limiting step

rather than surface mass transfer. Thus, particles responding to changes in the

atmosphere require long times to reach equilibrium.

Oligomerization in particles have been reported to occur after forma-

tion at different timescales [36, 37, 38, 39] Perraud et al. [40] observed the for-

mation of oligomers in α-pinene oxidized SOA due to the impinging vapors re-

acting at the surface. Under enough residence time, oligomers and unreacted

vapors are then burried in the bulk of the particle. Particles formed are low

volatility viscous particles that do not represent particles studied in the absorp-

tive partitioning theory, and thus the partitioning theory does not hold.

The second challenge was the mixing state of SOA, different approaches

have attempted to model and evaluate the mixing behavior between different

components leading to the fomation of SOA particles. The premise was that

particle mixing reflects the rates of evaporation and the ability to use the ab-

sorptive partitioning theory. Determining the state of mixing of the particle

provides a clue on whether intrinsic kinetic limitations or thermodynamic lim-

itations govern the particle evaporation rate and thus the applicability of the

absorptive partitioning theory. Hildebrandt et al. [41] evaluated the mixing of

α-pinene seeded toluene oxidation products and toluene seeded α-pinene oxi-

dation products. They tested the yields of toluene and α-pinene experiments

according to aerosol mass yield results; the data of toluene and α-pinene oxi-

dized SOA was found to be consistent with pseudoideal mixing, confirming the
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assumption of the absorptive partitioning theory. Robinson et al. [42] produced

SOA from α-pinene and toluene; toluene was seeded on α-pinene where both

were produced separately. Significant mass from the toluene was mixed into

the α-pinene SOA seed. In contrast to these findings [41, 42], the results of α-

pinene oxidized SOA coated toluene oxidized SOA particles showed that the

mixing of a particle cannot be determined simply by a well-mixed, pseudoideal,

or core and shell. Instead particle composition according to the reacting species

and atmospheric conditions dictate the degree of mixing and evaporation of the

particle [43].

The third challenged assumption in the absorptive partitioning the-

ory is that SOA exists in an amorphous solid state rather than a liquid-like

state in the atmosphere. The crystalline state of SOA particles depends on

their hygroscopic characteristics and the formation temperatures in the atmo-

sphere [35]. Hence, adapting the absorptive partitioning model to the physical

state of SOA, by using a correct vapor pressure corresponding to the specific

particles being studied, will match the observed long equilibration times with

the results of the model.

1.3 Previous Work

Laboratory chambers, usually referred to as smog chambers, are Teflon-

made flexible bags that vary in size (3m3 - 90m3), used for the close study of

physical and chemical interactions of particles. The advantage of using cham-

bers for studying evaporation of particles is that they provide long experimen-

tal timescales and allow performing experiments at atmospherically relevant

concentrations. Chamber studies are utilized to report the behavior of SOA
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upon the introduction of a temperature or concentration step change. Temper-

ature step changes are a sudden temperature change or a ramp in temperature

through the experiment while concentration step changes are performed by di-

luting the smog chamber to cause a sudden decrease in particle concentration.

In the following, we discuss the main findings.

Grieshop et al. [44] studied the reversibility of gas particle partitioning

by isothermal dilution of fresh produced SOA from α-pinene in a 10m3 teflon

chamber. During the experiment, 60% of that mass were lost during dilution.

Then 40% of the remaining mass was lost in 2.5 hours during evaporation of

the SOA particles till it reached equilibrium. According to the equilibrium

time, the evaporation coefficient (defined in Chapter 2) was suggested to lie

in the range of [0.01 0.001]. They compared the partitioning of SOA between

the particle and gas phase at equilibrium with traditional SOA yield data of

partitioning between phases after formation, and found the data to be in agree-

ment thus showing that the partitioning of SOA is reversible. However, they

attributed slow evaporation rates to oligomer formation immediately after for-

mation. Adapting a saturation concentration from Odum et al. [21], the au-

thors were able to calculate the evaporation coefficient and determine that SOA

partitioning is reversible. However, the model solved used the saturation con-

centration of a freshly-produced SOA which does not represent the SOA in the

smog chamber during the period of the experiment.

Vaden et al. [29] induced the evaporation of SOA produced from the

ozonolysis of α-pinene by continuously denuding VOC from the chamber by

adding activated carbon to the chamber. After 100 minute SOA particles lost

50% of its volume and then 25% of its remaining volume in 1400 minutes. To

model the results, the approach employed a seven-product volatility basis set
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developed to fit the formation of SOA from α-pinene [24]. Vaden et al. iterated

the model for a large range of evaporation coefficient,reaching very low values,

still the model could not find a value of the evaporation coefficient to fit the

experimental results. They attribute the low evaporation rates and the devia-

tion from the theory of rapid reversible partitioning to evidence that the SOA

formed has an amorphous state which decreases the diffusion of molecules to

the surface of the particle. However, at such large timescales the low evapora-

tion rates could be due to the formation of oligomers, rather than SOA being

produced in an amorphous state, during the experiment. Using a volatility ba-

sis set that is based on aged SOA would have allowed the model to find a value

of the evaporation coefficient to fit the experimental results. Therefore, instead

of having bulk diffusion limitations, the thermodynamic limitations might be

the cause of the low evaporation rates.

Saleh et al. [45] attempted to decouple the thermodynamics from the

partitioning kinetics of freshly produced α-pinene oxidized SOA by introduc-

ing a temperature step change to the system. The approach introduced a small

step change to the system allowing the system to reach equilibrium rapidly af-

ter the step change. Using the condensation sink diameter instead of the mass

concentration, the particles reached equilibrium when the condensation sink

diameter decrease seized after an hour. They calculated the evaporation coef-

ficient to be 0.15 using a volatility distribution derived from their high loading

experiments, and accounting for the contribution of vapor by the wall bound

particles. The authors concluded that the equilibration time scales recorded, in

the range of tens of minutes, for low loading experiments shows that there is no

mass transfer resistance.
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1.4 Objective

Current investigations are estimating equilibrium timescales and cal-

cualting the evaporation coefficient as a method of evaluating the applicability

of the absorptive partitioning theory [44, 30, 29]. These approaches are assum-

ing saturation concentrations to model their results from reported literature

in data that are not well representing the physical state of SOA being tested.

Grieshop et al. [44] reported the rapid formation of oligomer for SOA particles

in the study, however the evaporation coefficient calculated was based on a va-

por pressure derived from Odum’s [21] yield data.

In this study, we develop an experimental approach for measuring SOA

evaporation and equilibrium time, produced from oxidized gasoline engine ex-

haust, in a smog chamber. We chose the gasoline engine exhaust as a true con-

tributor for SOA precursors in the atmosphere. We then model SOA evapora-

tion data using mass transfer equations between the surface of a particle and

its surrounding, a system not yet studied in literature, using thermodynamic

properties calculated from existing techniques instead of assuming values from

literature. This model permits us to observe the equilibration time of SOA in

the atmosphere and calculate the evaporation coefficient correctly. We can then

conclude with confidence whether SOA can attain phase equilibrium in short

time scales or whether certain factors, such as mass transfer limitations, hinder

or prevent SOA from reaching equilibrium.
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Chapter 2

Theory

In our experiments we measure the evaporation of polydisperse SOA in

a smog chamber and then model the results to be limited by diffusion from the

surface to interface. The model will verify the timescale attained experimen-

tally as well as calculate the evaporation coefficient.

2.1 Evaporation of an Unbounded Aerosol

In the following development of the model we use an adjusted form

of Fick’s first law of diffusion to fit the experimental results. We first consider

the model to solve single particle evaporation in space and then we develop it

further to solve for polydispersed aerosol evaporation in an enclosure. Particle

evaporation is assumed to be slow evaporation, which involves low concentra-

tions of the diffusing species into the surrounding [46]. Figure 2.1 shows the

evaporation process of a particle in a surrounding gas. Particles evaporate to

reach a phase equilibrium in a gaseous medium when the surrounding gas con-

centration reaches the saturation concentration of the particle.
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Condensation

Evaporation

r

Cg Csat

Figure 2.1: The evaporation of a stagnant particle in a surrounding gas. Cg is
the gas phase concentration away from the particle, Csat is the vapor saturation
ratio, and r is the radius of the particle.

At slow evaporation rates of particles, the interficial velocities are small

and the particles are assumed to be inertia free. Thus, the only mass trans-

fer mode is that of diffusion. The temperature between the particles and the

surrounding are not too large when the particle is at a temperature below the

boiling point. The partial pressure of vapor is small and the physical parame-

ters of the gas such as density and diffusivity are constant [46]. The molar flux

of a species through stagnant air can be described by Fick’s first law of diffu-

sion in dilute conditions according to Equation 2.1.

JA,r = −DSOA,Air
dr

dC
(2.1)

where JA,r is the molar flux of SOA at any radius, DSOA,Air is the diffusion co-

efficient of SOA in air, r is the particle radius, and C is the concentration of

SOA in the particle phase. The Maxwellian flux equation derived from Equa-

tion 2.1 that describes the diffusion as a function of concentration at the sur-

face and away of the particle is given in Equation 2.2 [47].
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dC

dt
= 2πrDSOA,Air(Cg − Csat) (2.2)

In Equation 2.2 Csat is the saturation concentration of SOA vapor at the parti-

cle surface and Cg is the concentration of SOA vapor far from the particle sur-

face. To describe the change in particle size, Equation 2.3 can be used instead

of concentration change in Equation 2.2.

dr

dt
= 2πrDSOA,Air(Cg − Csat) (2.3)

Equation 2.4 solves the change in particle diameter (d(dp,i)).

d(dp,i)

dt
=

−4DSOA,Air(Csat − Cg)

ρdp,i
(2.4)

Equations 2.2 and 2.4 solve evaporation that occurs in the continuum regime as

described by the Maxwell Equation for mass diffusion. The transport regime,

whether continuum, transition, or free molecular regime, is defined by the ra-

tio of the mean free path (λ) of a molecule and the diameter (d) of the particle

which is Knudsen number (Kn = 2λ
d

). The application of the transition flow

regime is dictated by the knudsen number range 0.1 6 Kn 6 10. The mean

free path (λ) of the particle is defined as the ratio between the diffusion coeffi-

cient of the molecules in the gas phase (D) and the mean molecular speed (c̄) is

defined as follows:

c̄ =

√
8RT

πM
(2.5)

λ =
3D

c̄
(2.6)

Where M is the molecular weight of SOA, R is the ideal gas constant, and T is
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the temperature of the system. SOA, when produced, has a size range of par-

ticle diameters between 30nm and 500nm in its population distribution, the

range of knudsen numbers for the polydisperse distribution is between 0.28 and

4.67. Thus the mass transfer is solved in the transition regime.

In the transition regime, the molecule has to travel long distances to

collide with a particle after which it either reflects or impinges on the surface

of the particle [46]. A correction factor is introduced to the Maxwell diffusion

equation to interpolate the results between the continuum regime and the free

molecular regime. In this regime the flow of particles to the surface is governed

by both gas phase diffusion far from the particle and surface kinetics at the

surface of the particle described by the interpolation factor. Fuchs and Sutu-

gin [48] formulated Equation 2.7 as the interpolation factor Cm. The evapo-

ration coefficient accounts for the surface kinetics and the gas phase diffusion

coefficient for the diffusion far from the particle. Lower evaporation coefficients

than unity are due to retardation of evaporation in the transition regime due

to intermolecular collisions at the interface during the desorption of a molecule.

Molecules emitted from the surface may collide with a vapor molecule and re-

flect back to the particle, molecules may collide with a vapor molecule and re-

emitted to the surrounding gas phase[49], Figure 2.2 illustrates the interactions

occurring at the surface of the particle.

Cm =
1 +Kn

1 + ( 4
3α

+ 0.377)Kn+ 4
3α
Kn2

(2.7)

Thus, Equations 2.2 and 2.4 become:

dC

dt
= 2πdp,iDSOA,AirCm,i(Cg − Csat) (2.8)
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d(dp,i)

dt
=

4πDSOA,AirCm,i
ρpdp,i

(Cg − Csat) (2.9)

where ρ is the particle density and α is the evaporation coefficient. The evapo-

ration coefficient is empiracally calculated through comparing predicted evapo-

ration rates and the observed evaporation rates. The evaporation coefficient is

equal to the accommodation coefficient which was first introduced by Maxwell [50]

in his study of particle condensation, it is defined as the probability of a molecule

colliding with a surface that will impinge on the surface instead of reflecting

back to the surrounding.

Reflection of 

Molecule after 

collision

Emission of 

Molecules

Release of 

Molecule

Solid/Liquid 

Phase

Vapor Phase

Condensation of 

Vapor Molecule

Re-emittance of 

molecules after 

collusion

Interface

Figure 2.2: The interactions of the molecules occuring at the interface of a par-
ticle, molecules may collide with other molecules or released immediately to the
surrounding gas.
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2.2 Particle Evaporation in an Enclosure

This section moves the model from a single SOA particle evaporating

in gas to a parcel of SOA particles in a smog chamber. SOA particles evaporat-

ing in a smog chamber include additional physical interactions than what was

discussed above. In the chamber, particles and vapors partition to the walls,

and those species contribute to the equilibrium between the SOA particles and

the vapor phase. In this current study, volatile organic compounds adosprtion

to the walls is neglected. Figure 2.3 illustrates the interaction of polydisperse

SOA particles in the smog chamber.

 wall deposition

deposited particle evaporation

particle evaporation

Smog Chamber

Figure 2.3: Particle interaction in the smog chamber. The considered interac-
tions are deposition of the particles on the chamber walls, the evaporation of
particles to reach equilibrium and the evaporation of deposited particles on the
walls
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Moving away from Equations 2.8 and 2.9 of particles evaporating in an

infinite space, the evaporation of particles in a chamber requires accounting for

the contribution of all sources of gas phase molecules. The mass balance for gas

phase molecules in the differential form for a closed system chamber is shown

in Equation 2.10.

dCg
dt

=
[dCg
dt

]
sus

+
[dCg
dt

]
deps

(2.10)

The rate of evaporation of particles, and thus the increase in gas phase concen-

tration, either deposited on the walls or suspended in the enclosure is solved

using Equation 2.8. However, deposited particles will not evaporate at the

same rate as other particles. Thus a factor ω is introduced to the rate of evapo-

ration of particles deposited to the walls. Equations 2.11 and 2.12 are the rates

of evaporation.

[dCg
dt

]
sus

= −2πdp,iDCmNsus,i,t(Csat − Cg) (2.11)

[dCg
dt

]
deps

= −2πdp,iDCm(ω.Nwall,i,t)(Csat − Cg) (2.12)

where Nwall,i,t is the number concentration of particles that are lost to the cham-

ber walls for a specific diameter i at any time t and Nsus,i,t is the number con-

centration of particles that are suspended in the enclosure for a specific diame-

ter i at any time t in a distribution spanning n diameters. In addition to Equa-

tion 2.10 the diameter change equation will be solved simultaneously. Equa-

tion 2.13 is the expanded mass balance equation for concentration change.

dCg
dt

= −2πD
n∑
i=1

dp,iCm(Csat − Cg)
(
Nsus,i,t + ω.Nwall,i,t

)
(2.13)

The number for suspended and lost concentrations can be calculated according
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to equations 2.14 and 2.15, derivation of this Equation can be found in [51]:

Nwall,i,t = Nsus,i,o −Nsus,i,oexp(−βit) (2.14)

Ntotal,i,t = Nsus,i,t +Nwall,i,t (2.15)

where Ntotal,i,t is the total suspended number concentration of particles of a

specific particle diameter at any time t, Nsus,i,o is the initial number concentra-

tion in the enclosure, and βi is the deposition coefficient specific to each parti-

cle diameter. The total number concentration of SOA suspended or deposited

particles can be calculated as Nj,total =
∑

iNj,i.

Similar to other model approaches [52, 53, 45, 54], condensation sink

diameter is used to understand the change in particle sizes. Condensation sink

diameter (dcs) is a concept introduced by Lehtinen et al. [55] to assign a di-

ameter of a monodisperse aerosol with the same net evaporation rate as the

polydisperse aerosol when the number concentration is equal.

The condensation sink is CS = 2πDSOA,Air

∑
Cmdp,iNi and the con-

densation sink diameter for a certain number distribution is:

dcs =
(∑n

i=1Nid
a
p,i∑n

i=1Ni

) 1
a

(2.16)

Where a is a size-dependent value for the growth exponent approaching 2 for

small particles in the free-molecular regime. The condensation sink of each par-

ticle number concentration are given in Equations 2.17 and 2.18.

CSwall = 2πDdcs

n∑
i=1

Cmi,tNwall,i,t (2.17)
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CSsus = 2πDdcs

n∑
i=1

Cmi,tNsus,i,t (2.18)

The condensation sink of the particles has a unit of (s−1) provides a measure

of the rate of evaporation of suspended particles and the rate of evaporation of

deposited particles separately.

Finally, the equations predicting the gas phase concentration (Equa-

tion 2.20) and the change particle condensation sink diameter (Equation 2.19))

are given below:

d(dcs)

dt
=

−4DCm
ρpdcs

(Csat − Cg) (2.19)

dCg
dt

= (CSsus + ωCSwall)(Csat − Cg) (2.20)

2.3 Equilibrium Approach

The approach we use in the experimental procedure is an equilibrium

perturbation approach, resembling the approach of Saleh et al. [45]. Satura-

tion ratio (SR) of the parcel of SOA in an enclosure is ratio between the gas

phase concentration in the enclosure at any point in times and the saturation

concentration of the particles. Evaporation of the particles is induced by de-

creasing the gas phase concentration and thus changing the saturation concen-

tration, from its equilibrium at a saturation ratio of 1 as shown in figure 2.4.

We transfer SOA particles formed in the reactor at steady state having SR = 1

to a larger volume vessel with pure air; the approach we use in the experiment,

however, differs from that of et al. [45] in the method of perturbation. The per-

turbation method used in the previous study uses SOA from a biogenic precur-

sor and perturbs equilibrium by a thermal step change, while in our study we
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use an isothermal dilution step change in the chamber for SOA produced from

anthropogenic SOA. The chamber acting as a batch vessel has no SOA prior to

filling, ensured by continuous flushing for 36 hours. Equilibrium of particles in

the reactor is perturbed and the saturation ratio decreases to a value less than

1. Particles in the chamber evaporate to increase the gas phase concentration

and regaining equilibrium when the gas phase concentration is equal to the sat-

uration concentration of the particles.

1
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Time

Evaporation Equilibrium

P
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n

Figure 2.4: Change in saturation ratio throughout the experiment, from PAM
to the smog chamber

The evaporation rate and the journey of particles to equilibrium al-

lows us to follow the equilibrium trend and calculate the evaporation coeffi-

cient. However while particles regain equilibrium in the chamber by evaporat-

ing, particles are also depositing to the walls of the chamber changing the size

distribution of the aerosols in the chamber. As mentioned in Chapter 2, we use
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the condensation sink diameter equilibrium profile for fitting the results. The

equilibrium profile is then corrected for wall loss deposition; the corrected equi-

librium profile of particles travelling from an SR < 1 to SR = 1 is then fitted

to the results of the evaporation equations to calculate the optimum value of

the evaporation coefficient to minimize the fit error.
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Chapter 3

Materials and Methods

This section describes the experimental setup, the experimental procedure to

collect data results and the code of the evaporation model to find an optimum

evaporation coefficient to minimize the error of the experimental results fit.

3.1 Experimental Setup

In our experimental approach we produce SOA through a photochemi-

cal oxidation reaction from diluted gasoline engine exhaust in a continuous flow

reactor. We then dilute the oxidized products by transferring the particles to a

smog chamber and observe the partitioning of SOA, a schematic of the process

is shown in Figure 3.1.

The gasoline engine is a single cylinder unit supplying a maximum

power of 1 kVA. A rotating disk diluter (Matter Engineering, Model MD19-

3E) dilutes the exhuast. Unlike other approaches that utilize the smog chamber

for both producing SOA and observing the desired SOA behavior [56, 22, 23,

57, 58, 59], we adopt the potential aerosol mass (PAM) method introduced by
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Figure 3.1: Process flow diagram. The PAM is the potential aerosol mass reac-
tor, the CPC is the condensation particle counter, the DMA is the differential
mobility analyzer and E is the gasoline engine

Kang et al. [60] to use a simple continuously stirred flow reactor to produce

SOA in short residence times. Hereafter the SOA production reactor is named

the PAM chamber, made of stainless steel of a 64 L volume. We produce SOA

in the PAM chamber and not in the smog chamber because of its ease of con-

trol and short residence times.

In the PAM chamber, a UV mercury lamp (BHK Inc) and a fan are

installed to initiate the radicalization of OH molecules and ensure well-mixed

conditions respectively. The light wavelengths emitted by the UV lamp are 185

nm and 254 nm. The 185 nm wavelength produces ozone and 254 nm wave-

length produces hydroxyl radicals [7].
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The smog chamber is a 4.9m3 (1.7 m side length) cubic bag made of 5

mil perfluoroalkoxy alkane (PFA) manufactured by Welch fluorocarbon. The

chamber is equipped with eight (1
4

′′
) and two (1′′) Kenyar fittings for input and

output ports and an (8′′) slit. To avoid particle stratification, the smog cham-

ber has a fan resting on the middle of its bottom surface to ensure well mixed

conditions. The smog chamber is hereafter called the chamber. The fan inside

the chamber was coated with Teflon tape to minimize adsorption to the sur-

faces. Temperature and humidity are measured and logged continuously by a

temperature and humidity probe (Vaisala, Model HMP60) suspended from an

outlet port close to the wall of the chamber.

Throughout the production in the PAM chamber and evaporation

in the chamber the mass, number, diameter, surface and volume distribution

and total concentrations are measured continuously using two scanning mobil-

ity particle sizer (SMPS) having a differential mobility analyzer (DMA, TSI,

Model 3081) and a condensation particle counter (CPC, TSI, Model 3772). The

sheath flow to aerosol flow is 4:1 and the voltage spans a range of 42V - 9470V

to measure a diameter range of 25nm till 514nm.

3.2 Experimental Procedure

We operate the gasoline engine at zero load, filled with unleaded oc-

tane grade 98 gasoline purchased from local gas stations. The engine’s exhaust

is transferred through a heated line at 120◦C to the rotating disk diluter where

the exhaust is diluted 3000 times (maximum potentiometric setting in the di-

luter) with activated carbon filtered HEPA filtered air. The output of the di-

luter is a 5 L/min mixture of exhaust diluted with filtered air comprising the
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precursor line to the continuously stirred reactor.

The precursor line is further diluted in the PAM chamber by a 30 L/min

activated carbon filtered HEPA filtered air. The airflow inside the chamber acts

as a diluent to the SOA concentrations at steady state, thus governing the con-

centration produced by the PAM chamber by the air flowrate. We start oxida-

tion by turning on the UV lamp. When the exhaust oxidation reaction reaches

steady state as observed by stagnation in the mass concentration of the aerosol

particles measured by the SMPS, the outlet flow of the PAM chamber is con-

nected to the smog chamber. This step serves as an isothermal dilution step,

where SOA is transferred from high concentrations saturated conditions to a

5m3 volume filled with filtered air.

The chamber is designed to operate as a batch to observe the decay in

particle mass concentration due to evaporation of SOA over a period of time

using one SMPS. We fill the chamber with the freshly produced SOA from

the PAM chamber, while continuously observing the concentration to stop fill-

ing the chamber at the desired number or mass concentration. When SOA is

transferred from the PAM chamber, high SOA concentration medium, to the

chamber, low SOA concentration medium, evaporation is induced. In this ex-

periment, the concentration set point is approximately 10µg/m3. Our start-

ing mass concentration is compatible with other smog chamber experiments

with low particle loading, where the mass concentration is kept at a low value

(≤10µg/m3) [45]. In addition to that, the number concentration is kept at low

values (≤20000#/cm3) to avoid coagulation [61, 51, 28]. The experiment pro-

ceeds by continuously measuring the particle decay for several hours.

Before each experiment, we continuously flush the chamber with 30L/min

of activated carbon filtered HEPA filtered air for more than 36 hours for two
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purposes. This is done, to remove residual suspended particles from the cur-

rent experiment and to force deposited particles on the walls of the chamber

to evaporate by continuously perturbing its equilibrium with the surround-

ing. At the onset of each new experiment, the mass concentration is less than

0.009µg/m3 and the number concentration is less than 10 #/cm3.Temperature

in the chamber is not controlled and instead is governed by the ambient con-

ditions of the lab where the chamber is suspended in. Temperature variability

between experiments on different days is less than one degree Celsius.

3.3 Experimental Conditions

We have performed four experiments to calculate the evaporation co-

efficient. Table 3.1 shows the following experimental variables at each experi-

mental run: the average production concentration of SOA (CPAM), the filling

flowrate from the PAM chamber to the chamber (Ffilling), the time required to

fill the chamber (Tfilling), the volume of gas (Vfilled) added to the smog cham-

ber initially filled with pure air at 5m3 to constitute a step change, and the

dilution ratio (DR). The dilution step change occurs when transferring SOA

from the PAM chamber to the smog chamber as discussed in section 2.3, the

SOA concentration in the smog chamber initially are listed in table 3.2. Based

on that, the dilution ratio is calculated as the ratio between the SOA concen-

tration in the PAM chamber and the smog chamber and the dilution time step

is the required time to transfer SOA from the PAM chamber to the fill the

smog chamber (Tfilling). The initial conditions of SOA for the four experiments

in the chamber are listed in table 3.2. The initial conditions referred in the text

are those of the conditions in the chamber after filling at the onset of particle
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decay at T0 as shown in figure 2.4.

Table 3.1: The initial conditions of the four SOA evaporation experiments

Experiment CPAM
(µg/m3)

Tfilling
(min)

Ffilling
(LPM)

Vfilled (L) DR

A 60 28 32 896 5

B 140 18 33 594 13

C 97 20 43 860 9

D 76 26 34 884 7

Table 3.2: The initial conditions of the four SOA evaporation experiments

Experiment No

(#/cm3)
Mo

(µg/m3)
Dcso (nm) Temperautre

(K)
RH (%)

A 15610 10.6 99.4 25 12

B 18800 10.1 94 22 15

C 22161 10.1 88.1 23 13

D 14861 9.6 99.07 22 12

3.4 Methods

Throughout the experiment we continuously measure the SOA pop-

ulation concentrations in the chamber. This will later allow us to study the

response of the particles after dilution. The SMPS measures the number distri-

bution of particles and then calculates the subsequent volume, mass, and sur-
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face area distributions. The size distributions are a function of the diameters of

the particles, as shown for number and volume distribution in Figure 3.2 for a

typical starting SOA distribution in the chamber. At each time step, defined as

60 seconds, the SMPS scans the continuously withdrawn samples of SOA from

the chamber and reports the concentration of the particles. The software simul-

taneously converts the number concentration over each size interval to mass,

volume, diameter and surface area. At the end of each time step the software

then calculates the total particle concentration by summing the particle con-

centration at size interval, along with other properties.
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Figure 3.2: Typical particle size distribution of SOA in the chamber after
isothermal dilution for (a) Number distribution (b) Volume distribution

The total number and volume concentrations decrease due to the two

governing processing in the chamber: (1) evaporation and (2) particle loss to

the walls of the smog chamber. Evaporation of particles shifts the number and

volume particle size distribution while it has no effect on the total number con-
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centrations. However, particle wall loss causes a shift in the size distributions

as well as decreasing the total number and volume concentrations.

We represent our number distribution with a single property to observe

its response to evaporation. As mentioned Chapter 2 we use the condensation

sink diameter as our representation property. The condensation sink diameter

is a property that allows the calculation of the evaporation rate of a monodis-

perse aerosol having the same polysiperse aerosol evaporation rate at the same

number concentration [55], which makes the use of this property over other di-

ameter representation properties desirable. As with other diameter represen-

tation, the condensation sink diameter a property dependent on changing size

distribution, and both evaporation and wall loss change the size distributions.

Figure 3.3 shows the simulated behavior of an SOA population and the calcu-

lated condensation sink diameter according to evaporation and wall loss sepa-

rately. Wall loss increases the condensation sink diameter because the smaller

diameters are disappearing from suspension while the evaporation decreases the

condensation sink diameter due to a decrease of the size of the particles.

Figure 3.4 is a plot of the typical results of a certain experiment per-

formed. The plot shows the condensation sink diameter initially decreasing due

to evaporation and when evaporation rate decreases, the mode of change shifts

to particle deposition which causes a monotonic increase towards larger diame-

ter. After confirming that in our smog chamber the wall loss rate is size depen-

dent we can then account for the particles that deposit on the walls through-

out the experiment. Through the represented property, the condensation sink

diameter, we linearly fit the increasing in the diameter and then subtract the

slope of increase from the entire data set. This simple approach to correcting

the condensation sink diameter ensures that the correction parameters share
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Figure 3.3: The simulated trend of change of the condensation sink diameter
governed by particle loss and evaporation separately

the same experimental conditions as the temperature, humidity and pressure.

Thus, removing an uncertainty factor while calculating the evaporation coeffi-

cient. Figure 3.4 plots the condensation sink diameter after correcting the mea-

sured results, showing particles decreasing due to evaporation and then reach-

ing equilibrium after a period of time.

In addition to loss of particles, particles adhering to the walls of the

chamber may contribute to the evolution of the gas phase concentration. The

nature of deposition may play a role in defining the wall-suspension partition-

ing coefficient (ω), in general particles on the walls may evaporate at the same

rate as the suspended particles, at a lower rate, or they may not evaporate at

all. Thus the factor ω is introduced to account for the contribution of lost par-

ticles to the gas phase concentration. An assumption of ω = 1, modeled as if
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Figure 3.4: The typical result of a corrected condensation sink diameter and
the uncorrected condensation sink diameter.

the chamber has no walls, corresponds to the case where the initial number of

particles is evaporating throughout the experiment. This assumption will lead

to an underestimated value of the evaporation coefficient. An assumption of

ω = 0, corresponds to the case when particles penetrate the walls and are lost

forever. This assumption will lead to an overestimated value of the evaporation

coefficient. We will address the effect of the ω on the evaporation coefficient in

Chapter 4.

3.5 Code Description

After processing the results and calculate the equilibrium profile of

SOA, we send these results to the model and calculate a fit for the results.

We use the Aerosol Research Lab (ARL) evaporation code, which was used in
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previous publications [52, 62, 63] for thermodenuder (TD) experiments. We

adapted the code to model our chamber results. The code calculates the opti-

mum evaporation coefficient based on fitting the corrected experimental results,

by simulating the evaporation of a parcel of SOA loaded initially in a smog

chamber. We solve in MATLAB the two differential equations 2.19 and 2.20

using the ODE45 solver for non-stiff systems. In addition to solving the mass

transfer differential equations, the code accounts for particle losses to the walls

of the chamber. The differential equations described in the previous section are

solved simultaneously, at each time step defined by the user.

The equations in the code solve for the evaporation of a number con-

centration of particles in which a portion of that concentration, contributing

to the increase in the gas phase concentration, are particles deposited onto the

walls of the smog chamber. This concentration is calculated by the experimen-

tally derived rate of SOA particle loss rate. By using the SOA total loss rate

we remove one uncertainty from our calculations regarding particle deposition.

The saturation concentration is an important physical parameter in the

evaporation model. However, there is no direct method to determine the satu-

ration concentration from the experimental results and we do not measure the

gas phase concentration in the chamber during the experiment. With the ab-

sence of particle losses, the saturation concentration can be calculated as the

mass transferred from the particles to the gas phase. But, particle deposition

and their contribution to the gas phase concentration impose complications

on applying a comprehensive mass balance. Thus, we use the same algorithm

used for determining the evaporation coefficient to determine the a minimum

estimate of gas concentration needed to achieve the equilibrium change in the

condensation sink diameter.
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The only uncertainty considered to be involved in reporting the change

in particle sizes arises from the 3% error from electrostatic classification of par-

ticles [64]. We avoid uncertainties reported in literature [65, 66, 67] while using

a size-dependent loss rate for account for wall deposition in the measured size

distributions, by using the linear fit of the increase in the condensation sink di-

ameter to account for loss of particles. The propagation of uncertainty in mea-

surements to the evaporation coefficient is then calculated using a sequential

perturbation method through a Monte Carlo simulation integrated in the code.

The Monte Carlo scheme simultaneously changes the number distribu-

tion by a random factor (φ) in the range of [-1 1] of its error (ux). The number

concentration in the distribution at each point in time is varied according to

equation 3.1.

Nper
i,t = Naverage

i,t + φux (3.1)

The factor φ is generally negative or positive so that the independent

variable φux is either less or greater than the average independent variable er-

ror. After perturbing each number concentration of each size range, the per-

turbed condensation sink diameter is calculated of the experimental results.

At the end, the simulation converges to the optimum evaporation coefficient

when the difference between the predicted results and experimental results is

less than a predefined error [68].

After defining the error in measurements and the saturation concen-

tration, the code calls the perturbed experimental results at each iteration to

calculate a fit between the predicted and observed results. Table 3.3 lists the

physical parameters the code receives to proceed with calculations, this will
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serve as a base case for reporting the results and we will further deviate from

this base case to explore the effects of changing the gas diffusion coefficient and

the molecular weight on the evaporation coefficient.

Table 3.3: Physical Parameters used in the evaporation model for the base case
calculations

Physical Parameter Unit Value

Molecular Weight of SOA kg/mol 0.15

Gas Diffusion Coefficient m2/sec 5.10−6

Molecular Weight of Air kg/mol 0.029

Density of SOA kg/m3 1400

The flowchart in Figure 3.5 shows the algorithm of the code employed

to calculate the best fit value of the evaporation coefficient. The code first re-

ceives the experimental results of a certain experimental run. A 100 sets of per-

turbed condensation sink diameters for the uncertainty in particle size mea-

surements are calculated based on the perturbed number distributions. The

algorithm then calculates the corresponding saturation concentration for each

perturbed set of equilibrium profile of the condensation sink diameter. When

all the conditions are calculated, we provide the code with a range of evapora-

tion coefficients [0 1] to evaluate the response of the code, the code solves the

mass transfer differential equations at each iteration of the Monte Carlo simu-

lation and value of evaporation coefficient. The number of iteration is then the

quotient of the number of Monte Carlo simulation and the length of the array

of the evaporation coefficient. Using a brute force algorithm.

At each iteration, the model solves the differential equations and com-

pares the results to the perturbed condensation sink diameter set. Using the
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brute-force search algorithm the results are recorded as the optimal value if the

difference between those two is less than an error defined by the user and the

corresponding evaporation coefficient is saved as optimum. For each perturba-

tion simulation a value of the evaporation coefficient is recorded in an array. At

the end of the user defined number of Monte Carlo simulations, the optimum

evaporation coefficient selected is the average of the array of coefficients calcu-

lated at each perturbation simulation and the standard deviation is reported as

the error propagated from the uncertainties accounted for in the code.

33



Solve the differential equations to 

calculate Cg(t) for perturbed the set at 

iteration αi 

Do experimental results 

Match simulation results

 at αi ?

START

Calculate average α and standard 

deviation

Yes

Calculate number concentration of 

deposited and suspended particles at for 

the perturbed size distribution

Solve the differential equations to 

calculate Dcs_model(t) for the perturbed 

set at iteration αi 

Compare experimental results to 

simulation results at iteration αi for the 

perturbed set

No

Perturb each size distributions of SOA by 

a random error for the uncertainty in 

measurement  

Calculate Dcs_exp(t) for each perturbed 

set

Apply wall loss correction

Calculate equilibrium gas phase 

concentration for the perturbed size 

distribution

Save αi and repeat perturbation 

simulation 

Call 

experimental results

Calculate Fuchs-Sutugin correction factor 

at iteration αi for the perturbed set 

Figure 3.5: Evaporation model code algorithm
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Chapter 4

Results

We present the results of the isothermal dilution experiment of SOA

evaporation of at atmospheric-relevant concentrations. The initial conditions

of SOA evaporation at the onset of evaporation after dilution of the four ex-

periments performed are listed in Table 3.2. Figure 4.1 shows the equilibrium

profile for the condensation sink diameter corresponding to experiments A, B,

C, and D introduced in Table 3.2.

Although we witness some scatter in the data as a function of time, we deter-

mine the equilibrium state of SOA particles when the change in the condensa-

tion sink diameter is constant, relative to the starting diameter. At that point

the saturation concentration is calculated as described in Chapter 3. The evap-

oration model calculated the evaporation coefficient based on the best fit be-

tween the observed profile and the predicted profile. Table 4.1 lists the opti-

mum value of the evaporation coefficient for experiments A, B, C, and D, the

uncertainty accompanied, and the saturation concentration at an ω of 1. The

evaporation coefficient lies within the range of [0.01 0.1]; we attribute the slight

variability in the evaporation coefficient to the uncontrolled temperature and
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Figure 4.1: The equilibration profile of the condensation sink diameter mea-
sured over time for the four experiments (a) experiment A, (b) experiment B,
(c) experiment C, (d) experiment D

36



wind flow conditions around the smog chamber.

Table 4.1: The calculated results of the evaporation coefficient, the saturation
concentration and equilibration time from the evaporation model

Exp Csat(µg/cm
3) dDcs(%) α τ

A 0.75 2.53 0.065±0.00311 11.166

B 1.01 1.96 0.065±0.00149 13.793

C 0.81 1.91 0.063±0.00431 11.153

D 1.32 2.63 0.059±0.00199 13.961

The characteristic timescale (τ) or the e-folding time, defined as the

time for particles to approach equilibrium concentration of their evaporation

response after perturbation [69, 70], is on average 12.5 minutes. The evapora-

tion model also calculates the evolution of gas phase concentration over time,

we represent this concentration as a non-dimensional value of Cg/Csat signify-

ing the saturation ratio (SR) of the system at the onset of dilution and till the

system reach equilibrium at SR = 1. Figure 4.2 shows the calculated SR evo-

lution over time for experiment A where α = 0.063. In the figure also we plot

the corresponding evolution of saturation ratios at different evaporation coeffi-

cient values to that only one value of the evaporation coefficient will meet the

evaporation profile corresponding to the experimental results.

The assumption of the reversibility of wall losses and the subsequent

assumption of a wall-suspension partitioning coefficient adds an additional un-

certainty parameter into our study. Currently, there is not one value of the

coefficient enjoying consensus, Stanier et al. [32], used a value of 0.25, Loza

et al. [43] used a value of 1 and Saleh et al. [45], determined the value to be

0.3, Weitkamp et al. [71] uses ω=1 and ω=0 as limiting cases. In Figure 4.3 we
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Figure 4.2: The rise in the saturation ratio during evaporation simulated at dif-
ferent evaporation coefficient values, and the result calculated from experiment
C

present the evaporation coefficient at each experiment calculated for the values

of 0, 0.2, 0.5, 0.7, and 1.

The calculated evaporation coefficients decrease with increasing ω, in-

creasing ω signifies an increasing number of particles contributing to the equi-

librium. Because the evaporation coefficient does not change beyond the range

of [0.01 0.1] in the remaining we use the calculated evaporation coefficients at 0

and 1 to demonstrate our results.

We also examined the effect of varying the adopted values of the molec-

ular weight and the gas diffusion coefficient in our base case on the evaporation

coefficient. The base case used for reporting all the results, had a molecular

weight and diffusion coefficient of M = 150g/mol and D = 5 × 10−6m2/sec

respectively. In comparison to our used parameters Shiraiwa et al. [72] used the
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Figure 4.3: The variation of the individual evaporation coefficient of each ex-
periment at selected ω values

values M = 100g/mol and D = 1 × 10−5m2/sec, while Saleh et al. [45] used

the values M = 200g/mol and D = 5 × 10−6m2/sec. In Figure 4.4 we show

the variation of the evaporation coefficient according to a range of M. Freshly

formed SOA particles have low M and aged SOA particles have high M due

to oligomerization [39]. The evaporation coefficient increase by one magnitude

when the M increases beyond 500g/mol, however this value of the molecular

weight is a high value that does not represent the molecular weight of a freshly

produced SOA. We also present the results of varying the gas diffusion coeffi-

cient on the evaporation coefficient (Figure 4.5). The evaporation coefficient

decreases with increasing diffusion coefficient, however the effect is not pro-

nounced and is constrained with in the same order of magnitude. Therefore,

the diffusion coefficient and molecular weight assumptions do not change the

evaporation coefficient significantly.
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Chapter 5

Discussion

The aim of our experiments was to determine the evaporation coeffi-

cient without assuming the thermodynmic properties of the SOA used. From

the equilibrium data and the evaporation coefficient we were able to demon-

strate the ability of the system to reach equilibrium within an hour of pertur-

bation.

5.1 SOA Volatility

We first compare the volatility of SOA produced in our PAM chamber

from an anthropogenic source to others reported in literature. We are unable

to provide an accurate measure of the saturation concentration because gas

phase buildup commences during dilution while the evaporation model receives

an initial gas phase concentration of 0 at the onset of decay after dilution. We

however, provide a lower limit of the saturation concentration of anthropogenic

SOA. The saturation concentrations of SOA measured in our experiment at

298K are listed in Table 5.1 along with the total organic concentration and the
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organic aerosol concentration at equilibrium. We examine the volatilities of lab-

oratory produced and ambient organic aerosols reported in literature. Since the

total organic concentrations (Ctot) differ, mostly greater, from our considered

cases we expect our results to have lower saturation concentrations [73]. Fig-

ure 5.1 is a scatter plot of the organic aerosol concentration (COA) versus the

saturation concentration (C∗g ) from various publications [74, 75, 76, 24], each

label data point exists on the line representing the combination between or-

ganic aerosol and gas concentration to add to the total organic concentration

such that(Ctot = COA + C∗g ).

Table 5.1: Saturation Concentrations of SOA calculated from the four experi-
ments at 298K

Experiment Ctot (µg/cm3) COA (µg/cm3) C∗g (µg/cm3)

A 10.6 9.85 0.75

B 10.1 9.092 1.0078

C 10.1 9.29 0.81

D 9.63 8.31 1.31

Faulhaber et al. [74] produced SOA from the photochemical oxida-

tion of pentadocane and diluted 10 folds from 150µg/m3 to 13.4µg/m3. Pen-

tadocane SOA had 11.88µg/m3 in the condensed phase and 1.5µg/m3 in the

gas phase at equilibrium. The volatility basis set used to calculate the results,

based on yields adapted from Zeimmman and Lim [77] was of oxidation prod-

ucts with volatility bins between 0.0001µg/m3 and 100µg/m3. SOA produced

from the ozonolysis of α-pinene [24] indicates that most of organics material ex-

ist in the gas phase at equilibrium. For a total organic concentration of 10µg/m3

only 0.3µg/m3 existed in the condensed phase and 9.7µg/m3 existed in the gas
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high volatility oxygenated aerosol, OA is organic aerosol, SOA1 produced from
pentadocane, and SOA2 from α-pinene.

phase. Cappa and Jimmenez [76] determined the volatilites of different types of

OA surrogates. SOA was represented by oxygenated organic aerosol (OOA),

at a constant COA of 17µg/m3 and having an exponential relation between

the total concentration and the saturation concentration at each bin. In the

volatility basis set the largest considered saturation concentration bin(C∗) was

100µg/m3 and the least volatile was 10−5 with an evaporation coefficient of 1.

For OOA, 12.4µg/m3 existed in the organic aerosol phase and 4.6µg/m3 in the

gas phase. OOA had the lowest volatility between the considered surrogates of

POA, biomass burning organic aerosol and anthropogenic combustion organic

aerosol. OOA was further splitted into two subcomponents: (1) low volatility
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OOA (LV-OOA) and (2) high volatility OOA (HV-OOA) where LV-OOA rep-

resent the volatility of the photochemically aged SOA, and the combination of

concentrations is shown in Figure 5.1.

In order to compare with atmospherically relevant saturation concen-

trations, we the show the results of Lee et al. [75] on the measurements of am-

bient OA. For a total concentration of 10µg/m3 6.7µg/m3 existed in the parti-

cle phase and 3.3µg/m3 in the gas phase. The volatility reported in the study

of Lee et al. [75] corresponds to aged organic aerosol accounting to both POA

and SOA, while the results of Faulhaber et al. [74] and our results correspond

to that of freshly produced SOA. This indicates that SOA produced in our

PAM chamber from gasoline engine emissions is within the ranges of some of

the reported volatilities of SOA in literature, especially freshly produced SOA.

5.2 Evaporation Coefficient

In our experiments we were able to demonstrate that engine exhaust

SOA, at atmospherically relevant concentrations, reached equilibrium within an

hour with an evaporation coefficient well constrained in the range of [0.01 0.1].

The present section delineates the consequences of our results.

Recently, there have been reports on the formation of amorphous solid

SOA particles [34, 35] warranting the observations that SOA evaporation is

limited by bulk mass transfer due to very low bulk diffusion coefficients [29].

Cappa and Wilson [76] reported that SOA evaporating in a TD did not reach

equilibrium at the timescales available. SOA particles did not evaporate ac-

cording to the volatilities of the compounds at which they were formed but

layer by layer consistent with the behavior of a semi-solid particle. While the
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amount of evidence of inhibited intrinsic mass transfer is increasing, our results

of rapid equilibrium of SOA produced from a real anthropogenic SOA provide a

counterstatement to those claims. Equilibrium is reached within an hour of di-

lution. In addition to that our surface to interface mass transfer model closely

predicts the evaporation results from our experiments.

Contrary to the studies aiming at calculating equilibrium times, Vaden

et al. [29] studied the evaporation rates of SOA. Since the approach relies on

inciting evaporation by adding activated carbon to adsorb vapor in the cham-

ber, evaporation rates were modeled using mass transfer equations at the sur-

face of the particle. They calculated the saturation concentration of the SOA

by using the results of the seven-product volatility basis set of α-pinene oxi-

dized SOA under low NOx and dark ozonolysis [24]. The observed slow evap-

oration rates were attributed to the intra-particle mass transfer resistance due

to the amorphous state of the SOA particles; the evaporation rates were con-

sistent with a very small evaporation coefficient less than 0.05. To demonstrate

the importance of calculating the saturation concentration of the particles in-

volved in a certain experiment, we calculated the evaporation coefficient corre-

sponding to the evaporation of our particles before approaching equilibrium at

different saturation concentrations (Figure 5.2).

As can be seen in the Figure 5.2 the model produces a fit at any sat-

uration concentration. We have chosen the range of saturation concentrations

to cover the values that will cause an order of magnitude decrease in the evap-

oration coefficient. While Csat = 0.87µgm−3 is the saturation concentration

we calculated for our SOA particles at equilibrium, whenever the SOA particles

are assumed to be more volatile than they are, a lower evaporation coefficient

will be calculated than the actual value. In the case of the reported amorphous
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Figure 5.2: Model fit results of SOA particle evaporation before approaching
equilibrium according to different values of saturation concentrations.

solid particle in the Vaden et al. approach, SOA will have a lower saturation

concentration [72] than the ones parametrized using the absorptive partitioning

theory, especially considering the long experimental time and the effects of ag-

ing. Therefore producing a fit to their experimental result is possible when the

correct physical parameters are used.

Furthermore, other approaches have been observing slow evaporation

rates of SOA particles due to the ongoing polymerization reactions, oligomer-

ization, in the condensed phase beyond the irradiation exposure. Oligomeriza-

tion leads to the production of high molecular weight and low volatility com-

pounds [37, 39, 78]. In a similar experimental approach to ours of the isother-

mal dilution of freshly produced α-pinene SOA in a smog chamber [44], oligomer-

ization was reported to be responsible to the recorded sluggish evaporation

rates and to the evaporation coefficient range of [0.001 0.01]. However, SOA

particles in our experiment reached equilibrium in 1 hour and we did not ob-

serve any distinct evaporation phases as reported by Donahue and Trump [27].
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The presence of oligomers in freshly produced SOA cannot be corroborated by

the present literature on oligomer formation because the oligomerization is be-

ing evaluated after time periods more than four times greater than the entire

experiment period [39, 37]. Thus, evidence that freshly-produced SOA particles

form oligomers is not yet founded.

More recently, Saleh et al. [52] published results of freshly-produced

SOA particles reaching equilibrium within minutes of subjecting particles to a

temperature step change. They then calculated the evaporation coefficient to

be in the range [0.1 1], similar to the coefficient of a single component dicar-

boxylic acid that does not have intra-particle mass transfer resistance. The dif-

ference between measurements of the evaporation rates, equilibration times and

evaporation coefficients recorded maybe due to the considered timescales of ex-

periments, if oligomerization was recognized as the cause of hindrance of evap-

oration [79]. The SOA produced by Vaden et al. and that by Grieshop [44] can

be aged under the timescales of the experiment and both studies use saturation

concentrations that are reported for freshly produced α-pinene yields. However,

both studies concede to the effects of aging on the response of particles. Con-

sequently, with the current state of research we cannot yet distinguish between

the evaporation coefficient calculated for aged or freshly produced aerosol. Re-

sults computed in our experiments using SOA produced from anthropogenic

SOA show that mass transfer is not the rate limiting step in evaporation.
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Chapter 6

Conclusion

In our approach of isothermal dilution to measure the evaporation ki-

netics of SOA in atmospherically relevant conditions we calculated the evapora-

tion coefficient to be 0.063 and the equilibration times were in the range of an

hour for the concentrations considered in the experiments.

• Rate loss to the walls is a diameter-dependent process. Smaller particles(<200nm)

deposit on surfaces, due to diffusion into the material, more than larger

particles (>200nm).

• The evaporation coefficient is weakly dependent on the wall-suspension

partitioning coefficient (ω)).

• In contrast to some recent studies on biogenic SOA, we found that SOA

reached equilibrium within an hour of dilution. Observations were consis-

tent with absorptive partitioning phenomena and did not require resort to

more complex models such as oligomer dissociation.

• More work is needed to evaluate the effect of aging and bulk to surface

diffusion hindrance to be able to provide an argument inclusive of re-
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sults not just based on freshly produced SOA but on particles that were

present for longer times before being transported and deposited on sur-

faces.
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Appendix A

Abbreviations

SOA Secondary Organic Aerosol

POA Primary Organic Aerosol

PAM Potential Aerosol Mass

DMA Differential Mobility Analyzer

CPC Condensation Particle Counter

SMPS Scanning Mobility Particle Sizer

PFA Perfluoroalkoxy Alkane

TD Thermodenuder

OOA Oxygenated Organic Aerosols

HV-OOA High volatility Oxygentated Organic Aerosols

LV-OOA Low volatility Oxygentated Organic Aerosols

ARL Aerosol Research Lab

SR Saturation Ratio

JA Molar Flux

Csat Saturation Concentration

COA Organic Aerosol Concentration
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Cg Gas Phase Concentration

DA,B Diffusion Coefficient

r Radius

M Molecular Weight

k Boltzmann’s Constant

T Temperature

K Kelvin Correction Factor

σ Surface Tension

N0 Avogadro’s Number

dp Particle Diameter

ρ Density

λ Mean Free Path

Kn Knudsen Number

α Evaporation Coefficient

Cm Fuchs Sutugin Correction Factor

β Wall loss rate

ω Wall-Suspension Partitioning Factor

Nsus Number Concentration of Suspended Particles

Ndeps Number Concentration of Deposited Particles

Ntotal Total Number Concentration

CS Condensation Sink

dcs Condensation Sink Diameter

a Growth Factor
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[29] T. D. Vaden, D. Imre, J. Beránek, M. Shrivastava, and A. Zelenyuk,

“Evaporation kinetics and phase of laboratory and ambient secondary or-

ganic aerosol,” Proceedings of the National Academy of Sciences, vol. 108,

no. 6, pp. 2190–2195, 2011.

[30] C. D. Cappa and K. R. Wilson, “Evolution of organic aerosol mass spectra

upon heating: implications for oa phase and partitioning behavior,” Atmo-

spheric Chemistry and Physics, vol. 11, no. 5, pp. 1895–1911, 2011.

56



[31] K. Dzepina, R. M. Volkamer, S. Madronich, P. Tulet, I. M. Ulbrich,

Q. Zhang, C. D. Cappa, P. J. Ziemann, and J. L. Jimenez, “Evaluation

of recently-proposed secondary organic aerosol models for a case study in

mexico city,” Atmospheric Chemistry and Physics, vol. 9, no. 15, pp. 5681–

5709, 2009.

[32] C. O. Stanier, R. K. Pathak, and S. N. Pandis, “Measurements of the

volatility of aerosols from α-pinene ozonolysis,” Environmental science &

technology, vol. 41, no. 8, pp. 2756–2763, 2007.

[33] A. Virtanen, J. Joutsensaari, T. Koop, J. Kannosto, P. Yli-Pirilä, J. Lesk-
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