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Abstract

Elie Salameh for Master of Engineering
Major: Mechanical Engineering

Title: Flow Assessment Through Imaging Techniques: Applications to Wind   
            Augmentation and Aortic Dissection Flow

Flow-Imaging techniques constitute an essential part in the field of experimen-
tal fluid dynamics due to their high-fidelity measurements of actual systems. Re-
cent developments in these methods and their applications in the multiple aspects
of aerodynamics, aeroacoustics, wind energy, and bio-inspired domains have led
to numerous studies being performed and advancements being implemented. In
this dissertation, established flow visualization methods Particle Image Velocime-
try (PIV) and Laser-Induced Fluorescence (LIF) are employed to assess the fluid
dynamics and flow structure of two selected applications, drawing from the wind
energy and bio-inspired domains, in the aim of improving the understanding of
the fundamental regimes governing them. In accordance, this thesis is composed
of two parts presenting studies of each corresponding application. The first part
handles the use of PIV to analyze the flow behavior and velocity augmentation
inside several shroud geometries subject to free-stream conditions. To provide a
reliable benchmark to flow augmentation coupled with the shrouding process and
a data set for validation of CFD models, reduced-model geometries with different
shroud variants are subjected to free-stream conditions inside a wind tunnel test
section. PIV is then employed in order to measure the required velocity fields,
allowing for extraction of the flow augmentation ratios and assessment of the
shroud effect on the flow. The second part employs PIV and LIF in order to
study the fluid dynamics inside an aortic dissection, a high-mortality cardiovas-
cular disease. With the assistance of AUBMC radiologists, reduced aortic models
with different disease configurations are placed in quasi-realistic conditions. PIV
is then employed to generate a quantitative visualization of the flow dynamics,
while LIF is used to extract specific flow patterns. LIF imaging, with its com-
parability with the CT-scanning machine used to diagnose dissections, provides
radiologists with a reliable reference and helps to improve diagnostic accuracy.
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Chapter 1

Introduction

The creation and development of flow-imaging techniques throughout the recent
years has paved the way for an improved understanding of complex flow models
[1]. Because of their close comparability with actual systems due to accurate
flow behavior capture [2], [3], flow models assessed with these imaging techniques
present a high degree of fidelity and can serve as reliable benchmarks in com-
parisons with potential flow theory and CFD models. With applications in the
multiple aspects of aerodynamics, aeroacoustics, wind energy, and bio-inspired
domains, these methods have established themselves as essential cogs in the ex-
perimental fluid dynamics field. In this dissertation, established flow visualization
methods such as Particle Image Velocimetry (PIV) and Laser-Induced Fluores-
cence (LIF) are employed to assess the fluid dynamics and flow structure of two
selected applications, drawing from the wind energy and bio-inspired domains,
in the aim of improving the understanding of the fundamental regimes governing
them.

The first part handles the use of PIV, along with available potential flow
theory models, to analyze the flow behavior and velocity augmentation inside of
several shroud geometries subject to free-stream conditions. This study bases
on the current research being performed on wind energy devices as part of the
optimization initiative in the renewable energy domain, as well as the wind flow
around buildings, and is inspired by ducted wind turbines. Reduced model ge-
ometries with different shroud variants are subjected to free-stream conditions
inside of a wind tunnel test section. The PIV setup allows the captured data to
measure the velocity field, which allows the calculation of the velocity augmenta-
tions and subsequent static pressure coefficient (CP ) gradients around and inside
each respective shroud. These parameters are used as a basis to further promote
scientific knowledge regarding flow augmentation in shrouding geometries in a
free-stream and form a basis for the selection of the optimal geometry and con-
figuration in the design of ducted wind turbines, supplementing and improving
on the study performed in [4].
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The second part employs PIV and LIF in order to study the fluid dynamics
inside an aortic dissection, a high-mortality cardiovascular disease. Aortic dis-
sections, located in the aortic artery, are tears that typically develop between
the inner walls of the aorta and allow blood to flow between these layers, form-
ing another conduit, denoted as a false lumen [5]. Two main types of aortic
dissections exist, relating to the location of development of the tears, with the
ascending aorta type being the more life-threatening [6],[7]. In order to diagnose
this phenomenon, Contrast Computer Tomography (CT) scanning is employed.
CT scanning utilizes a reactive contrast media fluid, injected into the patient that
allows the machine to visualize the flow as the fluid circulates inside the aorta
[8],[9],[10]. Despite this method being well-established, rates of false diagnosis re-
main significantly high [11],[12], and in accordance with the bio-inspired research
process and based on the request of radiologists from the AUBMC, a better un-
derstanding of the hemodynamics inside the aortic arch is required to assist in
improving diagnostic accuracy. For this purpose, reduced aortic arch models with
several dissection configurations are designed and subjected to conditions similar
to the ones found inside an actual aorta. Two imaging techniques, PIV and LIF,
are then utilized to assess the flow. PIV is employed and allow to generate a
quantitative model on the behavior of the flow throughout the different lumens,
while LIF is used as the main imaging technique due to its comparability with
the CT scanner used on actual dissections. LIF allows the visualization of flow
development, vortex shedding, as well as residency time calculation through the
manipulation of the corresponding luminosity fields. These results are compared
with an actual CT scan of the model in order to locate similarities and allow
radiologists to more accurately diagnose aortic dissections.
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Chapter 2

Flow Augmentation in
Turbine-inspired Shrouds

2.1 Introduction

The wind energy sector has witnessed a steady growth rate during the last few
years, with the globally-installed energy capacity increasing from 159GW by the
end of 2009 to 194GW by 2010 [13], and reaching a 30% annual growth by
2013 [14]. With Horizontal-Axis wind turbines (HAWTs) forming the bulk of
wind-energy harvesting devices due to their simple design, improved performance
parameters, as well as an established foundation [15], [16], initiatives to increase
their corresponding energy output production, in terms of both raw mechanical
power and aerodynamic efficiency, have spanned various forms depending on the
required power output scale and the type of energy-conversion equipment [17],
[18], [19]. In terms of maximizing aerodynamic efficiency, a significant amount of
technical work has been conducted, chiefly through the optimization of turbine
blade design in order to minimize stall and wake effects, as presented in [20], [21],
and [22]. On large scale devices, researchers have investigated the optimal spatial
arrangement of turbines in wind farms to minimize wake losses [23], [24]. Wind-
speed augmentation has also been an essential criterion for optimizing energy
production and maximizing efficiency, especially as the output wind power scales
cubically with speed (V 3), as shown in eq. 2.1, with k being a coefficient of
performance; i.e. a 26% augmentation in wind speed would yield up to a 100%
power increase. Several aspects of wind augmentation have been implemented,
although large-scale devices rely primarily on passive flow acceleration types,
focusing on the appropriate site selection. In order to select the optimal wind
farm locations, Meteorological data were consulted over extended periods of time
and geographies, and stable and maintainable target speeds were selected, with
the selection criteria presented in [25], [26], [27], and [28].
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P =
1

2
ρkAV 3 (2.1)

For smaller scale wind turbines, such as those intended for urban environments
to supplement the power grid or provide energy for individual appliances and res-
idential units, the form of wind augmentation is more dependent on the wind tur-
bine type, differentiating between horizontal-axis or vertical-axis wind turbines
(VAWTs). Multiple studies on VAWT optimization have been conducted, with
their corresponding augmentation methods classified into either uni- or omni-
directional wind inlets, with each category varying in complexity and potential
benefits [29]. However, as VAWTs are significantly less employed than horizontal-
axis devices as they require an external energy source for blade-rotation initializa-
tion, posses lower wind-power extraction efficiencies, and present several design
limitations due to their support locations [16], the main focus remains on HAWTs
and their corresponding optimization methods.

Smaller-scale HAWTs require more active augmentation techniques in addi-
tion to the passive site-selection criteria. With this scale of turbines being com-
mon to urban environments, wind speed augmentation strategies for HAWTS
require sufficient understanding of the complex wind flow patterns around build-
ings for optimal placement of wind turbines on roofs and around structures, as
discussed in [30], [31], [32], [33], [34], and [35]. One particularly interesting mod-
ification implemented on these turbines was the installation of a duct or shroud
around the rotor blades, which allows for a more active form of augmentation.
Shrouding was found to be particularly cost-effective for smaller-scale turbine ro-
tors typical of urban settings [36]. Shrouding was noticed not to be restricted to
wind energy applications [37], but was also commonly employed in a multitude
of other applications, namely in propeller systems [38], axial flow pumps [39],
marine propellers [40], marine energy extractors [41], as well as in aerodynamic
propulsion [42]. Among the numerous recent studies conducted, diffuser-shaped
shrouds were observed to have the most efficient flow augmentation ratios, as first
presented by [43], and further studied by [44], [45], [46], [47], [48], and [49]. These
shrouds were constructed to be short in length, with the turbine blades placed
at the duct inlet, typically at the front. In addition to the shrouding process,
recent studies performed by [14] and [4] demonstrated that adding a rear flange
to the duct would contribute to further lowering the back-pressure at the turbine
exit and thus induce an additional flow acceleration in-duct, such as the shroud
configurations shown in fig. 2.1.
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(a) (b)

Figure 2.1: (a): Diffuser-Augmented Wind turbine (DAWT) coupled with a rear flange, as
designed by [4]. (b): Flanged diffuser enclosure studied in [14].

While the configurations presented in the literature did indeed demonstrate a
significant augmentation factor to both velocity and power generation, the study
in [4] presented a more comprehensive approach to the shroud geometry selection
criteria for wind turbine power augmentation. In accordance, the current study
aims to draw from the results obtained in [4] and provide a more generalized
shrouding selection methodology.

5



2.2 Aim of Research

This dissertation part aims to provide experimental insight into wind augmenta-
tion inside an empty duct along the free-stream by varying its external shape. As
based on potential flow theory, the external duct geometry provides an essential
factor in setting the pressure field outside the duct. As in a one-way coupled
flow, the pressure difference across the length of the duct between the inlet and
the outlet drives the duct flow. Multiple validations of this observation have been
conducted as potential flow computations by a number of researchers to assess
the flow acceleration in a duct and gain basic physical insight [48], [50], while
more complicated numerical methods have been employed for complex flow pat-
terns unresolvable by inviscid theory [51] and [52]. In accordance, the interior
geometry and internal dimensions of the ducts are fixed to provide a baseline for
case-by-case comparison.

Viscous effects such as vorticity generation at boundaries have been found to
cause significant deviations from inviscid predictions, especially in experimental
flow investigations. Additionally, increasing the length of the duct contributed
to significantly reducing the cross-talk flow between its inlet and outlet. From an
empirical view, recent implementations on ducted wind turbines seem to gravitate
towards very short ducts to enhance this type of flow. In the current study how-
ever, this effect is maintained to a minimum by designing ducts with an increased
length-to-width ratio l/W of 3. This parameter allows for the minimization of
the cross-talk effect as well as the reduction of vorticity generation in the vicinity
of the duct interior, increasing the comparability with inviscid flow studies and
with the results obtained from [4]. In addition, while the presence of a rotor
within or in the vicinity of the duct may indeed significantly modify the flow pat-
terns and introduce variable dynamics, the flow behavior in the studied hollow
geometries is of a fundamental importance in terms of flow feature assessment,
and provides a baseline for the design of the optimal turbine shroud and possible
rotor placement for a maximized potential augmentation factor.
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2.3 Methods

Three main reduced-model geometries representing the most commonly-employed
and applicable enclosures are constructed using 4mm-thick clear-cast acrylic
sheets, glued together using clear Cyanoacrylate adhesive for optical access to
the inside flow of the duct. The model edges are then covered with reactive Rho-
damine B dye to allow for proper edge visualization and prevent reflections. All
models have a fixed 30mm × 30mm internal cross-section. Although a circular
cross-section may provide a closer estimate to the actual turbine enclosure flow,
a square area is utilized in order to facilitate flow visualization and prevent issues
encountered with circular areas, as discussed in [53], and mentioned in [2] and
[3]. In addition, the conditions of the testing environment may provide reliable
comparability between both geometries as the tested parameters depend on a
planar model configuration and attempt to minimize three-dimensional effects.
Dimensioned drawings of the geometries are presented in fig. 2.2.

Figure 2.2: Dimensioned Drawings along with their corresponding dimensional
representations for the: (a): ”Plain” geometry, (b): ”Flanged” geometry, and (c): ”Diffuser”

geometry. All units in mm.
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The outer geometries are varied in order to produce several testing configu-
rations, with all models subjected to free-stream conditions inside an open-loop
wind tunnel test section. The L-shaped wind tunnel incorporates a 90cm-long
test section, with a square cross-section of 45cm × 45cm. The inlet and outlet
are open to space and are situated far enough from walls to avoid disturbing the
flow. An exit blower driven by a 25-hp variable frequency drive motor generates
the flow, and can achieve speeds in excess of 50 m/s in the test section (Engi-
neering Laboratory Design, MN, USA). The streamwise turbulence intensity in
the empty test section is obtained from previously-measured data and found to
be around 0.5% [54]. The section is constructed from 1in.-thick clear-cast acrylic
sheets that provide ample optical access to the flow for imaging diagnostics and
model setup. Particle Image Velocimetry (PIV) is employed as the main imaging
technique as it provides reliable quantitative measurements that allow the mea-
surement of the velocity flow fields within and around the enclosure geometries.
Velocity data are acquired at two nominal free-stream speeds: 12 m/s and 24
m/s, corresponding to preset frequencies on the drive motor dial (15Hz and 30Hz
respectively). These values are chosen in accordance with standard wind turbine
operating Reynolds numbers of Re = 24000 and Re = 48000, corresponding to
each wind speed respectively, calculated based on the duct internal width W .

Each duct test model is placed at the approximate center of the tunnels test
section by screwing it onto a 20cm× 2cm× 1cm elliptical cross-section rigid arm
fixed from one end to a side wall of the wind tunnel. The duct is aligned with
the free-stream wind direction. A schematic of the basic experimental setup is
shown in fig. 2.3.

8



Figure 2.3: Experimental Setup schematic showing flanged duct model with corresponding
PIV acquisition hardware

The plain geometry, as shown in fig. 2.2a, maintains a constant outer cross-
sectional area along the wind direction. This case is employed as a benchmark
and reference for the other configurations. In addition, this geometry is tested
with its axis tilted to the free-stream at three angles, testing at one wind tunnel
frequency (15Hz) for reference purposes, in order to assess stall behavior and
mimic changes in wind direction. The axis is tilted at 10 deg, 20 deg, and 30 deg
to model effects similar to the low wind-speed turbine performances observed in
the literature. The diffuser-geometry depicted in fig. 2.2b is split into two con-
figurations, based on the sign of the outer area slope with the flow direction. In
the case where the slope is positive, meaning the area increases with the flow,
it is denoted as a ”Diffuser” case, while for the configuration where the slope is
negative, or the area is decreasing, the ”Nozzle” case naming is assigned. The
last two configurations, referring to the geometry shown in fig. 2.2c, include an
external flange mounted at one end of a straight duct, denoted as ”Inlet Flange”
or ”Outlet Flange” models depending on the flange location along the flow. These
multiple configurations amount to a total of 13 studied cases, further widening
the span of the assessed shrouding effects.
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A 1mm-thick laser lightsheet is introduced from the bottom wall of the test
section for flow visualization, which illuminates a vertical plane aligned with the
free-stream wind direction, passing through the center-plane of the duct. A dual-
head Nd-YAG Laser (Quantel, France) with a 8ns pulse duration, 120mJ/pulse
energy output, and a 532nm wavlength is employed as the main illumination
source. The 1µm smoke particles generated by atomizing olive oil using a six-jet
atomizer (TSI, USA) are used as flow tracers. The smoke is introduced through
the wind tunnel bell-shaped meshed inlet in order to allow full mixing and to
minimize flow disturbance in the test section. The laser light reflected by the
smoke particles is recorded using a high-speed double-shutter cross-correlation
CCD camera (Sensicam SVGA, PCO, Germany). The camera is additionally fit-
ted with a 0.5nm optical-notch filter that eliminates background wavelengths and
prevents over-saturation. The 1280px × 1024px camera is aligned perpendicular
to the lightsheet, and images an approximate field of view of 155mm × 125mm
to visualize the wind flow patterns within the duct model and in its immediate
vicinity. The chosen FOV is taken based on the calibration between the largest
possible view field and the optimal camera resolving power for the smoke par-
ticles. Approximately 500 particle-image pairs are taken for each test case at a
maximum acquisition rate of 4Hz, while the inter-frame PIV time delay is taken
at 70µs and 35µs, corresponding to the 15Hz and 30Hz frequency cases accord-
ingly. The image pairs are analyzed with the PIVLAB 2000 cross-correlation
code in Matlab environment [55] using a final window size of 32px × 32px with
multi-pass PIV processing. The percentage of vector outliers obtained is typically
less than 2%, with these vectors removed using median filtering and scatter-plot
elimination. The mean of all the instantaneous velocity vector fields is computed
for each case in order to produce the time-averaged velocity fields used in aug-
mentation assessment and comparison. In addition, the static pressure coefficient
CP can be generated by applying the Bernoulli assumption to the existing flow.
As the increased l/W prevents cross-talk and reduces viscous and vorticity effects
inside the duct, as studied in [4], the coefficient CP can be formulated through
eq. 2.2. This allows for the calculation of pressure coefficient fields for the corre-
sponding velocity magnitudes U in each case. The dimensionless ratio CP allows
the visualization of possible low-pressure suction regions related to velocity aug-
mentation, paving way for an increased understanding of the required geometry
features for an optimal shroud design.

CP =
P − P∞
1
2
ρU2
∞

= 1 − U2

U2
∞

(2.2)
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2.4 Results

With the duct length-to-width ratio l/W maintained at 3, typically longer than
what has been recently used in ducted wind turbines [4], [36], [44], [46], [49], the
cross talk between the inlet and outlet is minimized, allowing the visualization
of the isolated effect of the enclosure geometry on the wind flow augmentation
passing through the duct interior, as well as the approximation of the static pres-
sure coefficient CP .

Another factor required in assessing the augmentation effect is the wind tun-
nel blockage ratio [4]. The blockage ratio is calculated for all configurations as
well as for the rigid connector arm by comparing the total test section cross-
sectional area with their corresponding section footprints, as shown in table 2.1.
This ratio is found to within the 2% range for all cases, which is well below the
10% limit proposed by [56] for wind tunnel blockage effects. From a mass con-
servation point of view, one would expect flow augmentation to be proportional
to the blockage ratio; however, as the blockage ratios are almost negligible, this
augmentation can thus be attributed to a more local effect, demonstrated by the
viscous effects and wake formations relating to the change in duct geometries in
each corresponding case.

Designation Effective Area (cm2) Blockage Ratio

Wind Tunnel 2025 ——
Connector Arm 40.00 1.9753%
Straight Duct 5.440 0.2686%
Flanged Duct 35.89 1.7723%

Diffuser Geometry 35.89 1.7723%
Inclined Duct 10deg 8.933 0.4411%
Inclined Duct 20deg 25.27 1.2477%
Inclined Duct 30deg 29.61 1.4620%

Table 2.1: Blockage areas and corresponding ratios for the different employed geometries in
comparison with the wind tunnel test section

2.4.1 The Plain Duct:

The velocity magnitude contours for the plain model configuration measured
using PIV are normalized by the corresponding free-stream velocities and are
presented in fig. 2.4 for the two tested cases of Re. The white regions represent
the duct geometry locations while the three white lines on the top side of fig.
2.4a represent the locations of the vertical velocity sections extracted from the
same fields. These sections are utilized in order to visualize the flow development
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throughout the different stages of its motion and offer a comparison criterion
for flow augmentation assessment across the different cases. The zero location
is taken at the duct direct inlet for all cases. The free-stream velocities U∞ as-
sociated with the normalization process are taken by obtaining the mean of the
velocities of four vectors on both the top-right and bottom-right corners of the
studied PIV window. This allows for the calculation of an approximate incoming
free-stream velocity for each case, independent of the geometry and as far as
possible from the duct walls in order to avoid the stagnation effect. These veloc-
ities can also be employed in validation with the wind tunnel input frequencies
utilized. All axis scales are normalized by scaling them with the corresponding
duct width W , where X = x/W and Y = y/W . The x -axis origin is taken
at the inlet position, while the y-axis origin is taken with respect the location
of the centerline of the duct, improving visualization of the flow symmetry and
extraction of the streamwise velocity profiles for each case.

It can be noticed from fig. 2.4 that slight augmentation is present inside the
duct region, defined as increase in average internal mass flow of around 4-5%,
which is an order of magnitude larger than the area blockage ratio (0.2%). In
the external region of the duct, especially in the area directly upstream of the
inlet, a uniform flow deceleration of about 15% is noticed. This velocity decrease
is also clearly seen in the cross-sectional velocity cuts, presented in fig. 2.5. The
coordinate representations in this case are related to the normalized motion along
and perpendicular to the duct centerline. While in the plain duct cases, these
coordinates: x and y are equal to the previously-defined X and Y , this designa-
tion is particularly useful when dealing with the inclined duct cases.
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(a)

(b)

Figure 2.4: Velocity magnitude contours for the straight duct plain geometry for: (a): 15Hz
Tunnel Frequency, and (b): 30Hz Tunnel frequency. All contours normalized by corresponding

U∞
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(a)

(b)

Figure 2.5: Cross-sectional velocity cuts for the straight duct plain geometry for: (a): 15Hz
frequency, and (b): 30Hz frequency. The red lines represent the locations of the duct walls.
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The stagnation effect experienced is most likely due to incoming upstream
flow seeing the entire duct, including its open internal area, as a stoppage block.
The regions just around the frontal corners of the duct witness flow acceleration,
under the same effect, extending approximately a half-duct length, W/2, in the
downstream direction. Additionally, the wake behind the duct walls manifests
clearly just downstream of the duct end, as seen by the dips in the velocity pro-
files in fig. 2.5. The flow pattern with respect to the duct centerline is noted to
be approximately symmetric.

The streamwise velocity magnitude linear plots along the duct centerline pro-
vide an improved particle-tracing technique. As shown in fig. 2.6, these sections
demonstrate that a fluid particle decelerates from the free stream speed U∞ to
approximately 85% U∞ just at the duct front, while inside the duct it speeds up
to 105% and upon exiting the duct, drops back to around 95% U∞. This allows
for a visualization of the more local effect of shrouding on flow augmentation,
and, with the increase duct length-to-width ratio, provides insight on the limit-
ing length condition required for optimal results.

Figure 2.6: Streamwise sections through the duct CL for the plain and incline duct cases. All
units normalized.
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2.4.2 Inclined Ducts:

As the wind direction may vary with the turbine, a sample case is chosen in order
to study the effect of this directional shift on a turbine enclosure. As a basis to
this study, the plain duct enclosure is rotated along the flow at three standardized
angles. When the ducts centerline is inclined relative to the incoming flow di-
rection, the flow becomes non-symmetrical above and below the centerline, both
internally and externally. This level of non-symmetry increases with increasing
angle, and can be seen in the velocity magnitude contours corresponding to the
inclined duct cases in fig. 2.7.

(a)
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(b)

(c)

Figure 2.7: Velocity Magnitude contours for the inclined duct cases for: (a): 10◦ incline, (b):
20◦ incline, and (c): 30◦ incline. The purple lines depict the location of the duct centerline.
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The average in-duct augmentation ratios are calculated to be approximately
10%, 17%, and 20% for the 10◦, 20◦, and 30◦ inclinations respectively. However,
the center-line velocities can locally exceed these values, as shown in fig. 2.6. In
the region external to the duct, similarly to the plain duct cases, the contours ex-
hibit velocity deceleration as the flow encounters the duct frontal area. However,
as the inclined cases possess a larger blockage ratio, the stagnation effects shift,
where deceleration occurs along the underside of the duct’s external bottom wall
while a corresponding acceleration is witnessed along the duct top. Adjacent to
the upper wall of the duct, and right downstream of the front corner, flow de-
celeration associated with the development of a separation bubble is noticed, the
extent of which reaches the downstream end of the duct and connects with the
wake from the duct top wall. All these effects produce somewhat of a funneling
effect into the duct interior through the generation of back pressure, accentuating
with increasing inclination angle.

2.4.3 Diffuser/Nozzle Geometries:

These cases are characterized by the ”Diffuser” geometry type, as in fig. 2.2b.
The velocity magnitude contours for both the diffuser and nozzle cases are mea-
sured using PIV and are depicted in figs. 2.8 and 2.9. From an inviscid, potential
flow viewpoint, the external flow acceleration in the downstream direction for
the diffuser cases would be expected to lead to a reduction in the pressure, such
that a favorable pressure gradient is generated to augment the flow inside the
duct, in reference to the potential flow model generated in [48]. The average flow
augmentation in the duct interior is calculated to be approximately 12% for both
Re values. When the model is tested in the diffuser configuration, an externally-
adverse pressure gradient would be expected, as deduced through the potential
flow model, which would produce higher mass flowrates through the duct interior
than in the nozzle configuration. However, the PIV measurements seem to con-
tradict this claim, and in fact the 14% superior average flow augmentation in the
nozzle configuration as compared to the diffuser case suggests that the external
flow dynamics are more complex than is expected from inviscid arguments. The
velocity contours depict a significantly larger shear layer, or wake, coming off the
frontal face of the nozzle model, extending to the end of the duct and connecting
with the downstream wake. This wake introduces an additional effective flow
blockage not seen in the diffuser model, where no separation bubble is noticeable
due to the difference in geometry alignment with the flow. This effective block-
age deflects and accelerates the external flow significantly, with the acceleration
extending well outside the field of view. This may be causing a reduction in the
static pressure downstream to create a net favorable pressure gradient inside the
duct. Hence, the flow deviates significantly from inviscid expectations due to the
highly viscous effects associated with the formation of shear layers. The stream-
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wise velocity sections for both configurations further enforce this observation,
and provide additional insight on the local nature of the resulting augmentation,
as shown in figs. 2.10 and 2.11. While the diffuser cases exhibit a more uniform
augmentation profile, nozzle cases display a more localized higher augmentation
peak towards the duct inlet, which may give some insight into the relation be-
tween the nature of the wake and the resulting performance boost. The static
pressure coefficient field for the diffuser and nozzle configurations is calculated by
applying eq. 2.2 to the corresponding velocity magnitude fields. The CP fields for
these cases allow the visualization of the low-pressure regions responsible for this
suction effect. The obtained fields for the 15Hz frequency case are shown in figs.
2.12 and 2.13 for simple comparison. From these figures, it can be deduced that
the desirable CP values inside the duct lie in the negative range, corresponding to
the suction effect, while values closer to 1 symbolize stagnation. Although these
fields are similar in consistency to their corresponding velocity magnitude values,
the CP fields show a clear shift in low-pressure region locations. The diffuser
case in fig 2.12 shows a negative region towards the rear of the duct, where the
wake effects are mostly produced. However, the nozzle in fig. 2.13 demonstrates
a frontal negative region that extends more over the duct length.
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(a)

(b)

Figure 2.8: Velocity magnitude contours for the diffuser configurations for the: (a): 15Hz
frequency, (b): 30Hz frequency. All units are normalized.
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(a)

(b)

Figure 2.9: Velocity magnitude contours for the nozzle configurations for the: (a): 15Hz
frequency, (b): 30Hz frequency.
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(a)

(b)

Figure 2.10: Streamwise section linear plots for: (a): Diffuser 15Hz, (b): Diffuser 30Hz.
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(a)

(b)

Figure 2.11: Streamwise section linear plots for: (a): Nozzle 15Hz, (b):Nozzle 30Hz.
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Figure 2.12: CP field for the Diffuser Duct 15Hz configuration

Figure 2.13: CP field for the Nozzle 15Hz configuration
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In reference to [4] that provided a wind tunnel visual analysis for both diffuser
and nozzle geometries, as shown in fig. 2.14, the corresponding cases studied here
exhibit smoother velocity profiles inside the ducts, as shown in the streamwise
sections in figs. 2.10 and 2.11, most likely due to their constant internal area. Fur-
thermore, this constant area causes the nozzle front to represent a larger obstacle
for incoming flow, possibly contributing to a higher augmentation. However, it
should be noted that with the presence of highly viscous effects around the ducts,
the application of CP in terms of the Bernoulli assumption might not be valid.
Still, these fields do provide some insight on the location of the augmentation
origin in tandem with the wake distribution.

Figure 2.14: Diffuser and Nozzle configurations studied in [4]. The ratio l/W utilized for these
cases is equal to 7.7.

2.4.4 The Inlet/Outlet Flanged Configurations:

The flanged configurations consist of adding a flange to the plain duct case, as
shown in fig. 2.2c. The location of the flange is then shifted by rotating the
model 180degree. This allows for the creation of two main cases, denoted as
”Inlet” and ”Outlet” flanges. Similar to the diffuser geometry cases, the flange
installed on the plain duct contributes to the generation of a significant wake.
The highly-viscous effects are even more dominant in the area behind the outlet
flange models, as shown in the corresponding velocity magnitude contours in fig.
2.15. Duct flow augmentation in these cases display significant dependence on
Reynolds number, where the augmentation increases from 13% to 20% between
the low and high Re cases. For both Re, there is significant flow deceleration
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directly upstream of the duct inlet, leading to an increase in static pressure that
assists pushing the flow inside the duct. The clear difference in the flow patterns
between the two Re cases can be noticed in a more compact-sized deceleration
region but larger deceleration for the higher Re case upstream of the duct inlet
which is expected to induce higher static pressure and higher flow augmentation
through the duct. The wake patterns downstream from the outlet possess sim-
ilar characteristics for the two Reynolds numbers, and are limited in extent to
the region right downstream of the flanges. The flow pattern for the inlet flange
model case is quite different however. Similar to the nozzle model flow, which
exhibits a very large wake coming off its front face, the inlet flange case exhibits a
large wake behind the flange that extends well beyond the downstream end of the
duct, as shown in the velocity magnitude contours (fig. 2.16) and the streamwise
linear plots (fig. 2.17) for the inlet flanged cases. This large wake region forces
the external flow to deviate out of the viewing plane, similar to the nozzle cases.
However, unlike these cases, the inlet flange average flow augmentation inside
the duct for the two Re cases is calculated at around 20%, a significant increase
as compared to the nozzle’s 14% boost. This observation allows the generation
of an improved insight on the nature of the wake. The position of the flange is
important to generate a forward-induced wake as well as a spanning one that
contributes to a higher suction effect as result of the flow deviation, forcing the
remaining flow inside the duct and creating this augmentation. It can thus be
deduced that the effective frontal blockage area is the main augmentation driver.
This can be further validated from the inclined cases that create an increasing
funnel effect with increased angle, hence an increased blocking ratio. However,
this should not be mistaken for the wind tunnel blockage ratio, as all values do
not exceed the 2% mark, as shown in table 2.1, and thus pertains to a more local
effect.

In order to simplify visualization of the calculated augmentation ratios for
each case, the calculated results are compiled in table 2.2, allowing the selection
of the possible optimal configuration for employment in turbine shroud design.
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(a)

(b)

Figure 2.15: Velocity magnitude contours for the ”Flanged” duct geometry in the outlet
flange configuration for: (a): Outlet Flange 15Hz and (b): Outlet Flange 30Hz.
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(a)

(b)

Figure 2.16: Velocity magnitude contours for the ”Flanged” duct geometry in the inlet flange
configuration for: (a): Inlet Flange 15Hz and (b): Inlet Flange 30Hz.
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(a)

(b)

Figure 2.17: Streamwise velocity magnitude sections for the ”Flanged” duct geometry in the
inlet flange configuration for: (a): Inlet Flange 15Hz and (b): Inlet Flange 30Hz.
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Case U∞ (m/s) In-duct Mean U/U∞ Percentage Augmented

Plain Duct 15Hz 13.17 1.0495 4.95%
Plain Duct 30Hz 29.44 1.0366 3.66%

Inclined Duct 10deg 13.17 1.1052 10.52%
Inclined Duct 20deg 13.17 1.1714 17.14%
Inclined Duct 30deg 13.17 1.1992 19.92%

Diffuser 15Hz 13.17 1.1182 11.82%
Diffuser 30Hz 29.44 1.1160 11.60%
Nozzle 15Hz 13.17 1.1458 14.58%
Nozzle 30Hz 29.44 1.1386 13.86%

Outlet Flange 15Hz 13.17 1.1333 13.33%
Outlet Flange 30Hz 29.44 1.2083 20.83%
Inlet Flange 15Hz 13.17 1.1960 19.60%
Inlet Flange 30Hz 29.44 1.2077 20.77%

Table 2.2: Augmentation table for all 13 cases discussed in the result section. U∞ taken from
plain cases to avoid larger stagnation effects present in other cases.

In addition, comparing the flange augmentations with [4]’s results and [14]’s
designs suggests that although the favored rear-flanged diffuser design does pro-
vide a significant augmentation of about 4-5 times the free-stream velocity [4]
while maintaining smooth flow into the shroud, a front-mounted flange with a
wide duct inlet area, such as a frontal-mounted nozzle enclosure, might provide
even more augmentation, especially when the reduced l/W might promote the
cross-talk flow and further increase this effect. However, this suggestion requires
more speculation in terms of analyzing smaller l/W ratios typical of such tur-
bines, as well as testing several flange widths in terms of duct lengths, as well as
the analysis of the rotor placement on such a configuration, all of which might be
incorporated in future works. However, the current study does indeed establish
improved understanding of the flow dynamics and presents several criteria in se-
lecting the optimal shroud geometry.
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2.5 Summary and Conclusions

Wind tunnel velocity field measurements have been acquired for a number of geo-
metric models of the same internal duct geometry with different outer enclosures
in a free-stream environment. The study in its basic nature bears relation not
only to speed augmentation in ducted wind turbines, but can be also applicable
to flow around buildings, jet engine flow dynamics, as well as bluff body aero-
dynamics. The study aimed to elucidate the effect of the outer duct geometry
on the level of flow augmentation inside it. Thus, the internal duct geometry
was fixed in all models, and its length-to-width ratio maintained at 3, typically
longer than the ratios used in shroud-augmented wind turbines, to reduce the
effect of cross-talk between the duct inlet and outlet through the outer flow path.
From an inviscid, potential flow viewpoint, the diffuser-type models were ex-
pected to create an increased pressure gradient outside the duct that produces
flow augmentation internal to the duct, while the nozzle models would create an
adverse pressure gradient externally, and produce less flow augmentation. The
experimental results, however, demonstrated that the nozzle produced somewhat
higher flow augmentation inside the duct than the diffuser model. This indicated
that viscous flow effects associated with the creation of a larger shear layer behind
the front face of the nozzle, which were not present in the diffuser model, were
the cause for the higher flow augmentation. Of particular interest was the signif-
icant Reynolds number dependence of the flow augmentation in the outlet flange
model. Thus, it can be concluded that Reynolds number effects were of critical
importance in this study. Although it might be unclear how the flow augmen-
tation behavior might be at Reynolds number outside the range tested, but in
the theoretical limit that Re approaches infinity, the inviscid flow model predic-
tions presented in the literature would be expected to become directly applicable.

The nozzle, diffuser, inlet flange, and outlet flange models in this study had
the same blockage ratio of around 1.8%, with the level of flow augmentation
varying between 11% and 21%. While these values might seem low as compared
to the 70% and 80% presented in the literature, as wind power scales cubically
with speed, a 21% increase in wind speed would still produce more than a 75%
increase in the available wind power.

The results obtained from the inlet flange case allowed comparison with the
results presented in [4], as well as the effects discussed in [14]. Although the rear-
mounted flange was found to provide a significant augmentation, a front-mounted
flange with a wide duct inlet, namely a front-flanged nozzle, was suggested to pos-
sibly provide even more augmentation in the light of the obtained results. The
possibility of studying this configuration is presented, along with the addition
of future work on multiple flange heights as in [14], as well as the reduction of
the length-to-width ratio which would further increase the effect, similar to the
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studies in [4] and [49]. Lastly, when there is a turbine or other obstacle in the
vicinity of the duct, it is expected to alter the flow dynamics of the empty duct.
However, with all else being equal, the current study provides insight into the
flow behavior of a duct in free-stream flow. Moreover, the data presented herein
may be of help for calibrating and validating numerical models of wind augmen-
tation.

32



Chapter 3

Flow Visualization in Aortic
Dissections

3.1 Introduction

Aortic dissection (AD) is a life threatening cardiovascular disease. A dissection
can originate from chest trauma or even a combination of environmental and
genetic causes, and is identified by the development of a tear in the innermost
layer of the aortic vessel, referred to as the entry tear, permitting the blood to flow
between the intimal and medial layers of the arterial wall. Due to the elevated
blood pressure and induced wall stress, the tear increases in size, and blood in the
aorta separates into two channels, the initial true lumen, and a new false lumen,
forming a parallel flow conduit [5],[6],[7]. The false lumen flow can burrow its
interstitial path and tear another opening in the intima back into the true lumen
flow, typically downstream, denoted as a reentry tear. Two main types of aortic
dissections exist, classified according to the location of the tears, with the ones
developed in the ascending aorta, classified as Type A dissections, being the
more life-threatening. Type A dissections are the more dangerous as the tear can
extend to the descending aorta and are usually associated with higher mortality
rates. Type B dissections, on the other hand, are limited to the descending aorta
and are thus of a reduced level of urgency as compared to type A. It is also
possible that thrombus may develop inside the false lumen in both types, leading
to blockage of the entry tear and/or reentry tear. The most employed aortic
dissection type denotions referred to in the literature are presented in fig. 3.1,
as presented by [57]. The designations in this study refer to the Standford type
naming.
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Figure 3.1: Most common aortic dissection type classification as presented in [57]
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Aortic dissection is considered challenging in terms of diagnosis and treatment,
thus making it the most complex form of acute aortic syndrome. A dissection
may go asymptomatic during its early stages, or even show misleading symptoms
that may be mistaken for other conditions within a wide range of cardiothoracic
diseases, such as musculoskeletal disorders [58]. An estimated 38% of dissections
[58] are not diagnosed from the first testing procedure, and if left untreated at
the right time, 36% to 72% of patients die within 48 hours of diagnosis, and
62% to 91% die within one week, due to inflation developing within the aortic
vessel, denoted as an aneurysm [58]. Having recorded cases dating back as early
as the late 18th century, and having an epidemiology of approximately 30 cases
per million per year, it remains at the forefront of medical concern and research
[5].

The development of reliable diagnostic-imaging techniques has become para-
mount to an increased accuracy in detection of possible aortic dissections in
order to provide reliable means to their treatment. The three most-employed
types of imaging are Trans-Thoracic Echocardiography (TTE), Trans-Esophageal
Echocardiography (TEE), Cardiac Computed Tomography (CT), and Magnetic-
Resonance Imaging (MRI). Choice of the imaging method used is taken on a
case-by-case basis, although other factors such as operation cost and dissection
severity are also major contributors. Thorough studies and comparisons of these
techniques are available, most notably those performed in [59].

In order to increase diagnostic accuracy through imaging, a reliable aortic
model is required. Several studies have been conducted in order to generate ac-
curate aortic models, accounting for different sets of studied variables. Among
these studies, the one performed in [60] analyzed the pressure variations inside
the aortic true and false lumens in an ex-vivo model for different anatomical con-
figurations of tear size, number, and locations for a Stanford type B dissection.
Although Type B dissections were associated with higher survival rates as com-
pared to those of type A, the medical nature of treatment of type B as opposed
to the surgical type for A required a more accurate modeling of the flow dynam-
ics, especially the pressure distribution (in relation to the wall shear stress) that
directly affected intima tearing and aneurysm growth rate. A pulsatile pump
was used in order to mimic heart systole and diastole cycles, as well as an arch
and a polymeric silicone tubing with a dissection representing the aortic arch and
descending portion. In addition, resistance clamps and a capacitance chamber
was used to accurately represent peripheral flow resistance in actual in-vivo blood
flow. The perfusion liquid used was a Doppler test liquid at body temperature
to mimic blood and obtain more valid results for the pressure distributions. The
setup allowed the analysis of the effect of size and location of tears on flow dy-
namics, and thus compare systolic and diastolic pressures in both true and false
lumens.
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A more theoretical approach was performed in [61] through a set of CFD
simulations in order to predict the hemodynamic forces on the lower aorta pre-
and post-treatment of a type B acute aortic dissection using a stent graft. This
was done in order to predict the wall shear stresses responsible for aortic alcer-
ation and tear formation in an existing patient on whom CFD model validation
was performed. Dynamic MRI imagery was also conducted in order to provide
accurate model dimensions for CFD, as well as relevant validation data.

In order to account for the transient nature of blood flow, the hemodynam-
ics of an abdominal aortic aneurysm, by virtue of both steady and pulsatile flow,
with a variation of Reynolds number, were explored using PIV in [62]. Significant
differences between steady and pulsatile conditions were obtained, especially in
the vortex-center dynamics formed in the aneurysm, and the wall shear stress
boundary conditions. It was deduced that even though steady flow provided a
relatively simple and somewhat accurate insight into the flow dynamics inside
aneurysms, it was not sufficient to provide a comprehensive model for the hemo-
dynamics of in-vivo flows.
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3.2 Aim of Research

In this study, Computed Tomography (CT) is employed as the reference imaging
process as it is the most cost-effective and readily-available diagnostic technique.
The first course of diagnostic action is an X-Ray CT scan, used to check for
anatomical abnormalities. When dissection or any other condition such as the
presence of an aneurysm or a coronary artery blockage is suspected, contrast-
injected CT is then employed [8],[9],[10]. In contrast-CT, a reactive contrast-
media solution is injected into the blood stream to illuminate the blood vessels
being scanned using X-Ray and aid in visualization. The rotating machine con-
tinually acquires data during injection, and quantity and rate of injection are
normally elevated to improve image quality. However, this may present an issue
as the fluid solution may have adverse effects on the patients health [63]. In ad-
dition, despite CT scanning being an established technique, false diagnosis, such
as a false positive and a false negative, from contrast-CT imaging can be quite
common [11],[12]. Therefore, and in accordance with the bio-inspired research
process and based on the request of the radiology department in the AUBMC,
a better understanding of the hemodynamics inside the aortic arch for different
dissection configurations is required to assist in improving diagnostic accuracy.

In contrast-CT administration, a delicate balancing act is performed by the
radiologist in order to optimize the injection parameters. Synchronization of the
injection timing with the scanner head has to be coupled with several factors, in-
cluding the patients weight, heart rate, blood flowrate, and pulmonary rhythms
[64]. The interconnected biological systems make the process tedious, and thus
it is of importance that the hemodynamics, as well as the transport and mixing
mechanics of the contrast media in the blood stream within the complex aor-
tic dissection geometry be understood [65],[66],[67],[68],[69]. The quality of the
contrast-CT images is dependent on the combination of the CT scanning speed
and the speed of the bloodstream in the aorta, where flow details such as mixing
dynamics and contrast flow-front dynamics may or may not appear according to
the size of the temporal resolution utilized.

In order to accurately predict the existence and location of aortic dissections,
especially acute types, better understanding of the fluid dynamics inside the aorta
is required. One of the main causes of tear formation is the excessive wall shear
stress on the intima, focused mainly downstream from the aortic valve. As the
intima is a thin, soft layer, it is most susceptible to stress and thus tears quickly,
leading to aortic intramural hematoma. The main imaging techniques proposed
for this purpose are PIV and LIF, which will allow the generation of an accurate
aortic flow and comparibility with CT results.
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3.3 Methods

Simplified plexi-glass models representative of different aortic dissection scenarios
are constructed and connected to a steady-flow loop system. These models are
then subjected to flow conditions similar to those in an actual aorta. Two imag-
ing techniques, PIV and LIF, are then utilized to assess the flow and to visualize
the transport dynamics of the injected contrast media, as shown in fig. 3.2. PIV
is employed and allows to obtain a quantitative field of the behavior of the flow
throughout the different lumens, while LIF is used as the main imaging technique
due to its comparability with the CT scanner used on actual dissections. LIF
allows the visualization of flow development, vortex shedding, as well as residency
time calculation through the manipulation of the corresponding luminosity fields.
As a proxy for CT imaging with contrast injection, LIF is used with high-speed
CCD imaging to record the mixing dynamics of dye in the dissection and is used
to compare with an actual CT scan of the model in order to locate similarities
and allow radiologists to more accurately diagnose aortic dissections.

Figure 3.2: (left) Schematic of the AD flow loop and the laser diagnostic system for PIV and
LIF; (right) a picture of an AD model installed in the test setup

3.3.1 Dissection Models and Flow Loop:

Type A Dissections, which affect the ascending aorta, are studied in this setup.
The aortic model constitutes of a planar bend with a 35mm radius of curvature
and a square cross-section of 14mm side length at its proximal and distal ends.
Two models are machined from optically clear plexi-glass and their surfaces are
polished for flow visualization, shown in fig. 3.3a. The case designations are then
categorized into Model A and Model B designations, based on the size of the
machined re-entry channel, with Model B having the smaller channel. A plexi
cover is then glued using clear polyurethane liquid and the inlet and outlet pipe
fittings are installed and connected to a submersible centrifugal pump (5 W) in a
water reservoir symbolizing body peripheral flow. Although the flaps and intimal
walls in an actual aorta can flutter in response to the underlying flow field, the
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models presented here have rigid features maintained in order to minimize the
handled variables. The models constitute several combinations of an entry tear
with or without a reentry tear, with a corresponding suffix assigned to differen-
tiate each case. Cases where the re-entry tear is present are assigned the suffix
1, while those having this channel sealed are assigned the suffix 2. The models
may also have either an entry or a re-entry tear flap protruding into the flow.
These cases are achieved through the variation of flow direction, allowing the ma-
nipulation of the type of entry and thus allowing a larger spectrum of dissection
cases to be represented. In accordance, configurations having an entry-flap are
shown as -F, while the others are shown as -R. As a result, a total of eight dis-
ease scenario geometries are generated from the two physical models, presented
in fig. 3.3b. In the left column, cases A1-F, A1-R, B1-F, and B1-R are of the
entry-reentry AD type, while in the right column, cases A2-F and B2-F are of the
entry only type, and cases A2-R and B2-R are of the re-entry only type. The bulk
flow rate in all cases is measured to be 3 L/min and varies by less than 5% across.

(a)
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(b)

Figure 3.3: (a) Dimensioned drawings of the two machined AD models. The channel is 14 mm
deep. (b) Eight test cases are investigated with the red arrow symbolizing flow direction. (E)
is designated for entry-tear cases, and (R) for reentry tear cases. There are four cases with
entry tear flap (left) and four with reentry tear flap (right). Each flow geometry is labeled.
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3.3.2 PIV and LIF Measurements:

The laser beam from a 3 W Ar-ion laser (Laser Physics, UK) is steered and
expanded through a set of lenses and mirrors into a 1mm-thick lightsheet that
illuminates a plane at mid-height of the aortic model, as shown in fig. 3.2. A
Phantom V9 CCD camera (Vision Research, USA) images the flow illuminated
by the lightsheet at 200 fps for LIF and 1000 fps for PIV. A Schott-glass long
pass orange filter covers the camera to permit only the light wavelength from the
Rhodamine fluorescence during LIF acquisition. Rhodamine dye solution (5 mL
volume) is injected at the suction side of the submerged pump for a duration of
3 sec, i.e. with a flow rate of 100 mL/min. The camera sequence commences
before the dye reaches the aorta and continues well after the injection process
completes. This is necessary to correct for spatial lightsheet intensity variations.
For the non-simultaneous PIV, the flow is seeded with 5µm TiO2 particulate
powder. Around 1000 consecutive particle images covering 1 second of flow data
are processed with the Matlab-based FFT cross correlation code PIVLAB [70] to
produce 500 velocity vector fields. The spatial vector resolution is approximately
1.5 mm, which is found sufficient to resolve the main flow velocities in the false
and true lumens. The instantaneous velocity vector fields are averaged to pro-
duce a mean vector field.
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3.4 Results

After the PIV processing to all the desired cases, post-processing algorithms are
applied in order to further reduce erronous vector fields and yields smoother ve-
locity transitions. Among these processes, scatter-plot elimination is utilized in
order to remove out-of-range vectors and reduce the total standard deviation. In
addition, spatial filtering is then applied to vectors failing to satisfy the median
±n ·Stdev condition, with n set to 2. Finally, the time-averaged velocity contours
obtained from PIV processing are then presented for the eight dissection cases, as
shown in fig. 3.4. The cases are divided into two types according to the intended
model scheme: Configurations with an entry-tear flap, presented in fig. 3.4a, and
ones with a re-entry-tear flap, as in fig. 3.4b. For the cases in fig. 3.4a, the
models may or may not include a re-entry tear, which allows the blood flow to
enter from the main vessel to the false lumen and exit back into the true lumen
downstream. Models A1-F and B1-F are of the entry-reentry AD type, with the
reentry tear size for case B1-F being narrower. A salient feature noted in these
models is the dissimilar velocities in the false lumen as compared to the true
lumen, with the difference being larger for the smaller reentry of model B. The
velocity magnitudes along the two dashed-black lines plotted in fig. 3.5a further
confirm this observation. However, due to light diffraction and blockage by the
sharp interfaces near the flap and at the end of false lumen walls, some portions
of the field do not resolve to consistent velocity vectors, and are hence masked.
In accordance, upon reentry to the true lumen, the two dissimilar blood streams
would theoretically form a shear layer. This is indeed observed in the instanta-
neous LIF images shown in fig. 3.6a. The unsteadiness associated with the shear
layer, in addition to the three-dimensional curvature flow exhibited in the aorta
can thus induce unsteady loading on the tear and cause it to widen, forcing more
flow into the false lumen and possibly creating an oscillatory-flapping re-entry
tear.

For the other two entry-tear cases in fig. 3.4a, models A2-F and B2-F exhibit
an entry-only flow, where the re-entry tear is blocked off, symbolizing the pres-
ence of a thrombus. In these cases, the flow is completely stagnant in the false
lumen, except for hints of weak recirculating flow near the entry flap. LIF imag-
ing indicates that entry flow from the true lumen penetrates to a certain depth
into the false lumen, as shown in fig. 3.6b. This flow deceleration to stagnation
is associated with an increase in the false lumen average pressure as compared
with that of the true lumen, as has been studied in [60] and [71]. This local
pressure increase can contribute to further weakening of the intimal aortic wall
and enlargement of the dissection canal.
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(a)
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(b)

Figure 3.4: Velocity magnitude contours for (a) the four models with entry flap, and (b) the
four models with the re-entry flap. Color scale is in mm/sec.

The four models presented in fig. 3.4b have re-entry tear flaps protruding into
the flow, while the entry tears are smaller in size and are shifted downstream in
comparison with the cases in fig. 3.4a. Yet, the salient flow features in fig. 3.4 are
generally similar, except for structural variations associated with changes in local
geometry. This assessment is generally substantiated by the velocity magnitude
plots in fig. 3.5 and the instantaneous LIF flow front images in fig. 3.7. The
flow front discussed here refers to the time when the dye first reaches the aorta
from the peripheral injection point, with the contrast intensity being elevated
and clearly visible. Of particular interest in the LIF instantaneous images of fig.
3.7 is the visibility of the false lumen region. When the AD is of the entry-reentry
type, the fluorescent Rhodamine dye, surrogate for contrast CT media, perfuses
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sufficiently into the false lumen making it visible, albeit at a slower rate than in
the true lumen by virtue of the dissimilar flow velocities. However, if the false
lumen is of the entry-only or reentry-only types, the probability of the dye perfus-
ing into the false lumen and making a noticeable mark in the images is quite low.
In the context of contrast-CT patient diagnostics, this may make the difference
between a correct diagnosis and a false diagnosis.

(a)
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(b)

Figure 3.5: Flow velocity magnitude in the true (black) and false (gray) lumens for (a) the
four models with entry flap, and (b) the four models with the re-entry flap. Plot order follows

that in fig. 3.4

(a) (b)

Figure 3.6: (a) Instantaneous LIF images showing the shear layer in an entry-reentry AD; (b)
the penetration of the entry flow into the stagnant false lumen blood.
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(a)
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(b)

Figure 3.7: Instantaneous LIF images of the dye bolus flow front for (a) the four AD cases
with entry flap, and (b) the four cases with the re-entry flap. The time stamp corresponds to

the plots in fig. 3.9.

In order to be able to setup an accurate comparison of the generated data with
results from contrast-CT scans, the time traces of the LIF signal are spatially-
averaged over local regions of the AD, with their respective temporal intensities
plotted over the course of the entire injection process. The signals are also post-
corrected for spatial variations in lightsheet intensity using a linear-correction
curve, which requires the determination of a slope and an intercept. The lin-
ear correction assumes negligible auto-bleaching and self-absorption of the LIF
emissions. Fig. 3.8a shows the LIF intensity plots prior to correction. The pre-
injection part of the curve is used to determine the non-zero background signal,
taken as the intercept of the correction line, while the farthest post-injection part
of the curve with a uniform spatial-dye distribution is used to determine the slope
of the correction line. The LIF data after correction are applied and shown in
fig. 3.8b, which demonstrates that before injection, the LIF signal in all regions
begins at zero, and once the dye is fully mixed towards the end, all signals con-
verge to the same value.
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(a) (b)

Figure 3.8: Spatially-averaged LIF time trace signal for AD case B2-F (a): uncorrected; and
(b): linearly-corrected for light sheet intensity variations.

In fig. 3.9, the corrected dye-concentration time traces are shown for six cases
of AD. Data for the remaining two cases are insufficient for correction due to the
limited recording length, and thus they are not presented. For each case, the
AD regions used for spatial averaging are delineated on the same correspond-
ing figure. In all the AD cases, with a focus on the true lumen, the LIF signal
builds up as the dye bolus reaches the aorta, and once injection stops, the signal
drops significantly, until the dye makes a full circle through the reservoir and
pump, and circulates back to the AD, albeit at a much lower concentration due
to mixing. In the entry-reentry cases, the signal from the false lumen is gen-
erally in-phase with the true lumen signal, but with an overall lower intensity
due to the slower false lumen velocity and local dye dilution within it. In the
AD cases with an entry-only or reentry-only type, the intensity difference is still
present, although now, there is a significant phase difference or delay between
the intensity peaks of both lumens. This observation is expected since the dye
takes more time to penetrate the false lumen and a significantly larger period to
dissipate through the slow mixing processes of the creeping flow inside the lumen.
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(a) (b)

(c) (d)
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(e) (f)

Figure 3.9: Spatially-averaged and intensity-corrected LIF time trace signals for six AD cases:
(a): A2-F, (b): B1-F, (c): B2-F, (d): A2-R, (e): B1-R, (f): B2-R. Red lines are time stamps

corresponding to figs. 3.6, 3.7
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3.5 Summary and Conclusions

Eight in-vitro study cases of Type-A aortic dissections are evaluated using PIV
and LIF. These cases cover scenarios with two widths of tears, several dissec-
tion configurations such as entry-reentry tears, entry-only, and even reentry-only
tears, similar to actual dissection cases, as well as different tear-flap position vari-
ants, such as those with a protruding entry tear flap, or a reentry tear flap. In
the entry-reentry AD cases, the flow velocities in the true and false lumens are
found to be dissimilar giving rise to shear-layer formation upon reentry. This
could thus be a flow mechanism that contributes to aortic-wall weakening and
AD expansion. In entry-only AD cases, LIF visualization shows the flow pene-
tration into the false lumen before being halted. This flow stoppage is associated
with stagnation pressure and is consistent with other reports in the literature on
the increased pressure values in the false lumen, another mechanism thought to
contribute to AD expansion.

Lastly, there are limitations associated with certain choices made in the de-
sign of this work that may not be physiologically accurate. One is the planar
curvature of the aorta and its rectangular cross-section. While both are chosen
to assist in flow visualization, the rigid model walls do not allow for fluttering,
or for tear-flapping, which is often seen in patient diagnosis. Moreover, the flow
is chosen to be steady rather than pulsatile in order to reduce variating parame-
ters. In spite of these limitations, these simplified AD geometries do provide an
improved understanding of the nature of the flow in a Type-A dissection and its
salient features.
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Chapter 4

Conclusions

In this dissertation, the flow dynamics of two selected applications are studied
through experimental fluid dynamics, with each study composing its correspond-
ing chapter. These applications consist of the analysis of flow augmentation as
a function of shrouding geometry in a free-stream, inspired by ducted wind tur-
bines and urban design, as well as the study of a Type A aortic dissection and
the generation of a flow model having high comparability with the available CT-
scanning machine results. Experimental methods were chosen as they provide
the most realistic approach to modeling real-flow problems. Established imaging
techniques such as PIV and LIF are utilized in order to measure velocity data with
a high fidelity as well as to monitor the salient flow features describing the flows.
Indeed, the analysis of the behavior of different shroudings allowed to generate
an idea on the possible optimal configuration for augmenting free-stream flows
that might be somewhat different to what has been already adopted. In addition,
the employment of the LIF technique in the aortic dissection chapter allowed a
significant level of comparability with CT scanning that elucidated several key
flow features related to different dissection configurations, assisting radiologists
in the field and allowing them to increase diagnostic accuracy. Finally, the mod-
els created in these studies are not constraint to their respective applications,
but may be applied to a wider range of wind energy and bio-inspired projects by
virtue of the versatility of the employed flow-imaging techniques.
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