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An Abstract of the Thesis of

Joelle Edward Neaime for Master of Science
Major: Computer Science

Title: Tactile-capable Optical Cloud Distribution Networks

Over the past decade, Cloud computing has become the most beneficiary

paradigm to provide optimized and efficient computing resources for modern

Internet applications. However, cloud networks can be a burden for latency-

sensitive applications, such as Tactile Internet, which can’t afford the high delay

due to communication with remote cloud servers, which typically reside in the

core network. In this work, we propose OCLDN, an agile, programmable and

scalable Optical CLoud Distribution Network, which exploits content distribu-

tion networks, to deliver killer cloud and tactile services to end-users at very

high-speeds, ultra-low latency, and low cost. With OCLDN, a software defined

networking (SDN)-based mini-cloud data center is installed at the central office

of a next-generation passive optical network, which includes a cloud-based tac-

tile steering server, and supports all types of cloud applications. Meeting the

stringent quality-of-service (QoS) requirements for these applications requires a
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fast, adaptive and effective bandwidth allocation mechanism. We mathematically

formulate this problem using Mixed Integer Linear Programming (MILP), and

then introduce a new Dynamic Wavelength and Bandwidth Allocation (DWBA)

scheme to overcome the limitations of the MILP model. The proposed DWBA

scheme enables the protection of tactile services by dedicating it upstream wave-

length(s), and enables inter-channel statistical multiplexing so as to maximize

the network throughput without impairing the QoS requirements for all types of

services. It also employs a modified version of the Water-Filling technique and

advanced intra-ONU scheduling. Extensive simulations are performed; results

demonstrate the ability of the proposed DWBA to outperform existing schemes,

and highlight its effectiveness in meeting the QoS demands for all types of ser-

vices.
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Chapter 1

Introduction

Over the last decade, Cloud computing has been employed as the killer technology

for offering dynamically scalable infrastructure to modern Internet applications.

In recent years, this revolutionary paradigm has gained a lot of popularity, with

forecasts predicting that by year 2020, 92% of workloads will be processed by

cloud data centers [8]. However, cloud networks may be a setback for some

emerging ground-braking applications, such as Tactile Internet and Internet of

Things (IoT). Due to the strict delay requirements of these latency-sensitive appli-

cations, significant delays resulting from the long distances between the end-users

and cloud servers (which typically reside in the core network) can’t be tolerated.

Recent studies reported that applications running on cloud computing systems

run up to 20% more efficiently when the data needed is located nearby [9]. As

such, bringing the cloud resources closer to the end-users’ premises is a funda-

mental need to support applications that are expected to reshape our society with

their great potential impact. Several efforts have been spent to address this issue.

For instance, Edge computing, or Fog Computing as termed by Cisco, has been
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recently presented as a very promising remedy, whereby the Fog (which is a Cloud

closer to the ground) deploys fog nodes near the IoT end-user applications [10].

However, research in this field is still in its infancy stage with many challenges

to be addressed before the technology is ready for deployment. Meanwhile, In-

ternet service providers (ISPs) have been already serving a similar purpose by

deploying content delivery networks (CDNs) extensively in their infrastructure

in order to efficiently utilize their network resources and create a new source of

revenues [11]. Therefore, it would be a promising and natural solution to combine

these two exciting technologies so as to construct cloud distribution networks.

1.1 Contributions of the Thesis

In this work, we propose OCLDN, a high-speed, programmable, and scalable

Optical Cloud Distribution Network architecture that enables ISPs to offer low-

latency cloud services to the end users, by taking advantage of the next-generation

Ethernet passive optical network (NG-EPON) technology [12], which has been

a promising candidate for future high-speed cloud access networks [13, 14]. The

NG-EPON technology is suitable for supporting the centralized hub-and-spoke-

based traffic patterns of future enterprise local area networks [15]. With OCLDN,

the ISP’s CDN would deploy a mini-data center located at the central office

(CO) to allow the end users’ requests to be directly and quickly served by the

mini-data center, and if need be, the data is fetched from the core servers [16].
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One distinguished feature of OCLDN is its ability to support machine-to-human

(M2H), machine-to-machine (M2M) and machine-to-cloud Tactile applications by

deploying the control steering servers in the CO’s cloud. Tactile Internet enables

the transmission of touch and actuation in real-time, thereby enabling precise

haptic communications through real-time interactive systems [17].

Several design requirements have to be met by the infrastructure supporting

Tactile Internet; these include ultra-low latency (round-trip latency of 1 ms), reli-

ability, security, high network availability [18]. All these require efficient resource

management mechanisms with effective quality of service (QoS)-aware bandwidth

allocation [19]. Thus, we formulate the scheduling and bandwidth allocation

problem mathematically as a Mixed-Integer Linear Programming (MILP) prob-

lem. We then propose a new dynamic wavelength and bandwidth allocation

(DWBA) scheme to address the limitations of the proposed MILP model, which

is NP-Complete and does not scale well. The proposed DWBA scheme enables

the protection of tactile services by dedicating it upstream wavelength(s), and is

further enhanced to exploit inter-channel statistical multiplexing so as to max-

imize the network throughput without impairing the QoS requirements for all

types of services. Our results show the ability of the proposed DWBA to outper-

form existing schemes, and highlight its effectiveness in meeting the QoS demands

for all types of services.
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1.2 Organization of the Thesis

The rest of the thesis is organized as follows. In Chapter 2, we present an overview

of Passive Optical Network, Cloud Computing, Tactile Internet, and CDNs, along

with relevant up-to-date related work. In Chapter 3, we describe the proposed

OCLDN architecture and discuss its constituents, as well as the newly enabled

services. In Chapter 4, we present the mathematical formulation and the new

DWBA scheme. In Chapter 5, we present our simulation results; and finally in

Chapter 6, we conclude our work and discuss future extensions.
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Chapter 2

Background and Related Work

2.1 Passive Optical Network

Over the past two decades, the Internet has witnessed an explosive growth of

data traffic and unprecedented emergence of a variety of broadband applications,

including Voice over Internet Protocol (VoIP), Video on Demand (VoD), Internet

Protocol Television (IPTV), High-Definition Television (HDTV), and interactive

online gaming. As such, an ever-increasing demand for network bandwidth has

been imposed on the underlying telecommunications infrastructure. To meet this

challenge, backbone networks have experienced huge enhancements to provide

high-capacity links that meet the demands of bandwidth-hungry applications.

However, the access network, also known as the ”last mile”, has not been fully

upgraded to meet the continuously fuelled bandwidth demands. Subsequently, it

has become the bottleneck between the high-capacity residential/business end-

users’ local area networks and the backbone network. To alleviate this bottleneck,

broadband access network operators must find an effective solution that increases
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Figure 2.1: Optical Access Network [1]

the network bandwidth, while also meeting the low cost requirements of access

networks. Considering the higher capacity that optical fiber offers compared

to other broadband access solutions such as Digital Subscriber Line (DSL) and

Community Antenna Television (CATV) (cable TV) based networks, an extensive

employment of optical fiber in the access network has been seen as an effective

solution to accommodate the proliferation of bandwidth demanding broadband

applications [1].

Optical access networks offer an all-optical link between the ISP and the

end users. We generally distinguish between three main types of optical access

networks, as depicted in Fig. 2.1: point-to-point (P2P) fiber, active Ethernet

6



network, and passive optical network (PON). In a P2P fiber network, there is a

direct optical connection all the way from the CO to the subscriber’s premises.

The quantity of fiber in this network architecture is a downside. Active Ether-

net network reduces the number of fiber terminations at the CO by deploying

electrically-powered equipment, such as switches and routers, installed in secured

cabinets between the CO and subscriber’s site, to deliver the optical signals.

Nonetheless, this necessitates high investment in the outside plant. In contrast,

PON, unlike active Ethernet network, does not require active components be-

tween the CO and the user premises. It uses a passive optical splitter instead of

an Ethernet switch to guide the traffic throughout the network, thereby elimi-

nating the need for powering and maintaining active elements, and for expensive

street cabinets [20]. PON has multiple benefits, as it allows for greater distances

between the ISP’s CO and the customer premises, and provides higher band-

width, higher flexibility and optical scalability; it also reduces the capital cost

and overall life-cycle operational expenditure [21], [22].

2.1.1 Network Architecture

A generic PON system consists of an Optical Line Terminal (OLT) and a number

of Optical Network Units (ONUs). The OLT is located at the CO, and connects

the access network to the Metropolitan Area Network (MAN) or Wide Area

Network (WAN), thus providing the interface between PON and the backbone

7
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Therefore, it is logical to replace the hard-
ened active curb-side switch with an inexpensive
passive optical component. Passive optical net-
work (PON) is a technology viewed by many as
an attractive solution to the first mile problem
[4, 5]; PONs minimize the amount of optical
transceivers, central office terminations, and
fiber deployment. A PON is a point-to-multi-
point optical network with no active elements in
the signals’ path from source to destination. The
only interior elements used in a PON are passive
optical components, such as optical fiber, splices,
and splitters. Access networks based on single-
fiber PON only require N + 1 transceivers and
L km of fiber (Fig. 2c).

PON TOPOLOGIES
Logically, the first mile is point-to-multipoint
(P2MP), with a central office typically servic-
ing thousands of subscribers. There are several
multipoint topologies suitable for the access
network, including tree, tree-and-branch, ring,
and bus (Fig. 3). Using 1:2 optical tap couplers
and 1:N optical splitters, PONs can be flexibly
deployed in any of these topologies. In addi-
tion, PONs can be deployed in redundant con-
figurations such as double rings or double
trees; or redundancy may be added only to a
part of the PON, say the trunk of the tree
(Fig. 3d).

All transmissions in a PON are performed
between an optical line terminal (OLT) and
optical network units (ONUs). The OLT resides
in the local exchange (central office), connecting
the optical access network to the metro back-
bone. The ONU is located at either the curb
(FTTC solution) or the end-user location (FTTH
and FTTB), and provides broadband voice, data,
and video services. In the downstream direction
(from OLT to ONUs), a PON is a P2MP net-
work, and in the upstream direction it is a multi-
point-to-point network.

The advantages of using PONs in subscriber
access networks are numerous:

• PONs allow for long reach between central
offices and customer premises, operating at
distances over 20 km.

• PONs minimizes fiber deployment in both
the local exchange office and the local loop.

• PONs provides higher bandwidth due to
deeper fiber penetration, offering gigabit
per second solutions.

• Operating in the downstream as a broadcast
network, PONs allow for video broadcast-
ing as either IP video or analog video using
a separate wavelength overlay.

• PONs eliminate the necessity to install
active multiplexers at splitting locations,
thus relieving network operators of the
gruesome task of maintaining active curb-
side units and providing power to them.
Instead of active devices in these locations,
PONs use small passive optical splitters,
located in splice trays and deployed as part
of the optical fiber cable plant.

• Being optically transparent end to end,
PONs allow upgrades to higher bit rates or
additional wavelengths.

APON TO EPON
Passive optical networking has been considered
for the access network for quite some time, even
well before the Internet spurred bandwidth
demand. The Full Service Access Network
(FSAN) Recommendation (ITU G.983) defines a
PON-based optical access network that uses asyn-
chronous transfer mode (ATM) as its layer 2 pro-
tocol. In 1995, when the FSAN initiative started,
ATM had high hopes of becoming the prevalent
technology in the LAN, MAN, and backbone.
However, since that time, Ethernet technology
has leapfrogged ATM. Ethernet has become a
universally accepted standard, with over 320 mil-
lion port deployments worldwide, offering stag-
gering economies of scale [6]. High-speed Gigabit
Ethernet deployment is widely accelerating and
10 Gigabit Ethernet products are available. Eth-
ernet, which is easy to scale and manage, is win-

� Figure 3. PON topologies.
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network. The ONU is located near the end-users, thereby providing them with

the service interface. The Optical Distribution Network (ODN) in PON connects

the OLT and ONUs using optical fibers and splitters. As illustrated in Fig. 2.2,

the ODN can form one of several multipoint topologies suitable for the access

network, including tree, ring, bus, and tree with redundant trunk.

In the downstream direction (i.e., from the OLT to ONUs), the splitter divides

the signal into multiple, identical signals that are broadcasted to the subtending

ONUs. Every ONU determines the data intended for it, and discards all others.

However, in the upstream direction (i.e., from the ONUs to OLT), when ONUs

have to share the upstream channel, collision can’t be detected easily if two or

more ONUs transmit signals simultaneously. Therefore, a medium access control

(MAC) mechanism is required to arbitrate the transmission of ONUs over the
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shared media.

Figure 2.3: Evolution of PON [3]

Fig. 2.3 illustrates the evolution of PON over time. ATM PON (APON),

Broadband PON (BPON), Gigabit PON (GPON), and Next-generation PON

(NG-PON) were standardized by the Full Service Access Network (FSAN), whereas

Ethernet PON (EPON) was standardized by the IEEE 802 study group. APON

is the first PON specification defined by FSAN in 1995, which uses Asynchronous

Transfer Mode (ATM) as its signalling protocol in Layer 2. Upstream transmis-

sion is in the form of bursts of ATM cells. Consequently, in year 2000, BPON

emerges as an evolution of APON, which offers numerous broadband services, in-

cluding ATM, Ethernet access, and video distribution. In year 2002, GPON was

introduced with the aim to generalize the support of different data traffic types

via GPON encapsulation method (GEM), so as to achieve efficient packaging of

9



user traffic, while enabling frame segmentation. Since then, the ITU-T/FSAN

has been working on the standardization of higher bandwidth variants such as

NG-PON1 and NG-PON2. However, EPON which is developed based on the

Ethernet technology has been the most deployed variant, as it provides seamless

integration with IP and Ethernet technologies. Thanks to its fine scalability, sim-

plicity, multicast convenience, and the capability of providing full service access,

EPON has been rapidly adopted and became a market leader [3]. Motivated by

meeting the emerging high bandwidth demands, the IEEE NG-EPON has been

introduced to operate at an aggregate date rate of 10 Gbps per wavelength, and

coverage up to 100 Km [12]. Another technology that extends the coverage span

of PONs to 100 Km and beyond is long-reach passive optical network (LR-PON),

which combines optical access and metro into an integrated system [23].

Optical access architectures can be grouped based on the data multiplexing

scheme. The first scheme is orthogonal frequency division multiplexing (OFDM)

PON which employs a number of orthogonal subcarriers to transmit traffic from/to

ONUs. The second scheme is time-division multiplexing (TDM) PON, where all

the ONUs are provided with the same wavelength pair (upstream and down-

stream). Data to each ONU is multiplexed in time, thereby providing virtual

P2P data connections to each ONU over a point-to-multipoint (P2MP) media.

The third scheme is wavelength-division multiplexing (WDM) PON, where each

ONU gets at least one dedicated pair of wavelength channels, thus creating logi-

cal P2P links between the OLT and the ONU. Usually, ONUs are equipped with

10



either wavelength-specified (fixed) lasers that can only transmit over one spe-

cific wavelength (thus, are often called ”colored” ONUs), or tunable lasers that

are able to transmit over multiple wavelengths (thus, referred to as ”colorless”

ONUs), one wavelength at a time, which facilitates multiplexing the traffic of all

ONUs. In a time and wavelength division multiplexing (TWDM) Hybrid-PON, a

group of ONUs is equipped with at least one pair of wavelength channels shared

in a TDM manner, such that P2MP links are established between the OLT and

a specific group of ONUs. Hybrid-PON is further classified based on the method

a group of ONUs shares its assigned wavelength channels into multiple schedul-

ing domain (MSD)-WDM-PON, single scheduling domain (SSD)-WDM-PON,

and wavelength agile (WA)-PON. In MSD-WDM-PON, each ONU is allowed to

transmit on only one upstream wavelength at a time. In SSD-WDM-PON, every

ONU transmits on all upstream wavelengths at the same time. As for WA-PON,

an OLT grants access to a variable number of wavelengths to a specific ONU,

such that every ONU transmits on its allocated upstream wavelengths concur-

rently with other ONUs.

2.1.2 Multi-Point Control Protocol

The IEEE 802.3ah standard defines a signalling access protocol called multi-point

control protocol (MPCP) as the MAC layer control protocol for the management

of information transfer in the upstream direction in EPON [24]. MPCP is an in-
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Figure 2.4: MPCP operation: Two-Way Messaging Assignment of Time Slots for
Upstream Transmission between ONU and OLT [4]

band signaling protocol that performs many functions including auto-discovery,

ONU registration, ranging, bandwidth polling, and bandwidth assignment via a

set of 64-byte control messages: REGISTER REQUEST, REGISTER, REGIS-

TER ACK, GATE, and REPORT. The ONU discovery and registration are used

to detect newly connected ONUs and register them automatically. MPCP en-

ables a MAC client to perform a P2MP communication by allowing it to transmit

and receive frames as if it is connected to a dedicated link. Note that MPCP

does not allow packet fragmentation within the same transmission window. If

a packet does not fit within the current time slot, it gets differed to the next

slot. Fig. 2.4 shows the MPCP operation for the two-way messaging assignment

of time slots for upstream transmission between the ONU and OLT. First, the
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REPORT message sent by the ONU in the upstream direction is used to report

the bandwidth requirements, i.e., the buffers occupancies. The status of up to

eight queues, that are used for prioritization of traffic or for providing differenti-

ated services, can be indicated. Upon receiving the REPORT messages from all

ONUs, the OLT computes the non-overlapping transmission windows granted for

the next cycle via a bandwidth allocation algorithm, and sends the decision using

GATE messages in the downstream direction. Up to four transmission grants can

be supported by a GATE message. However, the MPCP protocol does not define

any particular bandwidth assignment algorithm [25]. The implementation is left

to the operator.

2.1.3 Dynamic Bandwidth Allocation

The arbitration of ONUs traffic over the shared media consists of grant sizing,

grant (inter-ONU) scheduling, and queue (intra-ONU) scheduling, as shown in

Fig. 2.5. Grant sizing specifies the length of the transmission window allocated

to an ONU for a given grant cycle. Grant scheduling arbitrates the ONU grants

ordering for a given cycle. Intra-ONU scheduling determines the scheduling of

the queues at the same ONU for transmission within the granted transmission

window.

13



Figure 2.5: Dynamic Bandwidth Allocation Taxonomy [4]

2.1.3.1 Grant Sizing

Multiple grant sizing algorithms have been introduced in the art. In the fixed

grant-sizing scheme, the grant size is fixed for an ONU in every cycle, which

severely underperforms the dynamic grant-sizing methods. In the Gated method,

the grant size for an ONU is equal to its reported queue size, which provides low

average delay but without ensuring fair access between ONUs [4]. In the Lim-

ited method, the grant size of an ONU is set to the reported queue size up to a

maximum grant size for that ONU, and thus preventing an ONU from monopo-

lizing the network resources [4]. The Limited with Excess Distribution method

augments the limited grant-sizing scheme by exploiting the ”excess” unallocated

bandwidth. ONUs are divided into two groups: underloaded ONUs and over-
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loaded ONUs whose reported queue size is less and greater than the maximum

grant size, respectively. The total excess bandwidth is the sum of the differences

between the maximum grant size and the reported queue size of all underloaded

ONUs. The overloaded ONUs share the total excess bandwidth left over from

underloaded ONUs. The excess bandwidth can be distributed based on multiple

schemes, such as the Round-Robin (RR) scheme or a fair-excess (FE) allocation

scheme that assigns portions according to the ONU’s bandwidth demand [26].

Another grant-sizing scheme is the exhaustive method, which can lower the packet

queuing delays by using queue size prediction disciplines to estimate the traffic

generated during the period between the REPORT message transmission and the

beginning of the transmission window. However, imprecise predictions may lead

to a reduced throughput, due to the wasted portions of a grant, especially if the

data traffic is of a bursty nature [4].

2.1.3.2 Inter-ONU Scheduling

As an EPON Dynamic Bandwidth Allocation (DBA) algorithm, interleaved polling

with adaptive cycle time (IPACT) provides an improvement to EPON perfor-

mance [27]. In IPACT, the OLT serves every ONU only once per RR polling

cycle. Here, the OLT records the round-trip time (RTT) of each ONU to send a

grant to the next ONU so that the un-utilized waiting time between consecutive

upstream transmissions is decreased. Owing to the fact that the grants are sched-

uled with regard to the corresponding RTTs and granted window sizes, the order
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of the grants may be different in every cycle, and the cycle time is not static.

Longest queue first (LQF) and earliest packet first (EPF) have been examined

for ONU transmission ordering [28]. In LQF, ONUs having the largest grant

size transmit first. In EPF, ONUs with the earliest arriving head-of-line (HOL)

packet transmit first. Both methods provide lower average delay at medium loads

compared to a RR scheduler.

A multiple-upstream-wavelength version of IPACT for WDM-PON, referred

to as WDM IPACT-ST, is proposed in [29]. It keeps track of the available time

on every upstream wavelength. When the OLT receives a REPORT from an

ONU, it schedules the ONU’s next transmission grant on the next available

wavelength, assuming that each ONU supports all wavelengths, which is known

as the earliest-channel-available-first rule. Since for cost purposes an ONU may

not support all available wavelengths, the authors in [30] proposed to select the

next available supported wavelength for scheduling, which is known as the next-

available-supported-channel-first.

Online, offline, and just-in-time (JIT) scheduling are three scheduling frame-

works introduced in [31] that are used to determine when and how the OLT

performs DBA. In online scheduling, the OLT allocates bandwidth to an ONU

directly after receiving this ONU’s REPORT. Even though this allows the ONU

to receive immediate grants, it may lead to unfairness for other upcoming ONU’s

requests. To achieve better fairness, the offline scheduling determines the band-

width allocated after receiving all ONU’s REPORTs. Nonetheless, this method
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may lead to increased delays to receive grants. To overcome the two shortcom-

ings of online and offline methods, the JIT operation defers the allocation decision

until one channel is about to become idle.

A water-filling algorithm for WA-PON was introduced in [32]. The depression

storage is the wavelength resource and the water is the time window requested

by an ONU. The finish time of the last reservation on each wavelength is the

storage bed of every stage. Reducing the water surface while filling the required

time window is the main goal. This results in finishing the transmission of every

request as soon as possible, thereby minimizing the packet delay. This is done by

iteratively reserving new wavelengths and allocating more bandwidth until the

allocated bandwidth equals the requested bandwidth. In case all the supported

wavelengths are reserved, and the aggregate time slot has not been yet met, the

remaining required time gets equally distributed over the supported wavelengths.

When the start time of the previous wavelength(s) is smaller than the current one

being allocated, a minimum is distributed between the remaining required time

and the difference between the surfaces of the wavelengths, so as not to allocate

additional un-granted time slots. For a more comprehensive survey on DBAs in

PON, we refer the reader to [4] and [33].

2.1.3.3 Intra-ONU Scheduling

Upon receiving traffic flows from the connected users, the ONU classifies the

arriving packets by the means of a packet-based classifier, and decides if a packet
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should be admitted depending on the used traffic policing (admission control)

mechanism. It then selects packets from its queues, depending on the intra-/inter-

ONU scheduling algorithm. Typically, two types of scheduling schemes that serve

multiple queues of differing priority exist: Strict Priority (SP) and QoS-aware

scheduling algorithms. SPs can be unfair as they might lead to starving lower

priority traffic. Non-strict priority scheduling algorithms tackle this problem by

allowing all traffic classes to have access to the upstream channel while respecting

their priorities [34].

To compensate for the light-load penalty, Kramer et al. [35] proposed a two-

stage queuing system, where incoming packets, before sending REPORT, are

queued in the first-stage, and those arriving after sending the REPORT message

are queued in the second-stage. High priority traffic in the second-stage queue

are not allowed to preempt the transmission of the low priority traffic. However,

this leads to an increased average delay for all traffic types.

An intra-ONU frame scheduler that employs a modified start-time fair queuing

(M-SFQ) algorithm was proposed in [36]. The start time of the HOL packet in

each queue is computed, and the queue with the minimal start time is selected

for transmission. A major setback of this method is that it tends to starve low

priority packets.

An effective intra-ONU scheduling method, so-called Modified Deficit Weighted

Round Robin (M-DWRR), which addresses the previous shortcomings, is intro-

duced in [37]. In a typical Deficit Weighted Round Robin (DWRR), a weight
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αi that defines the percentage of the output port bandwidth allocated to the

queue i, a Deficit Counter DC(i) that specifies the total number of bytes that

the queue is permitted to transmit in each schedulers visit, and a quantum Q(i)

that is proportional to αi and is expressed in bytes, are used for performing intra-

ONU scheduling. First, a RR scheduler sets DC(i) to zero for all queues. Then,

it passes over every non-empty queue and determines the size (in bytes) of the

HOL packet. The quantum Q(i) is computed as: Q(i) = dαi×Bporte, where Bport

is the bandwidth available on the transmission port (in bytes). Consequently,

M-DWRR adds to DC(i) the value of Q(i). At this point, the scheduler checks

if the HOL packet is greater than DC(i); if that’s the case, it moves to the next

queue and saves the remaining credits in DC(i), otherwise it selects the packet

for transmission and updates DC(i) as follows: DC(i) = DC(i) − SHOL
i , where

SHOL
i is the size of the HOL packet in queue i. DC(i) is reset to zero when the

queue is empty, and the pointer of the RR scheduler shifts to the lower priority

queue. In the case of M-DWRR, whenever the scheduler has finished passing

over all the queues, the remaining bandwidth of ONU j is distributed to all the

queues such that DC(i, j) = DC(i, j) + αi, j × dBj
remaine, where Bj

remain is the

remaining bandwidth (in bytes) from the assigned transmission window of the

same cycle. For a comprehensive survey on intra-ONU scheduling in PON, we

refer the reader to [4] and [33].
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2.1.4 Quality of Service Support

QoS control plays an important role in providing better service to particular

network traffic over different technologies, specifically when the requirements of

queues have to be sacrificed at high traffic load. Considering various QoS re-

quirements of applications, including dedicated bandwidth, controlled jitter and

latency, and loss characteristics, many strategies have been proposed to distribute

the bandwidth among queues of the ONU. Differentiated Services (DiffServ)

framework was incorporated into IPACT in [35] and [38]. DiffServ classifies the

incoming traffic into three classes: expedited forwarding (EF), which corresponds

to delay sensitive applications, assured forwarding (AF), which corresponds to

bandwidth demanding services, and best effort (BE), which corresponds to ap-

plications with no specifications.

In [39], the authors presented a QoS-DBA in TDM/WDM EPONs where they

perform protection for EF traffic by dedicating a wavelength for the EF packets.

As this technique results in wasted bandwidth and underutilized channel since

EF traffic has a low load, they then suggest allowing traffic of lower priorities to

use the wavelength dedicated to EF traffic up to a certain limit without impairing

the QoS requirements of the supported Classes of Services (CoS).

In [19], the authors classify the ONU traffic as Tactile and Non-tactile in

TWDM PON. Using the Bayesian and maximum-likelihood sequence estimation

(MLSE) for poisson and paretto traffic distributions, respectively, the OLT pre-
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dicts the total requested bandwidth and averages it (BWavg) over the ONUs. The

OLT computes the maximum allowable bandwidth per ONU (BWmax) based on

the required end-to-end delay constraint, assuming first that only one wavelength

is used. The OLT keeps on dynamically varying the number of active wavelengths

in the network to maintain BWmax > BWavg. However, the estimation scheme

assumes knowledge of the traffic distribution, which is impractical. In addi-

tion, the scheme does not report the network performance in terms of networks

throughput.
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2.2 Cloud Computing

Owing to the fact that high bandwidth with relatively lower operating expenses

is provided by PON, delivering cloud services over PON is an attractive solution

to meet the stringent requirements of future cloud services [8]. Cloud computing

is an important paradigm that revolutionized computing by providing a new way

to store, access, and exchange information. It enables the usage of computing

resources on third-party facilities instead of local equipment, thereby allowing

private or public networks to connect a large pool of systems to provide dynam-

ically scalable infrastructure. Cloud computing has gained popularity thanks to

the technical and economical benefits of the on-demand capacity management

model [40]. It is especially attractive to business owners and enterprises for

its compelling features such as the pay-as-you-grow pricing model that doesn’t

require up-front investment, and lower operating cost due to the fact that re-

sources are managed based on demand; in addition to expanding services easily

thanks to the highly scalable infrastructure, which allows easy access to services

through a variety of devices, meanwhile reducing business risks and maintenance

expenses [5].

Many cloud operators are now active on the market, providing rich ser-

vices such as Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS),

and Software-as-a-Service (SaaS) solutions. Fig. 2.6 illustrates a typical cloud
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Figure 2.6: Cloud Computing Architecture [5]

computing environment. IaaS refers to the on-demand provisioning of services

like storage, database management, and compute capabilities. Infrastructural

resources are pooled and made available to handle workloads [5]. Some common

examples are Amazon EC2 [41] and GoGrid [42]. In PaaS, a platform layer,

including operating system support and software development frameworks, is en-

capsulated and provided as a service, upon which other higher levels of service

can be built [5]. Google’s App Engine [43] and Salesforce.com [44] are some of

the popular PaaS examples. In SaaS, a complete highly scalable application is

offered to the customer over the Internet, as a service-on-demand [5]. Today,

SaaS is offered by companies such as Salesforce.com [44] and Rackspace [45].

Architectures that make use of PON to offer cloud services have been intro-

duced in the art [13], [14]. These architectures suggest provisioning PONs nodes
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(i.e., OLT and ONUs) as a network of distributed cloud servers acting as a sin-

gle large-scale server. Unfortunately, this would impose additional delays that

cannot be tolerated by delay-sensitive application such as Tactile Internet.
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2.3 Tactile Internet

The notion of the Tactile Internet is expected to reshape our society with its great

potential impact, as it allows the transmission of touch and actuation in real-time.

Multiple new application fields will play a major role in finding solutions for

todays’ challenges. A new dimension to M2H interaction is introduced through

building real-time interactive systems. Emerging Tactile Internet applications are

advancing towards precise human-to-machine, as well as a well-recognized trend,

M2M interaction [46]. Education, healthcare, mobile access, and smart grid are

some of the many other application areas that will be revolutionized by Tactile

Internet. Interactive methods far more advanced than today’s will be introduced

to modern techniques for teaching, via introducing a haptic experience between

the teacher and the learner. The performance of remote diagnosis and treatment,

as well as robot-assisted operations, will be supported to provide better healthcare

quality. The mobile access field will experience an improvement in the aspects

of safety and energy-efficiency by exploiting applications for vehicle safety and

guided autonomous driving that allow for continuous traffic flow. Smart grids,

which are technically constructed over Tactile Internet, will provide an efficient

and reliable energy transmission and distribution in electricity networks. The

strict latency requirements caused by the technical boundary conditions of smart

grids to cascade power networks failure will be met by Tactile Internet [46].
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Figure 2.7: Functional Architecture of the Tactile Internet Providing the Medium
for Haptic Transport [6]

More attractively, Tactile Internet will provide the ability of haptic and non-

haptic control through the Internet. The haptic sense is similar to the auditory

and visual senses as they all link humans with unknown environments. However,

what distinguishes the haptic sense is that it occurs bilaterally and is considered

multidimensional as it comprises kinesthetic and Tactile inputs, resulting in a

true immersion in remote environments [47]. As such, there exists a feedback

from the haptic control system, thus closing the global control loop.

As shown in Fig. 2.7, Tactile Internet can be split into three different domains:

the master domain consisting of a human operator and a haptic device (master

robot) acting as a human-machine interface (HSI), the slave/controlled domain

consisting of a slave/controlled robot that interacts with the objects in the remote
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Figure 2.8: Coarse Categories of Physiological Real-time Constants [7]

environment based on command signals sent by the controlling master domain,

and the network domain that supports the bilateral communication between the

master and slave/controlled domains to kinaesthetically link the human to the

remote environment [6], [48].

Achieving real-time haptic communication necessitates specific design require-

ments. These design requirements are reliability, security, ultra-low latency, and

high availability [6], [18] . Reliability refers here to the probability to guarantee a

required function/performance under stated conditions for a specified time inter-

val [49]. Security means that if an illegitimate person receives data, then she will

not be able to decode it, even with infinite computational power [48]. Tactile In-

ternet applications require a very stringent round-trip latency of 1 ms, enabling it

to deliver physical haptic experiences remotely. This delay is initially set within

the context of human tolerance, which varies for different senses, as shown in

Fig. 2.8. Tactile’s very low end-to-end latency needs to be supported to avoid

the users’ experience of ”cyber-sickness” [17], which is the digital version of mo-

tion sickness (observed with people using flight simulators over poor networks).

This end-to-end delay is composed of a chain between sensors and actuators.
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Figure 2.9: The Impact of Breaking Down the 1 ms Round-Trip Delay [7]

Understanding this chain is fundamental to achieve a round-trip latency of 1 ms,

and thus a system response of 1 ms. The end-to-end delay of Tactile packets can

be divided into three sub-chains composing of the user interface (300 µs), radio

interface (200µs), and Base Station and Control/Steering server (500µs). Fig.

2.9 shows one example of the latency budget for the Tactile Internet. It considers

the latencies from ”the sensor through the operating system, the wireless/cellular

protocol stack, the physical layer of terminal and base station, the base stations

protocol stack, the trunk line to the compute server, the operating system of

the server, the network within the server to the processor, the computation, and

back through the equivalent chain to the actuator” [7]. With stringent latency

constraints, Tactile Internet applications require a highly available network. As

such, an efficient DBA is required to support Tactile services over PON. The only

attempt to do so is presented in [19], which fails to meet the Tactile’s traffic de-
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lay requirements using a predictive approach when having a Pareto-distributed

traffic arrivals. Therefore, efficient DBA design is required to meet the strict

QoS demands of tactile services, without impairing the requirements of existing

services.
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2.4 Content Distribution Network

Deploying ISP-based CDN at the OLT pushes resources closer to the end-users’

premises, which has become a necessity to support delay-sensitive services, such

as cloud and Tactile applications. A CDN is a network of content delivery nodes,

mainly center servers and edge servers distributed in different geographic loca-

tions. The nodes are arranged efficiently to deliver digital content on behalf of

third-party content providers near the end-users. CDN is an acceleration technol-

ogy as it aims at a near-optimal path, by guiding a request from an end-user to

the replica server, which serves the client quickly compared to the time it would

take to fetch it from the origin server (typically residing in the core network) [50].

The CDN technology can solve the network bandwidth bottleneck and response

time problem of video business [16].

It has become an appealing trend of ISPs to deploy CDNs largely in their

infrastructure to efficiently utilize their network resources and create a new profit

source [51]. Multiple ISPs have started providing services to content providers to

serve content from caches nearer to users by deploying proprietary CDNs inside

their own network [52]. They do so by deploying caches and content streamers

within their network and providing the capability to link their CDN to their

own network, which is already enabled for QoS [11]. OCLDN exploits the CDN

infrastructure to enable ISPs deliver killer cloud and tactile services, so as to
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generate more revenues.
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Chapter 3

OCLDN Architecture

Architectures that make use of PON to offer cloud services have been introduced

in the art [13,14]. However, these architectures suggest provisioning PON’s nodes

(i.e., OLT and ONUs) as a network of distributed cloud servers acting as a single

large-scale server. This would impose additional delays that can not be tolerated

by delay-sensitive application such as Tactile Internet. Thus, in our proposed

architecture, we maintain the centralized architecture, and make use of a state-

of-the-art programmable wavelength-agile (WA) NG-EPON technology, coupled

with an efficient bandwidth allocationscheme to support delay-sensitive cloud

applications.

3.1 Proposed Network Architecture

Fig. 3.1 illustrates the proposed architecture, which employs a time-and-wavelength

division multiplexing (TWDM) WA-NG-EPON [12]. The reason behind this se-

lection is to dedicate wavelength(s) for tactile traffic (so as to meet their strict
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Figure 3.1: Proposed OCLDN Architecture.

delay requirements), and enable the implementation of bandwidth allocation

schemes that allow for inter-channel statistical multiplexing so as to increase

the network throughput, and reduce the potentially wasted bandwidth caused by

having different cycles over different wavelengths, which may impede the stringent

QoS requirements. As per the standard, a typical NG-EPON technology supports

an aggregate data rate of 40Gbps by multiplexing up to four 10 Gbps wavelength

channels with coverage up to 100Km [12]. Every ONU can be equipped with

fixed or tunable transceivers. In the latter case, an ONU equipped with two

tunable lasers would be capable of transmitting over all upstream wavelengths,

which is the optimal number of lasers for a PON with four wavelengths as shown

in [32]. However, the architecture can scale in a “pay-as-you-grow” manner, such

that more wavelengths and transceivers can be added as needed.

To meet the supported application services’ requirements, a mini-data center

comprising cache, media and cloud servers, is installed at the CO nearby the

users [53]. In addition, a control/steering server is installed in the mini-data cen-
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ter to support cloud-based tactile applications. Similar to cloudlets and mobile

edge computing, the server will perform predictive real-time execution of tactile

applications such as caching and resource allocation, which will be possible due

to the small distance between the steering server and the tactile edge [19]. The

internal architecture of the central office is based on the state-of-the-art CORD

architecture (i.e., Central Office Re-Architected as a Data Center) [54]. The main

advantage of CORD is employing software running on commodity servers, white-

box switches, and access devices instead of closed and proprietary hardware. The

interconnection between the OLT and the servers is established via a leaf-spine

switching fabric. The components are grouped into two virtual racks; two spine

switches are connected to two leaf switches per virtual rack, a leaf switch is

connected to an Internet router, and the OLT is connected to the ONUs. Al-

though similar in design (albeit on a smaller scale) to a conventional data center,

a distinctive aspect to this hardware configuration is that the switching fabric

is optimized for traffic flowing between the access network that connects cus-

tomers to the CO and the upstream links that connects the CO to the operator’s

backbone.

CORD is based on the software-defined networking (SDN) technology that

separates the network’s control plane from its data plane, thereby making it

flexible, programmable, and scalable [55]. It also combines SDN with the network

functions virtualization (NFV) technology that decouples the data plane from

proprietary hardware appliances, so as to run on virtual machines running on
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commodity servers. Using CORD, OCLDN would be able to offer or support

new network services that are faster and cheaper so as to realize better service

agility by providing the necessary tools to design networks with a greater degree of

abstraction [56]. OCLDN can be adopted by several ISPs that plan to deploy an

SDN-NFV network infrastructure (e.g., Verizon and AT&T have already devised

plans for year 2020 to virtualize and control over 75% of their networks using

SDN/NFV [57,58]).

Locating CORD-based mini-data centers at the OLT, would enable ISPs to

be engaged in the content delivery of killer cloud services closely to the users,

meeting their stringent QoS demands, and adding new sources of revenues. With

OCLDN, if a required application can not be served by the CO-based server,

the data is fetched from the core servers. The decision of what cloud services

are to be employed at the CO versus at the core network, is left to the network

operator’s preferences, service offerings, and geographical location. The specifics

of the interconnection between the ISP’s cloud servers and the cloud servers can

follow CO-Cloud connection standards [14].

3.2 QoS Support

As illustrated in Fig. 3.2, in addition to the legacy data services, OCLDN can

deliver four classes of cloud-based services [8]: 1) Basic, such as collaborative web

conferencing, and cloud-based learning management systems; 2) Intermediate,
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such as augmented reality gaming applications, and web-based electronic health

records; 3) Advanced, such as mission-critical applications e.g., connected vehicles

safety applications, and telemedicine; 4) Tactile, such as robotic surgery and

robotic artist.

Figure 3.2: Illustration of enabled applications using OCLDN.

To support the different cloud services over OCLDN, we perform traffic clas-

sification at the ONU based on the traffic type, characteristics, and QoS require-

ments. Table 3.1 lists the different service categories and their corresponding

network requirements, and their CoS mapping at the ONU. The values presented

in the table are deduced based on reports in [8, 46, 59, 60]. Intermediate cloud

services and legacy video data services are mapped to the same CoS since they
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Table 3.1: QoS Requirements and CoS Mapping in OCLDN.

Service Type Example Applications
QoS Requirements CoS

PriorityData Bit Rate One-way End-to-end Delay

Cloud
Services

Tactile
Telesurgery

10 – 100 Mb/s ≤ 0.5 ms
(Up. data + Down. steering/control)

1
Virtual Reality

Advanced Ultra HD Video Streaming 25 – 600 Mb/s <100 ms (User-to-cloud) 2
High-frequency Stock Trading

Intermediate
Voice over LTE

25 – 34 Mb/s 100 – 159 (User-to-cloud) 4
HD Video Streaming

Basic
Music Streaming

1 – 5 Mb/s ≥160 ms (User-to-cloud) 5
Cloud-based Learning
Management System

Legacy
Data Services

Voice
Voice over IP

4 – 128 Kb/s 100 – 150 ms (Access delay) 3
Audio Conferencing

Video
Video Streaming

20 Kb/s – 6 Mb/s 150 – 250 ms (Access delay) 4
Video Conferencing

Best Effort
Email

Minimum throughput 6
Web Browsing

share similar QoS requirements. As noticed, each ONU would subsequently be

equipped with six CoS queues.

The breakdown of the end-to-end round-trip delay of cloud-based tactile services

in OCLDN, with an example of “cloud-controlled” machine-to-human communi-

cation is illustrated in Fig. 3.3. This delay can be divided into three budgets:

two-way user interface delay of 0.3 ms, two-way network interface delay of 0.2 ms,

and two-way access delay of 0.5 ms (consisting of upstream data + downstream

steering control) [48]. The same logic applies for machine-to-cloud, where the

actuator and sensor are for the same machine.

3.3 Enabled Services

In addition to the legacy data services, our architecture supports four categories

of cloud services: Basic, Intermediate, Advanced, and Tactile. Figure 3.2 shows

examples of applications of each of the cloud categories which are described, as
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Figure 3.3: Breakdown of the 1 ms end-to-end delay of tactile packets in OCLDN.

follows [8], [46], [61], [62]:

1. Legacy Data Applications

• Voice over IP: Allows users to transmit voice over the Internet

through a broad range of services.

• Video Streaming: Delivers video via the Internet such that a remote

web user can view the video online without the need to download it

on the host device.

• Email: Exchange of messages electronically via an Internet data plan.

2. Basic Cloud Applications

• Web Conferencing: Allows interaction with other participants and

have a real-time communication with the attendees by offering online

services such as collaborative web browsing and application sharing.
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• Cloud-Based Learning Management System: Delivers online

courses to users with the flexibility of accessing and collaborating with

other users in a centralized environment. With information stored in

the cloud, it allows the work to be completed anywhere and on virtu-

ally any electronic device.

3. Intermediate Cloud Applications

• Augmented Reality (AR) Gaming: Involves a live direct or indi-

rect view of an existing reality integrated with some extra computer-

generated sensory input such as sound, video, graphics, or GPS data;

thereby creating a composite view that augments the real world.

• Web Electronic Health Records (EHRs): Contains and shares

patients medical data from eligible providers, such as nurses and physi-

cians, in a structured format that makes it easy to retrieve and transfer

valuable and pertinent information to aid in patient care.

4. Advanced Cloud Applications

• Connected Vehicles Safety Applications: Increases situation aware-

ness and mitigate traffic accidents through the development and de-

ployment of a fully connected transportation system based on well-

defined technologies, interfaces, and processes. Extra-vehicular data

sharing helps ensure safety, stability, and reduction in operation costs.
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• Telemedicine: Improves the patient’s clinical health by permitting

two-way real-time communication between healthcare professionals and

the patient at a distance using the telecommunications technology,

such as two-way video, email, smart phones, and wireless tools.

5. Tactile Applications

• Remote Surgery: Allows performing a surgery on a patient remotely

via a tele-robot at the patient’s location, which requires high-fidelity

for safe deployment.

• Robotic Artist: Produces a precise replica of the human’s work

remotely and synchronously by precisely mapping the tracks drawn

by a human on a tablet onto a canvas.
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Chapter 4

Resource Management in
OCLDN

4.1 Mathematical Formulation

Bandwidth allocation schemes aiming to support QoS in PON have been widely

investigated in the literature. However, to the best of our knowledge, no prior

work has aimed to support cloud services in PON. Similarly, only one recent

study in [19] proposed a bandwidth allocation scheme to support tactile services

(yet non-cloud based) in TWDM-PON, using the Bayesian and MLSE. However,

the estimation scheme assumes knowledge of the traffic distribution, which is

impractical. In addition, the scheme only supports one type of non-tactile traffic,

and does not report the network performance in terms of network throughput.

In contrast, our scheme is designed to be adaptive and works independent of the

traffic distribution. It also supports all types of cloud and legacy services, and

aims at maximizing the network throughput without impairing the QoS demands

for all types of services.
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Table 4.1: Most Relevant Notations.

Notation Description

N Set of ONUs {1, . . . , i, . . . , j, . . . , |N |}
P Set of priority queues {1, . . . , p, . . . , q, . . . , |P |}
M Set of wavelengths {λ1, . . . , λk, . . . , λh, . . . , λ|M |}
Λi Set of wavelengths supported by ONU i, Λi ⊆M

d Distance between ONU and OLT

Bmin
i Minimum guaranteed bandwidth for ONU i

Ri,p Requested bandwidth for priority p traffic of ONU i

tstr
Transmission start time for every cycle
(on all wavelengths in M)

Dmax
p Maximum delay requirement for priority p packets

ti,p,k Instant start time for priority p traffic of ONU i, on λk

Li,p,k Transmission length for priority p traffic of ONU i, on λk

Ei,p
Transmission end of ONU i’s request for priority p
on all wavelengths

Qi,p Queuing delay of traffic priority p at ONU i

Tc Default polling cycle time

T n
c Time of polling cycle n

C Upstream transmission capacity

In this section, we mathematically formulate the scheduling and grant sizing

problem in OCLDN as an MILP optimization problem, for the scenarios where

the ONUs can be either equipped with fixed transceivers, or tunable transceivers.

Since MILP is NP-complete and does not scale well [63], we propose a novel dy-

namic wavelength and bandwidth allocation scheme to address the limitations of

MILP. The proposed DWBA is further enhanced to increase the network through-

put via enabling inter-channel statistical multiplexing without impairing the QoS

for all types of services.
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For the reader’s convenience, the most relevant notations used in this section

are summarized in Table 4.1; the rest are defined in the text as they appear.

4.1.1 Fixed Transceivers

When the ONU is equipped with fixed transceivers, the problem is formulated as

follows:

Input Parameters:

N , P , M , Λi, B
min
i , Ri,p, D

max
p , T n−1

c , C

%p: weight of priority p traffic

tiniti,p : initial instant start time for ONU i’s priority p traffic

Ci,p: number of polling cycles elapsed until priority p queue of ONU i is

full

Θ: a very large positive number

f : minimum packet size

Si,p: queue size for priority p traffic of ONU i

δi,k =


1 if ONU i supports wavelength λk

0 otherwise
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ψi,p =


1 if Ri,p ≤ %p ×Bmin

i

0 otherwise

Output Variables:

ti,p,k , Li,p,k, Ei,p

Binary Variables:

xij,pq,k =


1 if ti,p,k < tj,q,k i 6= j or (i = j, p 6= q)

0 otherwise

yi,p,k =


1 if ONU i sends priority p traffic on λk

0 otherwise

$i,p,kh =


1 if ti,p,k ≤ ti,p,h, yi,p,k = 1, k 6= h

0 otherwise

The objective is to minimize the maximum completion time across all channels,

i.e., the makespan Emax:

min
(
Emax

)
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subject to:

Ei,p − ti,p,k ≥ Li,p,k ∀i, k, p (4.1)

Emax ≥ Ei,p ∀i, p (4.2)

yi,p,k ≥ 0 ∀i, k, p (4.3)

yi,p,k ≤ δi,k ∀i, k, p (4.4)

|M |∑
k=1

yi,p,k ≤ |Λi| ∀i, p (4.5)

Li,p,k ≤ Θ× yi,p,k ∀i, k, p (4.6)

Li,p,k ≥
f

C
× yi,p,k ∀i, k, p (4.7)

ti,p,k ≤ Θ× yi,p,k ∀i, k, p (4.8)
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ti,p,k ≥ tstr × yi,p,k ∀i, k, p (4.9)

xij,pq,k + xji,qp,k = 1 ∀i, j, p, q, k (4.10)

ti,p,k − tj,q,k ≤ Θ× xji,qp,k ∀i, j, k, p, q (4.11)

ti,p,k + Li,p,k − tj,q,k ≤ Θ× (1− xij,pq,k + 2

−yi,p,k − yj,q,k) ∀i, j, k, p, q
(4.12)

tj,q,k + Lj,q,k − ti,p,k ≤ Θ× (1− xji,qp,k + 2

−yi,p,k − yj,q,k) ∀i, j, k, p, q
(4.13)

|M |∑
k=1

Li,p,k −Ri,p ≤ Θ× (1− ψi,p) ∀i, p (4.14)

−
|M |∑
k=1

Li,p,k +Ri,p ≤ −Θ× (1− ψi,p) ∀i, p (4.15)

|M |∑
k=1

Li,p,k −Ri,p ≤ Θ× ψi,p ∀i, p (4.16)
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Bmin
i × %p −

|M |∑
k=1

Li,p,k ≤ Θ× ψi,p ∀i, p (4.17)

ti,p,k − ti,p,h ≤ Θ×$i,p,hk ∀i, k, h, p (4.18)

$i,p,kh ≤ yi,p,k ∀i, k, h, p (4.19)

$i,p,kh +$i,p,hk ≤ 1 ∀i, k, h, p (4.20)

tiniti,p − ti,p,k ≤ Θ× (

|M |∑
h=1

$i,p,kh −
|M |∑
h=1

yi,p,h − 1) ∀i, k, p (4.21)

−tiniti,p + ti,p,k ≤ Θ× (

|M |∑
h=1

$i,p,kh −
|M |∑
h=1

yi,p,h − 1) ∀i, k, p (4.22)

|N |∑
i=1

((Ci,p + 2)× T n−1
c − (Ei,p − tiniti,p )−

|M |∑
k=1

Li,p,k × C × (
T n−1
c

Ri,p

× Ci,p))/|N |≤ Dmax
p

∀p;
|N |∑
i=1

Ri,p >

|N |∑
i=1

%p ×Bmin
i

(4.23)

Constraint (4.1) ensures that the transmission end of ONU i’s request for
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priority p is greater than its transmission end on every wavelength. Constraint

(4.2) forces Emax to be greater than every transmission end Ei,p. Constraints

(4.3) and (4.4) state that yi,p,k will be zero if δi,k is zero, that is, ONU i can’t

send priority p traffic on λk if the latter is not supported by the ONU. In case

δi,k = 1, yi,p,k can be either zero or one. Constraint (4.5) ensures that an ONU is

only allocated time slots on the wavelengths that it supports. Constraints (4.6)

and (4.7) set upper and lower bounds for Li,p,k, respectively. More specifically,

Constraint (4.6) ensures that if ONU i occupies λk with priority traffic p, i.e.,

yi,p,k = 1, then Li,p,k will be upper-bounded by Θ, otherwise it will be set to

zero. On the other hand, Constraint (4.7) ensures that if yi,p,k = 1, the allocated

transmission length would be big enough to allow the transmission of a minimum

size packet. Constraints (4.8) and (4.9) set upper and lower bounds for ti,p,k,

respectively. Constraint (4.9) ensures that the transmission start time for ONU

i’s request of priority traffic p on λk is at least tstr if yi,p,k = 1. Constraint (4.10)

forces the transmission of ONU i’s priority p traffic to either precede or follow

the transmission of ONU j’s priority q traffic, but not both. Clearly, xii,pp,k = 0.

Constraint (4.11) ensures that if xji,qp,k = 0, then the transmission correspond-

ing to priority p of ONU i is scheduled before priority q of ONU j; that is, the

scheduled time slots must not overlap. Constraints (4.12) and (4.13) handle this

constraint when yi,p,k = yj,q,k = 1. When xij,pq,k = 1, then xji,qp,k = 0. As such,

Constraint (4.12) evaluates to ti,p,k + Li,p,k ≤ tj,q,k. This forces the start time of

ONU j’s request for priority q to be scheduled after the transmission of ONU i’s
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request for priority p is over. Consequently, Constraint (4.13) will evaluate to

tj,q,k + Lj,q,k − ti,p,k ≤ Θ, which is always true.

Constraints (4.14)-(4.17) set the grant size for traffic priority p of ONU i

based on whether the requested bandwidth Ri,p is smaller than Bmin
i × %p, i.e.,

smaller than the minimum bandwidth for a priority traffic of an ONU. This can be

obtained via either setting %p statically (e.g., based on strict priority policies) or

dynamically (e.g., based on buffering queue occupancy), which can enforced using

advanced intra-ONU scheduling disciplines [64]. If ψi,p = 1, i.e., Ri,p ≤ %p×Bmin
i ,

then constraints (4.14) and (4.15) would hold, and the granted bandwidth for

priority p traffic of ONU i is equal to the corresponding requested bandwidth. If

ψi,p = 0, then constraints (4.16) and (4.17) would hold, and the grant size would

be bounded between Bmin
i × %p and the total requested bandwidth Ri,p.

Constraint (4.23) computes the estimated maximum one-way delay for any

priority p traffic (i.e., from ONU to OLT), and bounds it to the maximum delay

requirement Dmax
p , which would be effective when the requested bandwidth is

larger than the minimum granted bandwidth for priority p queue. Here, the

estimated maximum delay is obtained based on the analysis in [65], which assumes

the transmission over one wavelength and is computed per ONU i as follows:

Dmax
i = (Ci + 2)Tc − Ai − Ci

Gi

Ci
,

where Ci is the number of polling cycles until the queue of ONU i is full, Ai

49



is the allocated transmission length (in seconds), Gi is the allocated grant (in

bytes), and Ci is the instantaneous upstream ONU data rate. In our model, we

need to approximate the maximum delay per priority queue, which should take

into account that traffic can be transmitted over multiple wavelengths in any

given cycle. Furthermore, the model in [65] assumed a fixed cycle time T n
c for

every cycle n (i.e., T n
c = Tc = 2ms), which does not capture the dynamic nature of

DBA. Thus in our model, we use the time of cycle n−1 for better approximation.

Thus, Ci would be computed as Ri,p/T
n−1
c . Moreover, Gi in our model would be

|M |∑
k=1

Li,p,k×C, which is the sum of all allocated transmission lengths for priority p

traffic of ONU i over all wavelengths times the upstream speed C.

Ai in our model would be the difference between the transmission end time of

ONU i across all allocated wavelengths Ei,p and the “nearest” transmission start

time for priority p, denoted as tiniti,p . To find tiniti,p , we introduce constraints (4.18)-

(4.22). More specifically, Constraint (4.18) sets $i,p,kh to one if the start time of

ONU i’s priority p traffic on channel k is less than that on channel h. We need the

variable $i,p,kh so that we can determine the wavelength k over which priority p of

ONU i will have the “nearest” start time, by checking that ti,p,k is smaller than all

the other start times over all occupied wavelengths, i.e.,
m∑

h=1

$i,p,kh =
m∑

h=1

yi,p,h−1.

Constraints (4.19) and (4.20) handle the case where a start time is zero if the

wavelength was not allocated, i.e., yi,p,k = 0. Constraints (4.21) and (4.22) ensure

that tiniti,p is set to the “nearest” start time. Finally, Ci would be Ci,p in our model,
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and is obtained as follows [65]:

Ci,p ' d
Si,p

Ri,p −Bmin
i × %p

e.

4.1.2 Tunable Transceivers

When the ONU is equipped with a tunable transceiver, it may be able to transmit

on all wavelengths, but only on one wavelength at a time with tuning time ε.

Thus, the input parameters Λi and δi,k would no longer required if the ONU is

assumed to support all wavelengths.

In addition, a new variable would be required to keep track of the order in which

a particular ONU for a specific priority is sending:

zi,pq,kh =


1 if ti,p,k < ti,q,h k 6= h or (k = h, p 6= q)

0 otherwise

Consequently, Constraint (4.5) becomes:

|M |∑
k=1

yi,p,k ≤ |M | ∀i, p, (4.24)

with the following additional constraints to manage the variable zi,pq,kh:

zi,pq,kh + zi,qp,hk = 1 ∀i, k, h, p, q (4.25)
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ti,p,k − ti,q,h ≤ Θ× zi,qp,hk ∀i, k, p (4.26)

ti,p,k + Li,p,k + ε− ti,q,h ≤ Θ× (1− zi,pq,kh + 2

−yi,p,k − yi,q,h) ∀i, k, h, p, q
(4.27)

ti,q,h + Li,q,h + ε− ti,p,k ≤ Θ× (1− zi,qp,hk + 2

−yi,p,k − yi,q,h) ∀i, k, h, p, q
(4.28)

Note that if the ONU is equipped with multiple tunable transceivers TR, then

there will be a variable per transceiver for each ONU. For example, ti,p,k becomes

ti,p,k,TRx where TRx corresponds to the particular used transceiver. Such modifi-

cations are needed so that an ONU is scheduled time slots on all |TR| wavelengths

without any overlap among the time slots. To keep the model tractable, and for

consistency, we do not include the transceiver variable in the formulation.

4.1.3 Complexity Analysis

The complexity of the joint grant sizing and bandwidth/wavelength scheduling

MILP problem depends on the number of ONUs |N |, priorities |P |, wavelengths

|M |, and wavelengths supported |Λi|. The worst case occurs when every priority

p traffic for an ONU is scheduled on all wavelengths. In such scenario, the

run-time would be of O(|M ||N |2|P |2) (corresponding to xij,pq,k), which requires
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O(|M ||N |2|P |2) constraints (corresponding to (4.11)-(4.14)). Thus, the overall

complexity of the model is O(|M ||N |2|P |2). As such, this model is NP-complete

and does not scale well [63].

4.2 Dynamic Wavelength and Bandwidth Allo-

cation in OCLDN

The first key concept of the proposed scheme is to categorize the ONU requests

as either Tactile T (i.e., p = 1), or Non-Tactile NT (i.e., p = 2, . . . , |P |). The

idea is to serve tactile traffic first to meet its end-to-end delay requirement, and

subsequently serve the non-tactile service (cloud and legacy), while attempting

to maximize the network throughput by enabling inter-channel statistical multi-

plexing, without impairing the latency requirements for all types of services. Our

scheme also takes advantage of the ONU capability to simultaneously transmit

over multiple wavelengths using a set of multiple transceivers or tunable lasers,

so as to reduce the overall cycle time and schedule “contiguous” time slots using

a modified version of the Water-Filling mechanism [32].

The pseudo-code of the proposed DWBA scheme is presented in Algorithm 1.

Without loss of generality, one wavelength λ1 is assumed to be initially dedicated

for tactile traffic, and another one λ2 for non-tactile traffic. However, the two get

eventually shared among all traffics, depending on the needs. Thus, every ONU
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Algorithm 1 Proposed DWBA Algorithm

1: Wait until all the REPORTs (R1,T , R1,NT ), . . . , (Ri,T , Ri,NT ), . . . , (R|N |,T , R|N |,NT )
are received at the OLT, such that:

Ri,T = Ri,1, and Ri,NT =
|P |∑
p=2

Ri,p

2: Compute the total requested bandwidth for Tactile and Non-Tactile RT =
|N |∑
i=1

Ri,T , RNT =
|N |∑
i=1

Ri,NT

3: Compute Bcycle = (Tc − |N |×Tg)× C/8
4: if RNT < Bcycle then
5: Bcycle = RNT

6: end if
7: if Bcycle ≤ RT then
8: Perform Limited with Fair Excess grant sizing for non-tactile requests to

compute Li,NT , and fill grants on λ2

9: Perform grant sizing using the Gated discipline to compute Li,T for tactile
requests, and schedule the transmission lengths Li,T,1 on λ1, and Li,T,2 on
λ2, using the Water-Filling scheme as in Algorithm 2

10: else
11: α = L(|N |, C, d)× C × Tc
12: if RT < α then
13: Bcycle = 2× α−RT

14: else
15: Bcycle = RT

16: end if
17: Perform Gated grant sizing to compute Li,T for tactile requests and fill

grants on λ1

18: Perform Limited with Fair Excess grant sizing for non-tactile requests to
compute Li,NT , and schedule the transmission lengths Li,NT,1 on λ1, and
Li,NT,2 on λ2, using the Water-Filling scheme as in Algorithm 2

19: end if
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reports the aggregate buffers’ occupancies for tactile and non-tactile traffic via

a REPORT message. In addition, tactile requests are allocated time slots Li,T

using the Gated discipline (i.e., are allocated as requested; due to their stringent

delay constraints), and non-tactile requests are granted aggregate time slots Li,NT

using the Limited with Fair-Excess discipline so as to ensure fair bandwidth al-

location [66]. Consequently, Li,1,1 = Li,T,1, whereas Li,NT,k is further allocated to

each priority queue Li,p=2,...,|P |,k using the MDWRR intra-ONU scheduler, which

has been shown to perform excellently when arbitrating different CoS queues (in

our case to arbitrate the transmission of all non-tactile queues) [64].

To synchronize the simultaneous transmission of an ONU over the different

channels, we first compute the length of the cycle (in bytes), denoted as Bcycle.

Bcycle is then adjusted based on the size of RNT (see lines 4-6) to identify the real

amount of bandwidth that is allocated for non-tactile traffic. If tactile traffic is

initially granted bandwidth more than the non-tactile one (see lines 7-9), the non-

tactile is allocated a time slot over its dedicated wavelength(s) λ2, whereas tactile

traffic is allocated on all wavelengths using a modified version of the Water-Filling

scheme, presented in Algorithm 2. This is done to ensure that non-tactile traffic is

sent over its dedicated wavelength(s) before the tactile traffic is given access to all

the bandwidth resources; otherwise (i.e., in lines 11-18), the non-tactile traffic is

given the opportunity to exploit all wavelengths without violating the tactile delay

constraint. Unlike the original version [32], the modified Water-Filling algorithm

accounts for priority traffic and for boundary cases, and prevents division by zero,
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Algorithm 2 Modified Water-Filling Algorithm

1: For every computed grant Li,q where q is T or NT , sort Λi in ascending order
of tstrh ,∀λh ∈ Λi

2: Initialize Li,q,h = 0 ∀λh ∈ Λi, Vi,q= ∅, and k = 1

3: while
|Λi|∑
h=1

Li,q,h < Li,q do

4: Vi,q ← Vi,q ∪ {k}
5: ti,q,k ← tstrk

6: k ← k + 1
7: if |Vi,q|= |Λi| then

8: tstrz ← tstrz + (Li,q −
|Λi|∑
h=1

Li,q,h)/|Λi|,∀z ∈ Vi,q

9: Li,q,z ← Li,q,z + (Li,q −
|Λi|∑
h=1

Li,q,h)/|Λi|,∀z ∈ Vi,q
10: break
11: end if
12: if tstrk−1 < tstrk then

13: remaining ← Li,q −
|Λi|∑
h=1

Li,q,h

14: difference← tstrk − tstrk−1

15: if remaining > (k − 1)× difference then
16: tstrz ← tstrz + difference,∀z < k
17: Li,q,z ← Li,q,z + difference,∀z < k
18: else
19: tstrz ← tstrz + remaining/(k − 1),∀z < k
20: Li,q,z ← Li,q,z + remaining/(k − 1),∀z < k
21: end if
22: end if
23: end while

such that tstrh denotes the dynamically-updated transmission start time of λh, and

Vi,q denotes the set of wavelengths to be allocated for ONU i’s T or NT priority

traffic. For the reader’s convenience, a taxonomy of the proposed DBA workflow

is illustrated in Fig. 4.1.

Subsequently, the maximum number of bytes that can be sent over λT , α is

computed. The latter is based on the maximum load L that would sustain the
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Figure 4.1: Proposed DWBA Taxonomy

tactile traffic delay constraint, which is a function of |N |, d, and C (i.e., based

on a specific network configuration). As a result, the cycle length on all M

wavelengths will be restricted to α; otherwise, it will be restricted to RT .

The load L is obtained via bounding the end-to-end tactile packet delay for

ONU i, Di,1, by the maximum delay constraint Dmax
1 (i.e., Di,1 ≤ Dmax

1 ), which

can be estimated as follows:

Di,1 = Qi,1 + V ′, (4.29)

where Qi,1 is the average packet queueing delay, and V ′ = T data
trans + 2 × Tproc +

RTT+T ctrl
trans, such that T data

trans is the data packet transmission time in the upstream
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direction, Tproc is the packet processing time, Tprop is the propagation time, and

RTT = 2× Tprop is the round-trip time.

Using queueing theory, Qi,1 can be approximated for poisson-distributed packet

arrivals and exponential packet distribution, as follows [67]:

Qi,1 =
AiX2

i + 3V − L × V/|N |
2(1− L)

, (4.30)

where, for a service rate µi = C/(pktSize × 8), the data arrival rate is Ai =

L × µi × |N |, with X2
i = 2/µ2

i as the second moment of the packet transmission

time, and V is the “server” vacation time such that:

V = (Tg + TREPORT
trans )× |N |+2× Tprop + Tproc + TGATE

trans ,

where Tg is the gurad time; TREPORT
trans and TGATE

trans are the REPORT and GATE

packet transmission times in the upstream direction, respectively. Consequently,

we can estimate the maximum load (line 11 of Algorithm 1) L(|N |, C, d), under

which the delay constraint of tactile traffic Di,1 ≤ Dmax
1 is always met, as follows:

L(|N |, C, d) ≤ 2(Dmax
1 − V ′)− λX2

i − 3V
2(Dmax

1 − V ′)− V/|N |
. (4.31)
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4.2.0.1 Accuracy of Load Approximation

To test the usability of the load approximation obtained in (4.31), we compared

analytical results with simulations for different network configurations. As illus-

trated in Fig. 4.1, in general, it can be observed that the analytical and simulation

results for L are very comparable. However, we especially notice that for d =

10Km and 25Km, the values are much more comparable (with a difference of

about 0.1 of load) than for d = 1Km and 5Km (the difference can reach about

0.2 of load). Hence, this approximation may not be fit to be used for all config-

urations. In addition, the approximation can not capture the bursty nature of

Internet traffic (and specially for tactile traffic [19]).
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Figure 4.1: L as a function of d, |N |, and C for Poisson traffic.
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Table 4.2: Maximum load L as a function of d, C, and |N | for Pareto traffic.

Upstream Speed (Gbps) 1 2.5 5 10 100
Number of ONUs 4 8 16 32 4 8 16 32 4 8 16 32 4 8 16 32 4 8 16 32

1 0.2 0.1 0.3 0.3 0.2 0.2 0.6 0.3 0.3 0.2 0.6 0.6 0.4 0.3 0.7 0.7 0.5 0.4
5 0.1 0.1 0.2 0.1 0.2 0.1 0.6 0.3 0.2 0.1 0.6 0.6 0.3 0.3 0.7 0.6 0.5 0.4
10 0.1 0.1 0.1 0.1 0.1 0.5 0.3 0.2 0.1 0.5 0.5 0.2 0.2 0.6 0.6 0.3 0.3

Distance (Km)

25 0.1 0.3 0.2 0.4 0.2 0.6 0.3 0.2 0.1

Therefore, we conducted a simulation study to extract L using Pareto-distributed

traffic arrivals and packet sizes uniformly distributed between 64 and 1518 bytes;

the results are reported in Table 4.2. The cells without any reported values imply

that for a specific configuration, or for d > 25km, the tactile delay constraint can

not be met. Thus, the presented values can be used as a guiding framework for

network configuration and dimensioning of tactile-capable PON networks.

4.2.1 Complexity Analysis

The time complexity of Algorithm 1 is dominated by the Water-Filling performed

in lines 9 and 18, which is O(|M |log |M |) as shown in [32]. Given that Water-

Filling is performed only once for every ONU (either for tactile or non-tactile),

the time complexity of Algorithm 1 is O(|N ||M |log |M |), which is fast even for a

large network.
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Chapter 5

Results and Analysis

To validate the effectiveness of the proposed solutions, we conducted extensive

simulations using OMNET++ [68]. Tc is set to 2ms, Tg to 1 µs, Si,p to 10MB, C

to 10Gbps, d to 5Km, and |N | to 8; thus L is set to 0.6 according to Table 4.2.

Unless stated otherwise, every ONU is assumed to be equipped with two tunable

transceivers.

Table 5.1: Simulation Scenarios.

Class of Service Scenario 1 Scenario 2 Scenario 3

Constant Bit Rate (CBR) 2.52% 1.40% 0.28%

Variable Bit Rate (VBR) 5.04% 2.80% 0.56%

Best Effort (BE) 5.04% 2.80% 0.56%

Basic Cloud (CL-B) 19.35% 10.75% 2.15%

Intermediate Cloud (CL-I) 40.95% 22.75% 4.55%

Advanced Cloud (CL-A) 17.10% 9.50% 1.90%

Tactile Cloud (CL-T) 10% 50% 90%

To stress-test our scheme, we consider three different simulation scenarios

based on the traffic configurations in Table 5.1. Without loss of generality, to

reduce the simulation time, the number of wavelength channels is set to 2, unless

stated otherwise. Here, according to [8], cloud traffic is expected to account
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for 86% of the total access traffic, out of which 25% is basic cloud traffic, 52% is

intermediate cloud traffic, and 23% is advanced cloud traffic; thus, we adopt these

percentages in our simulations. On the other hand, the percentage of tactile traffic

is varied between 10%, 50%, and 90% to test the robustness of our algorithm in

satisfying the tactile traffic delay requirements for different arrival rates. The

remaining 14% are distributed as follows: 20% are Constant bit rate (CBR), 40%

are Variable bit rate (VBR), and 40% are best effort (BE) [64]. CBR traffic is

modeled using Poisson with packet size fixed to 70 bytes. VBR, BE, and cloud

applications can be characterized by self-similarity [69] and thus are modeled

using the Pareto distribution with hurst parameter H = 0.8, and packet sizes

uniformly distributed between 64 and 1518 bytes. The steering control packet is

of size 64 bytes and is sent over of the downstream channel in a TDM fashion [19].

The weight percentages for the MDWRR scheme are distributed equally over the

five non-tactile queues. The 95% confidence interval of the simulation results

gave a ≈ 2% variation, which is statistically insignificant; hence it is not shown

in the figures. We use the following metrics for measuring the performance: 1)

packet delay; 2) throughput; 3) and packet drop rate. For tactile traffic, we use

the end-to-end Di,p from (4.29); whereas for non-tactile traffic Di,p (i.e., legacy

data and cloud, where p ≥ 1), the one-way delay is used, which is computed as

follows:

Di,p = Qi,p + Tprop + T data
trans + Tproc + βTcore, (5.1)
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where Qi,p is the average packet queueing delay, and Tcore is the additional time

incurred on cloud packets for contacting a cloud server in the core network.

Namely, let ρ be the hit rate at the CDN server, i.e., the percentage of requests

served by the CO’s servers; thus, β = ρ for cloud packets and β = 0 otherwise. In

our simulations, we set ρ = 0.9 [70]; that is 90% of the incoming non-tactile cloud

traffic are assumed to be served by the mini-data center, whereas the remaining

10% are fetched from the core cloud servers, which adds 3ms of additional delay;

this value is based on the delay between Inter-route’s European data centers [71].

Note that we implemented the MILP model using CPLEX [72], but we could

not obtain results for the network configuration due to high computational time

(more than a few hours).

5.1 Comparison with Other Schemes

In this section, we compare the performance of the proposed DWBA scheme with

other existing schemes under Scenario 2 (i.e., the “balanced” one). These schemes

are the predictive allocation using MLSE [19], which is the only mechanism in

the literature that supports tactile services in PONs, and the state-of-the-art

IPACT-ST [29] with strict priority (SP) as benchmark, as well as IPACT-ST

with MDWRR [64] as its enhanced version. In IPACT-ST with MDWRR, the

tactile’s queue weight is set to 0.5 and the remaining weight is distributed equally

over the other traffic queues, so as to mimic the “protection of tactile traffic” and
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weight allocation in our proposed scheme. For IPACT-ST/MDWRR, wavelengths

are selected on a first-available-time basis.
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Figure 5.1: Comparison of DWBA with Existing Schemes.
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As noticed in Fig. 5.1, the predictive scheme exhibits the worst performance

among all other schemes for all metrics. This is due to the shortcomings of MLSE

in not being able to attain accurate prediction of requested bandwidth due to the

traffic’s bursty nature, which resulted in high delay, low network throughput,

and high drop rate. As for IPACT-ST with SP, it is able to provide lower delay

for tactile traffic compared to the other schemes, as shown in Fig. 5.1(a). This

is due to the nature of SP, which prevents lower priority queues from sending

traffic unless the tactile queue is emptied. However, this penalizes lower priority

queues and downgrades their performance as depicted in Figs. 5.1(b), 5.1(a),

and 5.1(b), where the low non-tactile packet delay comes at the expense of low

throughput and high packet drop rate. For IPACT-ST with MDWRR, it exhibits

a behaviour similar to the proposed scheme in terms of network throughput,

packet drop rate, and non-tactile delay, which is a result of the adaptively set

weights in MDWRR. However, our DWBA scheme outperforms IPACT-ST in

terms of lower tactile packet delay, and support for higher loads. This is due to

the ability of the proposed DWBA scheme is enabling inter-channel statistical

multiplexing, meanwhile protecting the tactile traffic via the parameter α.

All these results highlight the ability of the proposed scheme in outperforming

other benchmark and state-of-the-art schemes, via supporting tactile services at

higher loads, meanwhile attaining high network utilization, and meeting the QoS

requirements for all types of services.
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5.2 DWBA Evaluation for Different Scenarios
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Figure 5.2: Average Upstream Packet Delay.
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Figure 5.4: Average End-to-End Tactile Packet Delay.

Figs. 5.2, 5.3, and 5.4 show the average upstream packet delay and network

throughput for all traffic classes under all scenarios, as well as the end-to-end

average packet delay for tactile traffic, respectively. We notice how for Scenario 1

where the tactile traffic’s percentage is 10%, the stringent 0.5 ms tactile delay is

met for all network loads. The reason behind this excellent behavior is that the

ONUs are granted bandwidth for tactile traffic equal to their requests. As such,

since with Scenario 1 the amount of incoming tactile traffic is small, the queuing

delay will be minimal. As for the other traffic classes, their delays are met up to

a high network load (i.e., 0.7), since the allowed bandwidth for non-tactile traffic

is limited by α. Thus, higher percentages of non-tactile traffic will be subjected

to higher delays at high network loads. We also observe in Fig. 5.2(a) that the

BE traffic experiences lower delay than the cloud and VBR traffics. This is due
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to how MDWRR is able to satisfy the BE traffic in the first scheduling pass due

to its low traffic rate. In contrast, even after the distribution of the remaining

bandwidth over the other unsatisfied higher priority queues, big chunks of these

higher priority queued packets will not be served in the current cycle. As noticed

in Fig. 5.3(a), when the network load exceeds 0.5, the throughput rate is around

50%. This is due to the fact the DWBA aims at primarily meeting the delay

constraint of tactile services by protecting its wavelength from being used by the

high-loaded non-tactile traffic, at the expense of suboptimal network throughput.

In Scenario 2 where the tactile traffic’s percentage is 50%, the delay is met up

to load 0.6. This complies with the network configuration as per Table 4.2, and

shows the ability of the DWBA to meet the delay requirements, by having tactile

and non-tactile services each using one specific wavelength without sharing, due

to their traffic loads. Consequently, the average delay of tactile traffic will be

similar to having a dedicated wavelength that keeps this traffic protected from

the other traffic classes. The delays of cloud and data services are met up to a

load of 0.9, which is near optimal.

In Scenario 3 where tactile traffic’s percentage is 90%, the delay is still met up to

load 0.6, which still complies with the network configuration per Table 4.2. How-

ever here, even when tactile traffic’s percentage is dominant, tactile services can

use the non-tactile wavelength(s) as needed so as not to compromise its stringent

delay requirement, thereby exploiting the inter-channel statistical multiplexing

aspect of OCLDN. More importantly, our scheme is able to permit the latter
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without compromising the requirements of all other types of traffic, which are all

met up to a load of 0.9. This is due to the fact that non-tactile services occupy a

very low proportion of the total generated traffic, and thus the requested band-

width will not exceed the granted bandwidth.

We also notice that in both Scenarios 2 and 3, as shown in Fig. 5.3(a) and 5.3(b)

respectively, a high throughput rate of 90% is achieved at high loads. This is due

to the fact that tactile traffic is granted time slots using the Gated scheme, and

it exploits inter-channel statistical multiplexing to maintain its performance. On

the other hand, the employed scheduling scheme is able to satisfy the demands of

all other traffic types regardless of their loads. This is due to the employed MD-

WRR intra-ONU scheduling mechanism, which adaptively and fairly allocates

the bandwidth among all traffic types.

Finally, we study the performance of our scheme for higher number of wave-

lengths, i.e., with |M | = 3, 4, and 5, such that an ONU is equipped with either

two fixed or two tunable transceivers under Scenario 2. As observed in Fig. 5.5,

as |M | increases, the delays for both tactile and non-tactile packets decrease, due

to having less ONUs sending on the same wavelength. In addition, as |M | in-

creases, installing tunable transceivers yields lower delays than the fixed ones, yet

at the expense of higher cost. More importantly, as observed in Fig. 5.5(a), even

though deploying more wavelengths (e.g., |M |= 5) can enhance the performance

of tactile delay, it can be seen that the gain may not be worth the investment

(e.g., the supported load for |M |= 5 is 0.7, vs. 0.6 for |M |= 3). Moreover, the
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gain in the non-tactile performance is minimal, as shown in Fig. 5.5(b). Thus,

interestingly, deploying more channels (which increases the network cost) may

not necessarily result in better network performance.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this work, we proposed OCLDN, a new programmable and scalable optical

cloud distribution network architecture that enables the delivery of killer cloud

services, including Tactile Internet in a fast, efficient and cost-effective manner.

We formulated the grant sizing and scheduling in OCDLN as a MILP optimiza-

tion problem, and then proposed a new dynamic wavelength and bandwidth

allocation scheme that employs the Water-Filling technique and an advanced

intra-ONU scheduling discipline to meet the QoS requirements for all types of

services regardless of their arrival rates and distribution. Extensive simulations

validated the effectiveness of the proposed solution versus existing schemes, and

demonstrated its ability to meet the stringent QoS requirements for all types of

cloud and legacy data services. Our solution has the promise to be employed by

ISPs, so as they deliver killer cloud services closely to the users and meet their

stringent QoS demands, as well as add new sources of revenues.
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6.2 Future Work

Our proposed work leaves some interesting and potential issues that need further

research and investigation, as listed below:

• In Scenario 1, meeting the strict delay of Tactile Internet traffic required a

sacrifice in terms of network throughput. Future work involves finding the

best compromise between the throughput and delay requirements.

• Our scheme requires small distances between ONUs and the steering/control

server. Supporting Tactile Internet for larger distances, such as in LR-PON,

requires further investigation.

• Introducing an energy-efficient version of the proposed DWBA scheme that

reduces power consumption is an interesting extension of this work.
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Appendix A

Acronyms

AF Assured Forwarding
APON ATM PON
AR Augmented Reality
ATM Asynchronous Transfer Mode
BE Best Effort
BPON Broadband PON
CATV Community Antenna Television
CBR Constant Bit Rate
CDN Content Delivery Network
CO Central Office
CORD Central Office Re-Architected as a Data Center
CoS Classes of Services
DBA Dynamic Bandwidth Allocation
DC Deficit Counter
DiffServ Differentiated Services
DSL Digital Subscriber Line
DWBA Dynamic Wavelength and Bandwidth Allocation
DWRR Deficit Weighted Round Robin
EF Expedited Forwarding
EHR Electronic Health Records
EPF Earliest Packet First
EPON Ethernet PON
FE Fair-Excess
FSAN Full Service Access Network
GEM GPON Encapsulation Method
GPON Gigabit PON
HDTV High-Definition Television
HOL Head Of Line
HSI Human-Machine Interface
IaaS Infrastructure-as-a-Service
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IoT Internet of Things
IPACT Interleaved Polling with Adaptive Cycle Time
IPTV Internet Protocol Television
ISP Internet Service Provider
LR-PON Long-Reach Passive Optical Network
LQF Longest Queue First
M2H Machine-to-Human
M2M Machine-to-Machine
MAC Medium Access Control
MAN Metropolitan Area Network
M-DWRR Modified Deficit Weighted Round Robin
MILP Mixed-Integer Linear Programming
MLSE Maximum-Likelihood Sequence Estimation
MPCP Multi-Point Control Protocol
MSD Multiple Scheduling Domain
M-SFQ Modified Start-Time Fair Queuing
NFV Network Functions Virtualization
NG-EPONNext-Generation Ethernet Passive Optical Network
NG-PON Next-Generation PON
OCLDN Optical Cloud Distribbution Network
ODN Optical Distribution Network
OFDM Orthogonal Frequency Division Multiplexing
OLT Optical Line Terminal
ONU Optical Network Unit
P2MP Point-to-MultiPoint
P2P Point to Point
PaaS Platform-as-a-Service
PON Passive Optical Network
QoS Quality of Service
RR Round Robin
RTT Round Trip Time
SaaS Software-as-a-Service
SDN Software-Defined Networking
SP Strict Priority
SSD Single Scheduling Domain
TDM Time-Division Multiplexing
TWDM Time and Wavelength Division Multiplexing
VBR Variable Bit Rate
VoD Video on Demand
VoIP Voice over Internet Protocol
WA Wavelength Agile
WAN Wide Area Network
WDM Wavelength Division Multiplexing

80



81



Bibliography

[1] Nirwan Ansari and Jingjing Zhang. Overview of Broadband Access Technolo-
gies. In Media Access Control and Resource Allocation For Next Generation
Passive Optical Networks, chapter 2. Springer, 2013.

[2] G. Kramer and G. Pesavento. Ethernet Passive Optical Network (EPON):
Building a Next-Generation Optical Access Network. IEEE Communications
Magazine, 40(2):66–73, Feb 2002.

[3] Nirwan Ansari and Jingjing Zhang. PON Architectures. In Media Ac-
cess Control and Resource Allocation For Next Generation Passive Optical
Networks, chapter 2. Springer, 2013.

[4] M. P. Mcgarry, M. Reisslein, and M. Maier. Ethernet Passive Optical Net-
work Architectures and Dynamic Bandwidth Allocation Algorithms. IEEE
Communications Surveys Tutorials, 10(3):46–60, Third 2008.

[5] Qi Zhang, Lu Cheng, and Raouf Boutaba. Cloud Computing: State-of-the-
art and Research Challenges. Journal of Internet Services and Applications,
1(1):7–18, May 2010.

[6] A. Aijaz, M. Dohler, A. H. Aghvami, V. Friderikos, and M. Frodigh. Re-
alizing the Tactile Internet: Haptic Communications over Next Generation
5G Cellular Networks. IEEE Wireless Communications, 24(2):82–89, April
2017.

[7] G. Fettweis and S. Alamouti. 5G: Personal Mobile Internet beyond What
Cellular Did to Telephony. IEEE Communications Magazine, 52(2):140–145,
Feb. 2014.

[8] Cisco Global Cloud Index: Forecast and Methodology, 2015–2020. 2016.

[9] L. Tang, J. Mars, X. Zhang, R. Hagmann, R. Hundt, and E. Tune. Opti-
mizing Google’s Warehouse Scale Computers: The NUMA Experience. In
2013 IEEE 19th International Symposium on High Performance Computer
Architecture (HPCA), pages 188–197, Feb 2013.

82



[10] Cisco. Fog Computing and the Internet of Things: Extend the Cloud to
Where the Things Are. White Paper, 2015.

[11] The CDN Federation Solutions for SPs and Content Providers To Scale a
Great Customer Experience. Technical report, Cisco, Oct 2012.

[12] IEEE 802.3 Industry Connections Feasibility Assessment for the Next Gen-
eration of EPON. Technical report, IEEE 802.3 Ethernet Working Group,
Mar 2015.

[13] Yuanqiu Luo, Frank Effenberger, , and Meng Sui. Cloud Computing Pro-
visioning over Passive Optical Networks. In IEEE International Conference
on Communications in China, China, 2012.

[14] M. Taheri and N. Ansari. A Feasible Solution to Provide Cloud Computing
over Optical Networks. IEEE Network, 27(6):31–35, Nov. 2013.

[15] Y. Ruan, N. Anerousis, M. Srivatsa, J. Xiao, R. T. Christner, L. Farrolas,
and J. Short. Measuring Enterprise Network Usage Pattern & Deploying
Passive Optical LANs. In 2015 IFIP/IEEE International Symposium on
Integrated Network Management (IM), pages 890–893, May 2015.

[16] Li Ling, Ma Xiaozhen, and Huang Yulan. CDN Cloud: A Novel Scheme for
Combining CDN and Cloud Computing. In Proceedings of 2013 2nd Inter-
national Conference on Measurement, Information and Control, volume 01,
pages 687–690, Aug 2013.

[17] G. P. Fettweis. The Tactile Internet: Applications and Challenges. IEEE
Vehicular Technology Magazine, 9(1):64–70, March 2014.

[18] M. Maier, M. Chowdhury, B. P. Rimal, and D. P. Van. The Tactile Inter-
net: Vision, Recent Progress, and Open Challenges. IEEE Communications
Magazine, 54(5):138–145, May 2016.

[19] E. Wong, M. Pubudini Imali Dias, and L. Ruan. Predictive Resource Alloca-
tion for Tactile Internet Capable Passive Optical LANs. Journal of Lightwave
Technology, 35(13):2629–2641, July 2017.

[20] Ton Koonen. Enabling Techniques for Broadband Access Networks. In
Martin Maier Abdallah Shami and Chadi Assi, editors, Broadband Access
Networks Technologies and Deployments, chapter 3. Springer, 2009.

[21] Passive Optical LAN Explained. Nokia White Paper, 2015. [Online]. Avail-
able: https://networks.nokia.com/solutions/passive-optical-lan .

83



[22] Design and Installation Challenges and Solutions for Passive
Optical LANs. 3M White Paper, 2015. [Online]. Available:
http://multimedia.3m.com/mws/media/843848O/design-installation-
challenges-and-solutions-for-pols-white-paper.pdf .

[23] Byoung-Whi Kim Huan Song and Biswanath Mukherjee. Long-Reach Opti-
cal Access. In Martin Maier Abdallah Shami and Chadi Assi, editors, Broad-
band Access Networks Technologies and Deployments, chapter 10. Springer,
2009.

[24] J. Zheng and H. T. Mouftah. Media Access Control for Ethernet Passive Op-
tical Networks: an Overview. IEEE Communications Magazine, 43(2):145–
150, Feb 2005.

[25] Nirwan Ansari and Jingjing Zhang. Media Access Control and Resource
Allocation in EPON and 10G-EPON. In Media Access Control and Re-
source Allocation For Next Generation Passive Optical Networks , chapter 4.
Springer, 2013.

[26] A. R. Dhaini, C. M. Assi, and A. Shami. Dynamic Bandwidth Alloca-
tion Schemes in Hybrid TDM/WDM Passive Optical Networks. In CCNC
2006. 2006 3rd IEEE Consumer Communications and Networking Confer-
ence, 2006., volume 1, pages 30–34, Jan 2006.

[27] G. Kramer, B. Mukherjee, and G. Pesavento. IPACT a Dynamic Protocol for
an Ethernet PON (EPON). IEEE Communications Magazine, 40(2):74–80,
Feb 2002.

[28] J. Zheng and H. T. Mouftah. Media access control for ethernet passive optical
networks: an overview. IEEE Communications Magazine, 43(2):145–150,
Feb 2005.

[29] Kae Hsiang Kwang, D. Harle, and I. Andonovic. Dynamic Bandwidth Alloca-
tion Algorithm for Differentiated Services over WDM EPONs. In The Ninth
International Conference onCommunications Systems, 2004. ICCS 2004.,
pages 116–120, Sept 2004.

[30] M. P. McGarry, M. Reisslein, and M. Maier. Wdm ethernet passive optical
networks. IEEE Communications Magazine, 44(2):15–22, Feb 2006.

[31] Michael P. McGarry, Martin Reisslein, Charles J. Colbourn, Martin Maier,
Frank Aurzada, and Michael Scheutzow. Just-in-time scheduling for multi-
channel epons. J. Lightwave Technol., 26(10):1204–1216, May 2008.

[32] L. Wang, X. Wang, M. Tornatore, H. S. Chung, H. H. Lee, S. Park, and
B. Mukherjee. Dynamic Bandwidth and Wavelength Allocation Scheme for

84



Next-Generation Wavelength-Agile EPON. IEEE/OSA Journal of Optical
Communications and Networking, 9(3):B33–B42, March 2017.

[33] Nirwan Ansari and Jingjing Zhang. Media Access Control and Resource
Allocation in WDM PON. In Media Access Control and Resource Allocation
For Next Generation Passive Optical Networks , chapter 5. Springer, 2013.

[34] Ahmad Dhaini and Chadi Assi. Quality of Service in Ethernet Passive Op-
tical Networks (EPONs). In Martin Maier Abdallah Shami and Chadi Assi,
editors, Broadband Access Networks Technologies and Deployments, chap-
ter 8. Springer, 2009.

[35] Glen Kramer, Biswanath Mukherjee, Sudhir Dixit, Yinghua Ye, and Ryan
Hirth. Supporting Differentiated Classes of Service in Ethernet Passive Op-
tical Networks. J. Opt. Netw., 1(8):280–298, Aug 2002.

[36] N. Ghani, A. Shami, C. Assi, and M. Y. A. Raja. Intra-onu bandwidth
scheduling in ethernet passive optical networks. IEEE Communications Let-
ters, 8(11):683–685, Nov 2004.

[37] A. R. Dhaini, C. M. Assi, A. Shami, and N. Ghani. Adaptive Fairness
through intra-ONU Scheduling for Ethernet Passive Optical Networks. In
2006 IEEE International Conference on Communications, volume 6, pages
2687–2692, June 2006.

[38] C. M. Assi, Yinghua Ye, Sudhir Dixit, and M. A. Ali. Dynamic Bandwidth
Allocation for Quality-of-Service over Ethernet PONs. IEEE Journal on
Selected Areas in Communications, 21(9):1467–1477, Nov 2003.

[39] A. R. Dhaini, C. M. Assi, and A. Shami. Quality of Service in TDM/WDM
Ethernet Passive Optical Networks (EPONs). In 11th IEEE Symposium on
Computers and Communications (ISCC’06), pages 616–621, June 2006.

[40] Michael Armbrust, et al. A View of Cloud Computing. Commun. ACM,
53(4):50–58, April 2010.

[41] Amazon Elastic Computing Cloud. https://aws.amazon.com/ec2.

[42] Cloud Hosting, CLoud Computing and Hybrid Infrastructure from GoGrid.
http://www.gogrid.com.

[43] Google App Engine. http://code.google.com/appengine.

[44] Salesforce CRM. http://www.salesforce.com/platform.

[45] Dedicated Server, Managed Hosting, Web Hosting by Rackspace Hosting.
http://www.rackspace.com.

85



[46] The Tactile Internet. Report, ITU-T, August 2014.

[47] E. Steinbach, S. Hirche, M. Ernst, F. Brandi, R. Chaudhari, J. Kammerl, and
I. Vittorias. Haptic Communications. Proceedings of the IEEE, 100(4):937–
956, April 2012.

[48] M. Simsek, A. Aijaz, M. Dohler, J. Sachs, and G. Fettweis. 5G-Enabled
Tactile Internet. IEEE Journal on Selected Areas in Communications,
34(3):460–473, March 2016.

[49] Series E: Overall Network Operation, Telephone Service, Service Operation
and Human Factors. E.800, ITU-T Telecommunication Standardization Sec-
tor of ITU, Sep 2008.

[50] T.N. Weller and C.E. Leiserson. Content Delivery Network Service Provider
(CDNSP)-Managed Content Delivery Network (CDN) for Network Service
Provider (NSP), January 31 2012. US Patent 8,108,507.

[51] Giyoung Nam and KyoungSoo Park. Analyzing the Effectiveness of Content
Delivery Network Interconnection of 3G Cellular Traffic. In Proceedings of
The Ninth International Conference on Future Internet Technologies, CFI
’14, pages 1:1–1:6. ACM, 2014.

[52] Athula Balachandran, Vyas Sekar, Aditya Akella, and Srinivasan Seshan.
Analyzing the Potential Benefits of CDN Augmentation Strategies for In-
ternet Video Workloads. In Proceedings of the 2013 Conference on Internet
Measurement Conference, IMC ’13, pages 43–56. ACM, 2013.

[53] Yingying Chen, Sourabh Jain, Vijay Kumar Adhikari, and Zhi-Li Zhang.
Characterizing Roles of Front-end Servers in End-to-end Performance of
Dynamic Content Distribution. In Proceedings of the 2011 ACM SIG-
COMM Conference on Internet Measurement Conference, pages 559–568.
ACM, 2011.

[54] L. Peterson, A. Al-Shabibi, T. Anshutz, S. Baker, A. Bavier, S. Das, J. Hart,
G. Palukar, and W. Snow. Central Office Re-Architected as a Data Center.
IEEE Communications Magazine, 54(10):96–101, October 2016.

[55] Manar Jammal, Taranpreet Singh, Abdallah Shami, Rasool Asal, and Yim-
ing Li. Software defined networking: State of the art and research challenges.
Elsevier Computer Networks, 72:74–98, 2014.

[56] R. Mijumbi, J. Serrat, J. L. Gorricho, N. Bouten, F. De Turck, and
R. Boutaba. Network Function Virtualization: State-of-the-Art and Re-
search Challenges. IEEE Communications Surveys & Tutorials, 18(1):236–
262, Firstquarter 2016.

86



[57] Verizon Network Infrastructure Planning: SDN-NFV Reference Architec-
ture. Technical report, Verizon, Feb 2016.

[58] Krish Prabhu. Delivering a Software-based Network Infrastructure. Oct
2015.

[59] ITU-T recommendation G.114: One-way transmission time in series G: Tran-
mission systems and media, digital systems and networks. [Online]. Avail-
able: http://www.itu.int/rec/T-REC-G.1 14-200305-I/en.

[60] A. R. Dhaini and P. H. Ho. MC-FiWiBAN: An Emergency-Aware Mission-
Critical Fiber-Wireless Broadband Access Network. IEEE Communications
Magazine, 49(1):134–142, January 2011.

[61] E. Uhlemann. Introducing connected vehicles [connected vehicles]. IEEE
Vehicular Technology Magazine, 10(1):23–31, March 2015.

[62] Tactile Internet, a Magic of 5G. Huawei Technologies Co., Ltd. [On-
line]. Available: http://www.huawei.com/minisite/5g/en/touch-internet-
5G.html.

[63] Christodoulos A. Floudas and Xiaoxia Lin. Mixed Integer Linear Program-
ming in Process Scheduling: Modeling, Algorithms, and Applications. An-
nals of Operations Research, 139(1):131–162, Oct 2005.

[64] Ahmad R. Dhaini, Chadi M. Assi, Martin Maier, and Abdallah Shami. Per-
Stream QoS and Admission Control in Ethernet Passive Optical Networks
(EPONs). IEEE/OSA Journal of Lightwave Technology (JLT), 25(7):1659–
1669, July 2007.

[65] M. S. Kiaei, C. Assi, L. Meng, and M. Maier. On the Co-Existence of
10G-EPONs and WDM-PONs: A Scheduling and Bandwidth Allocation
Approach. Journal of Lightwave Technology, 29(10):1417–1426, May 2011.

[66] Ahmad R. Dhaini, Chadi M. Assi, Martin Maier, and Abdallah Shami. Dy-
namic Wavelength and Bandwidth Allocation in Hybrid TDM/WDM Eth-
ernet Passive Optical Networks (EPONs). IEEE/OSA Journal of Lightwave
Technology (JLT), 25(1):277–286, Jan. 2007.

[67] Ahmad R. Dhaini, Pin-Han Ho, Gangxiang Shen, and Basem Shihada. En-
ergy Efficiency in TDMA-based Next-Generation Passive Optical Access
Networks. IEEE/ACM Transactions on Networking, 22(3):850–863, May
2014.

[68] Andres Vargas. Omnet++.

87



[69] Theophilus Benson, Ashok Anand, Aditya Akella, and Ming Zhang. Un-
derstanding Data Center Traffic Characteristics. SIGCOMM Comput. Com-
mun. Rev., 40(1):92–99, 2010.

[70] Dan Rayburn. When It Comes To Cache Hit Ratio And CDNs, The Devil
Is In The Details. Last Accessed: 22 October 2017.

[71] Network Performance Between Geo-Isolated Data Centers: Testing Trans-
Atlantic and Intra-European Network Performance between Cloud Service
Providers. Tech. Report, Cloud Spectator, Jan. 2015.

[72] CPLEX. [Online.]Available: https://www.ibm.com/analytics/data-
science/prescriptive-analytics/cplex-optimizer.

88


