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An Abstract of the Thesis of

Alaa Hussein Akkoush for Master of science
Major: Physics

Title: Thermal Transport in Si/Ge Nano-Grains using Ab-initio Simulations

In this work, we intend to design nano-granular meta-materials in which phonon bound-
ary scattering mechanisms induce strong reduction in the lattice thermal conductivity.
Such systems are expected to show high thermoelectric figure of merit and contribute
significantly to the efforts done so far to develop alternative energy technologies.

We present a solution for spatial dependent Boltzmann equation within the single mode
relaxation time approximation yielding an accurate expression for thermal conductiv-
ity of nano-sized materials or nano-grains. Upon using the conservation of heat flux
theorem, we develop an expression for thermal conductivity of a monolayer of nano-
grains. Then, we use the Diffuse Mismatch Model (DMM) to develop an expression
for thermal conductivity of granular materials. The relaxation times are derived from
Fermi’s golden rule and the harmonic and anharmonic terms of the force constants in-
volved in the model are derived from first principles techniques.

We apply our model to calculate the thermal conductivity of a granular material made
up of a mixture of nano-grains of silicon and germanium. The results demonstrate
that such a material is characterized by a thermal conductivity as low as the thermal
conductivity of SiGe alloy, which is a well-established thermoelectric material for ap-
plication in environments of very high temperatures. We demonstrate that the mixture
of silicon and germanium nano-grains can be more convenient than SiGe alloy in ther-
moelectric applications, as they do not present the alloys structure stability problems.
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Introduction

Burning fossil fuels raises in our atmosphere the level of carbon dioxide, which is a
major contributor to the greenhouse effect and global warming. High-efficiency ther-
moelectric materials can be a solution for this serious problem. Thermoelectric devices
can efficiently convert waste heat into electrical energy and reduce the human depen-
dence on fossil fuel, which may result in a strong reduction in greenhouse emissions.

Over the past decades, there has been enormous interest in thermoelectric materials,
driven by the need of fuel-less power generators. This interest in high-efficiency ther-
moelectric materials is currently increasing with the industrial and military applica-
tions, which are generating numerous activities in the field by demanding thermoelec-
tric materials of efficiency higher than those that are currently in use. Our current de-
mand for alternative energy technologies to reduce our dependence on shrinking fossil
fuels is also leading to important research activities, including that of high tempera-
ture energy harvesting through the direct recovery of waste heat and its conversion into
useful electrical energy. Hence, the development of higher performance thermoelectric
materials is becoming more and more important. A key factor in developing technolo-
gies for high-efficiency energy conversion is the development of higher-performance
thermoelectric materials, either completely new or through more ingenious material
engineering of existing materials.

The potential of a material in energy conversion is determined in large part by a mea-
sure of the materials figure of merit, ZT, which is equal to �S
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, where S is the Seebeck

coefficient, � is the electrical conductivity, and  is the thermal conductivity. Some of
the research efforts focus on minimizing the thermal conductivity, while other focus
on materials that exhibit large power factor(�S2)[4].

Over the past 30 years, alloys based on Bi2Te3 system [(Bi1�xSbx)2(Te1�ySey)3] and
Si1�yGey system have been extensively studied for their use as thermoelectric mate-
rials to perform in a variety of power-generation applications [5]. These traditional
thermoelectric materials have undergone extensive investigation, and they appeared to
be a little room for future improvement in the common bulk structures. Other high-
temperature bulk materials such as skutterudites, clathrates, half-Heusler alloys, and
complex chalcogenides have also been investigated. They showed ZT values near 1
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due to properties that might be favorable for potential thermoelectric materials. For
instance, skutterudites and clathrates are cage-like materials that have voids in which
rattler atoms can be inserted to significantly lower the thermal conductivity due to the
rattling atoms ability to scatter phonons. Although the thermoelectric figure of merit
of these materials has been a practical upper limit for more than 30 years, yet there are
no theoretical or thermodynamic reasons for ZT⇡1 as an upper limit, and entirely new
classes compounds will have to be investigated.

Quantum well systems (0D, 1D, and 2D) take advantage of their low-dimensional
character through physical confinements in quantum dots, nanowires, and thin-films
structures to enhance the electronic properties of a given material [6][7]. Besides,
nanostructured semiconductor materials can scatter mid- to long-wavelength phonon
and thereby reduce the lattice thermal conductivity to its minimum[8]. As such, it has
been demonstrated that a significant enhancement in ZT occurs through the construc-
tion of Bi2Te3/Sb2Te3 superlattice. These materials exhibited ZT⇡ 2.4 at T⇡330 K
[9]. Furthermore, there have been reports on Si individual nanowires and PbTe/PbTeSe
quantum dot structures that yield ZT⇡0.6-1.6[10]. This enhancement of the ZT val-
ues is due to creating a nanoengineered material that is efficient in thermal insulating
while remaining a good electrical conductance. These results confirm the prediction
that the best thermoelectric material would behave as a phonon-glass/electron-crystal
(PGEC); that is it would have the electrical properties of a crystalline material and
thermal properties of an amorphous or glass-like material. It can actually be estimated
that an optimized PGEC material could possibly exhibit values of ZT around 4. This
gives encouragement that such materials may be possible and could address many of
our energy-related problems. A systematic search, subsequent thorough investigation
and materials engineering may eventually yield these much-needed materials for the
next generation of thermoelectric devices.

In this thesis, we investigate the thermal conductivity of a mixture of nano-grains of
Si and Ge, which is a special type of nanostructures. We expect such a system to
exhibit an extremely low thermal conductivity, and consequently a high thermoelectric
figure of merit, due to an enhanced phonon scattering by the grains boundary. We
use first principles techniques to calculate harmonic and anharmonic force constants
necessary to solve the linearized Boltzmann transport equation. We account for the
contribution of grains boundaries by solving spatial-dependent Boltzmann equation
using DFT techniques. One of the key development in that work is that we calculate
the thermal conductivity of finite materials (nano-grains) by introducing correction to
the thermal conductivity of the bulk counterpart. In that way, the material size enters
as a parameter and the calculation of realistic finite materials becomes possible with
an affordable simulation time. The interfacial resistance is accounted for by adopting
the Diffuse mismatch model DMM [11]with involving the exact dispersion relations
of the materials calculated using first principles techniques. We employ the ab-initio
open sources AlmaBTE[12] (to compute the thermal conductivity) and SIESTA[13]
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(to compute the phonon dispersion curves and related properties in the first Brillouin
zone).

0.1 Brief Summary of Chapters
In Chapter 1, density functional theory will be thoroughly discussed, from how it al-
lows us to reach a solvable Schrodinger equation written as density functionals, to how
we can find the interatomic force constants we are interested in.

In Chapter 2, two approaches to investigate thermal transport will be discussed; molec-
ular dynamics(MD) and Boltzmann transport equation (BTE). We show that in BTE
there are two solution methods known as the relaxation time approximation (RTA) and
iterative method. We demonstrate that RTA is widely used though it has limitations
as it uses rough approximations, however, Iterative methods relies on force constants
calculated from DFT but computationally very expensive.

In chapter 3, we introduce the acoustic mismatch model (AMM) and the diffuse mis-
match model (DMM), which are widely used to calculate the boundary thermal resis-
tance. Moreover, DMM is of utmost importance in our system as it present a high
density of interfaces.

In chapter 4, we present an analytical model for the thermal resistance at the grain
boundaries since thermal boundary resistance is not accounted for in DFT-based cal-
culation with periodic boundary conditions. Then, we present the obtained results and
conclude.

0.2 Computational Means
Our computational approach is based on density functional theory (DFT) along with
the pseudo-potential approximation [14] . Calculation of Dispersion relations of Sil-
icon and Germanium is carried out using the SIESTA (Spanish Initiative for Elec-
tronic Simulations with Thousands of Atoms) electronic structure code [13]. Within
the SIESTA code, electronic wave functions are expanded in a basis of Gaussian-
type atomic orbitals. We employed the Kleinman-Bylander form of norm-conserving
pseudo-potentials. The exchange-correlation energy functional is evaluated using the
local Density approximation (LDA) [15]. The energy cutoff is set to 400 Ry through-
out the calculations.

The calculation of bulk thermal lattice conductivity of Si and Ge is calculated with
the newly established code AlmaBte [16], that solves linearized Boltzman transport

3



equation using two approaches. The first approach, is the full iterative method[12] after
calculating phonons’ frequencies from harmonic and anharmonic high order terms in
the potential, by applying Density functional theorem [17]. The second method, rely
on relaxation time approximation(RTA).

4



Chapter 1

Density Functional Theory

For a hydrogen atom with a single electron, the Schrodinger equation can be exactly
solved. However, for systems with many electrons, the exact Schrodinger equation is
very problematic to solve, when taking into account all the possible interactions be-
tween all the electrons and the nuclei present in the system. Hence, some approxima-
tions for the interaction potentials are applied to find the wave-functions and their cor-
responding eigenvalues. Density functional theory (DFT) is an approximation method
that is utilized to solve the Schrodinger equation for many-body systems[14] without
relying on explicit fitting parameters. Yet, it is based on the ground state theory that
will be explained through this chapter.

Starting with the non-relativistic time independent Schrodinger equation:

Ĥ i(r1, r2, .., rN , R1, R2, ..., RM) = Ei i(r1, r2, .., rN , R1, R2, ..., RM) (1.1)

where Ĥ ,  , and E are the Hamiltonian energy operator, wavefunction, and the total
energy of the system respectively, for N electrons and M nuclei. Equation (1.1) can
also be written as:

Ĥ = �1

2

NX

i=1

1

mi

r2
i
� 1

2

MX

A=1

1

MA

r2
A
�

NX

i=1

MX

A=1

ZA

riA

+
NX

i=1

NX

j>i

1

rij
+

MX

A=1

MX

B>A

ZAZB

RAB

(1.2)

with ~ = e
2 = 1. Here, i and j run over N electrons while A and B denote the

M nuclei in the system. The first two terms in Eq.(1.2) describe the kinetic energy
of the electrons and the kinetic energy of the nuclei. The third term represents the
attractive coulomb interaction between the nuclei and the electrons, the fourth term is
the electron-electron interaction while the last term is the nuclear-nuclear interaction.
Moreover, mi is the mass of the electron and MA the mass of the nucleus. MA >>>

mi, since Eq.(1.2) can be simplified using Born Oppenheimer approximation.
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1.1 Born Oppenheimer Approximation
The full wavefunctions cannot be calculated using conventional methods for systems
involving many particles. This is because the Schrodinger equation includes 3Ni elec-
trons + 3NA nuclei coupled equations. Hence, the first approximation to reduce the
complexity, was that proposed by Born and Oppenheimer. The mass of the nucleus is
very heavy compared to that of the electrons, i.e, electrons will always see the atoms
in a static configuration, thus, the kinetic energy of the nuclei are assumed to be zero
and their potential energy is merely a constant. Therefore, the Hamiltonian simplifies
to:

Ĥelec = �1

2

NX

i=1

1

mi

r2
i
�

NX

i=1

MX

A=1

ZA

riA
+

NX

i=1

NX

j>i

1

rij
= T̂ + V̂Ne + V̂ee (1.3)

with Ĥelec being the electronic Hamiltonian. Hence,

Ĥelec elec = Eelec elec (1.4)

then the total energy is:

Etot = Eelec +
MX

A=1

MX

B>A

ZAZB

RAB

(1.5)

1.2 Variational Principle
It is a method to find the ground state energy of a system. A ground state wavefunction
satisfies the following eigenvalue equation Ĥ 0 = E0 0 where

E0 
<  |Ĥ| >

<  | >
(1.6)

the ground state is found through a finite set of trial functions. To get the ground state
wave function  0 and the energy E[ 0] = E0, a full minimization to the functional
E[ ] with respect to all allowed N-electrons wave functions is required, i.e,

E0 = min

D
 |T̂ + V̂Ne + V̂ee| 

E
(1.7)

One of the earliest methods that is based on this scheme is the Hartree-Fock (HF)
approximation.

1.3 Hartree-Fock Approximation
In this approximation the ground state wave function is approximated by an anti-
symmetric combination of N orthonormal spin orbitals  i using a Slater determinant:
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 HF =

���������

 1(r1)  2(r1) . . .  N(r1)
 1(r2)  2(r2) . . .  N(r2)

...
...

...
 1(rN)  2(rN) . . .  N(rN)

���������

⇡  0 (1.8)

In the Hartree-Fock approximation, the orbitals  (r) are obtained by minimizing the
energy for this determinantal form of  0, i.e,

EHF = minE[ HF ] (1.9)

The introduction of the Slater determinant for the wave function and the mean-field
approximation made the calculation easier. However, HF is limited to small systems,
since it neglects the correlation between electrons. For instance, some noble metals
like Au, Cu and Ag have an underestimated cohesive energy by a factor of 3 and some
alkali metals are found to be unstable at the level of HF theory [18].
The breakthrough eventually took place when Hohenberg and Kohn presented two
theorems [19].

1.4 Hohenberg-Kohn Theorems
Hohenberg and Kohn [19] proved the importance of electron density as a key player in
the DFT.

• The first theorem states that there is an external potential, as from electrons point
of view the interactions with the nuclei is external and this Vext is a unique potential
that is determined entirely by the ground-state electron density. Such that, the electron
density ⇢(r) is defined as the number of electrons per unit volume at a given point r.
In Eq. (1.3): The first term (kinetic energy) and the last term(electron-electron poten-
tial) represent the system-independent internal potential, that are independent of the
external potential(second term). Hence, a density-dependent internal energy should be
there as a universal functional, let us call it F [⇢].

• The second theorem states that the electron density that minimizes the energy of
the system, using variational principle, is the ground-state electron density ⇢0. Conse-
quently,

E[⇢0]  E[⇢̃] = T [⇢̃] + ENe[⇢̃] + Eee[⇢̃] =

Z
⇢̃(~r)VNe(~r)d~r + F [⇢̃] (1.10)

where ⇢̃ is the trial electron density that satisfies

⇢̃ � 0,

Z
⇢̃(r)dr = N and F [⇢̃] = T [⇢̃] + Eee[⇢̃] (1.11)
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However, F [⇢̃] does not depend on the external potential, and hence it is a universal
functional. Kohn and Sham[20] dealt with the challenge and found an explicit form
for T [⇢̃] and part of Eee[⇢̃].

1.5 The Kohn-Sham equations
In 1964, Density Functional Theory DFT was initially originated by Kohn and Sham[20].
As written before in Eq.(1.11), the energy linked with a trial electronic density ⇢̃ can
be given as:

E[⇢̃] =

Z
⇢̃(~r)Vext(~r)d~r + F [⇢̃]

and
F [⇢̃] = T [⇢̃] + Eee[⇢̃] = T [⇢̃] + EH [⇢̃] + EQ[⇢̃]. (1.12)

Such that, the electronic interaction energy is separated into the classical Coulomb
(Hartree) energy and the exchange-correlation energy. The non-classical part contains
the correlation of the electron-electron interaction energy beyond the Hartree term.
Hence, EQ is much like a small correction to the electronic interaction energy Eee.

As mentioned before, we can find the ground state by trying a set of trial densities until
we reach a minimum energy for ⇢0. However, this is still computationally unfeasible
because of the many-body wavefunction. To solve this problem, Kohn and Sham pro-
posed a conversion from a system of N interacting electrons to a constructed fictitious
system of independent electrons. They suggested to use the density of the interacting
system and calculate the exact kinetic energy of the non-interacting reference system.

TKS[⇢] =
�1

2

NX

i

< �i|r2|�i > ⇢KS =
X

i

|�i|2 (1.13)

where the �i are the orbitals of the non-interacting system, or single-particle wavefunc-
tions . TKS is the kinetic energy of the non-interacting system, and it was accounted
by introducing F [⇢] as follows:

F [⇢] = TKS[⇢] + EH [⇢] + Exc[⇢] (1.14)

where Exc is known as exchange-correlation energy functional and this functional
contains everything that is unknown as depicted in Fig.(1.1). The expression of the
exchange-correlation energy functional is of the form:

Exc ⌘ (T [⇢]� TKS[⇢]) + (Eee[⇢]� EH [⇢]) (1.15)

where TKS is the kinetic energy of an independent electron, and EH is the Hartree
energy defined as :

EH [⇢] =

ZZ
⇢(r)⇢(r0)

|r � r0| dr dr
0 (1.16)

8



Figure 1.1: Khon-Sham approach, starting from the Hartre-Fock system (a), then de-
composing energy (b), and finally the fictitious KS system (the interacting quantum
parts are meshed) [1].

A set of self-consistent one-electron equations known as Kohn Sham (KS) equations
is obtained after the minimization of the total energy functional by the ground state
density, within the constraint that the number of electrons remains fixed. Such that the
total electronic energy of the system is found from eigenvalues of these equations.

The Kohn-Sham equations can now be written as an eigenvalue problem as follows:

[
�1

2m
r2 + Vext + VH + Vxc]�i = ✏i�i (1.17)

Then,
[
�1

2m
r2 + VKS]�i = ✏i�i (1.18)

Such that VKS defines the Kohn Sham Hamilton that is defined as a single particle
Hamiltonian and it has the form:

VKS = Vext(r) +

Z
⇢(r0)

|r � r0| dr
0 +

�EXC(⇢)

�⇢(r)
(1.19)

VKS depends on the density, then the solution must be acquired self-consistently. The
self-consistency condition means that trial electron densities are assumed and can then
be used to find the potentials defined in Eq. (1.17). These potentials can then be
used to solve the Kohn-Sham equations, resulting in a new density. Self-consistency
is achieved when the calculated density equal to the input density as shown in Fig.
(1.2). However, the exact form of the exchange-correlation is unknown and attempts
to find the optimum form is still in progress. In this thesis we used the simple ap-
proximated form of the exchange-correlation, i.e, the local density approximation
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Figure 1.2: Self-consistency in the kohn-sham scheme

(LDA)[21], since we are investigating systems like Si and Ge whose electrons are
not highly correlated.

1.6 Local Density Approximation
The local density approximation (LDA) is an approximation to the exchange-correlation
functional. The core concept of this approximation is modelling the interaction in the
system as that of a uniform electron gas. It can be used when the variation in the elec-
tronic density is expected to be slow. LDA assumes that EXC at a point r is of the
form:

E
LDA

XC
=

Z
⇢(~r)✏XC(⇢(~r))d~r (1.20)

where,
⇢(~r) =

X

i

�i

and ✏XC is the exchange-correlation energy per particle, which was originally calcu-
lated by Bloch and Dirac in the late 1920’s.
However, when LDA overestimates ✏XC , the first step to go beyond it is to include
not only the density at a position r but also its gradient away from r. This approx-
imation is known as the Generalized Gradient Approximation (GGA). However, for
elements in group IV and III-V, the phonon dispersion calculated using LDA gives an
extremely good agreement with experiments, contrary to GGA[22]. In the case of Si,
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unlike GGA, LDA shows a satisfactory agreement with experiments[23]. Hence, the
usage of the GGA was unnecessary and all the results in this thesis were performed in
the LDA framework.

In order to treat solids in the frame work of DFT, the infinite increase in the number of
electrons and the number of atoms in solids should be resolved. Thus, a large number
of electrons will be eliminated by the pseudo-potential approach, and a large number
of atoms will be eliminated using periodic boundary conditions and the super cell
approach.

1.7 Pseudo-potential Approximation
The pseudo-potential (PP) approach was proposed by Heine in 1970 [24], in-which a
large number of electrons were eliminated from calculation. The atom is made of core
and valence electrons such that the core electrons are frozen with the nucleus, mainly
because when the solid is formed the core electrons stay in the potential well generated
by the nucleus and the only remaining electrons are the valence ones. In other words,
the nuclear charge has much less effect on the valence electrons and is screened by the
core electrons; in what we call frozen-core approximation.

In the pseudo-potential approximation the full electron-ion potential is replaced by
a weaker pseudo-potential. This potential removes the core electrons and the ionic
potential and deals only with the valence electrons. In order to construct the pseudo-
potential, we have to take into account the scattering properties of the core electrons
and ions with smooth wave-functions that contains correct information about the scat-
tering inside a core radius rc that is identical to the full potential outside this radius.
Such pseudo-potentials are known as ”norm-conserving” pseudo-potentials.

As schematically represented in Fig.(1.3), the oscillating wavefunction before rc is re-
placed by a soft wave function of the valence electrons and similarly for the potentials
with ions. This procedure is specifically termed as pseudization.

After this approximation, the atomic core states are neglected in the self-consistent
solution of the KS problem.

[
�1

2m
r2 + VPS]�

PS

i
= ✏i�

PS

i
(1.21)

and
⇢(r) =

X

i

���PS

i

��2 (1.22)

For the norm-conserving pseudo-potential, i.e, the pseudo and all electron charge den-
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Figure 1.3: Schematic representation of the corresponding pseudo (PS) and all-
electron (AE) potentials / wave-functions[2].

sities within the core are constructed to be equal, we have :
Z

rc

0

���PS

i

��2dr =
Z

rc

0

���AE

i

��2 (1.23)

1.8 Supercell and Periodic Boundary Conditions
To reduce the size of the calculation, several unit cells called supercell is extended to
infinity through the periodic boundary condition (PBC). The supercell is then trans-
formed into reciprocal space and fully contained in the first Brillioun zone. Moreover,
due to symmetry in rotation and inversion, the first Brillioun zone is further reduced
to an irreducible Brillouin zone, without any loss of information. At this stage, Bloch
waves can be used to effectively map wave functions with a wave vector k and recip-
rocal lattice vector G. Selecting as few as possible k-points that are at the same time
enough in the IBZ is critical in DFT calculation. Computationally, the k-sampling is
done using the Monkhorst-Pack method[25] which creates a grid of k-points evenly
spaced throughout the IBZ.

According to Bloch, the wavefunction can be expressed as:

�k(r) = uk(r)exp(ik.r)

Where uk(r) is a periodic function, uk(r+R) = uk(r) for R being a real lattice vector.
Thus, uk(r) can be written as a Fourier series:

uk(r) =
X

G

ck(G)exp(iG.r)
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where G is the reciprocal lattice vector. Consequently, the wavefunction becomes:

�k(r) =
X

G

ck(G)exp(i(k+G).r)

Due to the periodicity of the system in the reciprocal space, the addition or subtraction
of a reciprocal lattice vector G does not affect neither the wavefunction or the energy.
Thus,

�nk(r) =
X

G

cn(k+G)(r)exp(i(k+G).r)

where n is introduced as an additional quantum number, such-that, there are n wave
functions for each k-point in a periodic solid.

If we plug the expanded wave function into the KS equations:

[
�1

2
r2 + VKS]

X

G

cn(k+G)(r)e(i(k+G).r) = ✏nk

X

G

cn(k+G)(r)e(i(k+G).r)
. (1.24)

Multiply from the left with exp[i( k + G) r] and integrate over the BZ introduces, we
get an eigenvalue problem that is easier to solve than the usual KS equation, and can
be written as follows:

X

G0

 
|k+G|2

2
�GG0 + VKS(G-G0)

!
cn(k + G0) = ✏nkcn(k + G) (1.25)

where

Ekin =

R
�nkr2

�
⇤
nk

2
dr = |k+G|2

R
�nk�

⇤
nk

2
dr =

|k+G|2

2
.

Now, by utilizing Bloch theorem and the Fourier series expansion, the computer can
handle the above eigenvalue equation. Hence, diagonalizing the vectors cn(k,G), al-
lows us to calculate �nk and ✏nk. Then, a new charge density is obtained and a new KS
Hamiltonian are calculated, and the process repeats self-consistently until convergence
is reached.

It is important to note that to make the size of the expansion of the orbitals finite, we
use an energy cut off Ecut. Since, we intent to find the lowest ground-state energy, we
use the upper energy limit which is the kinetic energy of the free electron calculated
previously as 1

2(k+G)2.

1.9 Interatomic Force Constants (IFCs)
After finding the equilibrium density of a given atomic configuration, the forces act-
ing on the atoms can be calculated using the Hellmann-Feynman theorem[26]. The
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theorem states that, if an exact H and �i are calculated, the force on an atom is the
expectation value of the partial H with respect to atomic position RI .

F = �@Etot

@R
= � < �i|

@H

@RI

|�i >

This further enables DFT to minimize forces of a given geometry by rearranging the
atoms. Hence, to find the equilibrium positions, the forces exerted on the atoms should
be minimized. Consequently, a force constant matrix, also known as the Hessian ma-
trix is obtained:

 =
@Etot(R)

@R0
@R00 = �@F(R)

@R00

There are two approaches to calculate the Hessian matrix: linear response theory and
frozen phonons approach. The frozen phonon approximation is easy to implement, but
has some drawbacks. The Fourier transform of force constant at a wavevector q can
be calculated from the variation of forces induced on all the atoms of the supercell by
a perturbation. Each atom is displaced in every Cartesian direction along the positive
and negative direction. This makes the frozen phonon method extremely unmanage-
able for large systems.
However, the linear response or the so-called density functional perturbation theory[27]
is much faster, which makes the calculation of the anharmonic terms possible. For that
reason, it is implemented in most of the ab-initio codes, including Siesta[13].

1.9.1 Harmonic IFCs
The second derivative of the electron ground state energy with respect to the atomic
displacements represents the reciprocal space harmonic IFCs. We compute the IFCs
on a reciprocal space grid because it is computationally more convenient:

�
k,k

0

↵�
(q, q0) =

@
2
Etot

@uk
↵
(q)@uk0

�
(q0)

where,
u
k(q) =

X

l

u
lk
exp(iqRl)

knowing that Rl is the atomic displacement in the lth unit cell. Applying, newtons law
we can obtain the dispersion relation as follows:

X

�k0

1
p
mkmk0

D
k,k

0

↵�
(q)Ck

0

�
(q) = !

2
C

k
0

↵
(q)

D is called the dynamical matrix, mk and mk0 are the masses of the displaced atoms.
Now, phonon frequencies are obtained by diagonalizing the dynamical matrix.
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The harmonic IFCs are used to describe the phonon frequencies and eigenvectors. It
is where the phonons do not interact with one another. The calculations within the
harmonic IFCs has been studied thoroughly and showed supremely good agreement
with experimental measurement, for example, phonon dispersion curves. However,
the calculation of the third-order anharmonic terms is a tough task.

1.9.2 Anharmonic IFCs
The third-order IFC from which phonon-phonon scattering rates can be obtained is
provided from third-order derivatives of the total energy in reciprocal space as:

�
k,k

0
,k

00

↵�
(q, q0, q00) =

@
3
Etot

@uk
↵
(q)@uk0

�
(q)@uk00

�
(q00)

.

The calculation of this term was made possible by the Gonze and Vigneron in 1989[28],
in which they used ”2n+1” theorem of the perturbation theory, that is used for general
total energy functionals, constructed from the expectation value of Hamiltonian func-
tional of the electron density like the Kohn-Sham density functional.

Further details will be explained in the next chapter, when phonon scattering mecha-
nisms become more clear.
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Chapter 2

Theory of Thermal Transport

In nonmetals, the heat is carried mainly by phonons of mean free paths ranging be-
tween 1 and 100 nm. Thermal transport is sufficiently described by Fourier’s law of
conduction, Q = �rT where Q is heat flux,  the thermal conductivity and rT the
temperature gradient. However, when the size is reduced the properties of semiconduc-
tors at these new scales have turned out to be different from those at larger scales. Fur-
thermore, at temperatures above the room temperature, additional phonons processes
become significant. For this reason, a significant approach to study phonon transport
in solids is the Boltzmann transport equation BTE which was originally formulated
by Peierls [29]. However, the solution of BTE is non-trivial. In 1958, Callaway pro-
posed an approximation known as relaxation time approximation RTA[30]. Later on
M.G. Holland developed callaway’s model to predict the thermal conductivity of bulk
semiconductor materials, by considering additional phonon vibrational behaviors[31].
However, the relaxation time approximation is based on linearising the Boltzmann
equation, and it requires parameters that are fitted to experimental data[30]. Recently,
molecular dynamics approaches[32] were introduced to calculate the lattice thermal
conductivity[33]. Molecular dynamics approach fails at low temperatures, since the
behavior of atoms and molecules is described by classical mechanics. Also, molecular
dynamics uses forces obtained from semi-empirical force fields. In 2007, Broido[17]
presented an ab-initio theoretical approach to describe accurately the phonon thermal
transport in semiconductors and insulators without the usage of any fitting parameters.
He combined a Boltzmann formalism with density functional theorem DFT[34]. DFT
enabled him to calculate the harmonic and anharmonic interatomic force constants.
Those three approaches are going to be explored in this chapter.

2.1 Molecular Dynamics
Molecular dynamics treatment provide detailed atomic level information about the sys-
tem under investigation, which is not the case in any other method that uses continuum
modelling. In this approach, atoms and molecules follows newton’s dynamics such
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that the forces are derived from interatomic potentials.

In the following sections, we will discuss the requirements to build a MD simulation,
its limitations and determination of the thermal conductivity.

2.1.1 Equations of motion
Atoms are treated as a classical point masses, and the force applied on an atom i is
defined as:

Fi = mi

d
2ri
dt2

(2.1)

Where the forces are calculated from inter-atomic potential, then the force on an atom
i due to all its neighbors is written as:

Fi =
X

j 6=i

Fij = �
X

j 6=i

@�(rij)
@rij

(2.2)

Knowing that � is an interaction pseudopotential that can be coloumbic, lennard jonnes,
etc. There are 6N equations for N atoms without any constraint.

The forces between the atoms are calculated within a MD cell that represents the unit
cell of the solid. This unit cell via boundary conditions creates the periodic crystal
structure. Nonetheless, we have two types of boundary conditions. First, the atoms are
remapped back into the simulation domain when an atom crosses a periodic boundary
and not lost. Second, is the periodic boundary conditions. Here, the atoms across the
boundaries are interacting. Therefore, periodic boundary conditions mimic bulk struc-
tures.

The atoms are allowed to evolve according to the classical equations of motion after
initialization the positions and momenta. Once they are set and the system is allowed
to evolve, thermal equilibrium has to be reached.

There are two ways to calculate the thermal conductivity:

(1) Non-equilibrium MD (direct method): �T is set across the sample and kl can
be computed from Fouriers law.

(2) Equilibrium MD (Green-Kubo method): By determining the equilibrium auto-
correlation function for heat current J, thermal conductivity is determined such
that it is defined as:

kl =
1

kBV T 2

Z

0

< Jx(t)Jx(0) > (2.3)
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where, V represents the simulation cell volume and Jx(t)Jx(0) are the heat cur-
rent auto-correlation functions. This integral is replaced by a discrete summa-
tion, and Volz et al [35] derived a simpler formula for the auto-correlation func-
tion in-terms of time exponential.

A study to predict the thermal transport in Si-Ge random alloys using Stillinger-Weber
potential was performed by Skye and Schelling[36]. The predicted thermal conductiv-
ity was found to be around an order of magnitude lower than the experiments. Another
study was performed to investigate thermal conductivity of Silicon using Tersoff po-
tential and environmental dependent interatomic potential, the results showed either
over or underestimate of the thermal conductivity as compared to experiments[17].
Hence, MD simulations qualitatively agree with experiments due to their dependence
only on the simple potentials.

2.1.2 Limitations
As previously mentioned, atom are treated as classical point masses, hence, the con-
tribution of the free electrons to the thermal conductivity is not accounted for and the
electronic properties of materials cannot be simulated. Furthermore, MD is only appli-
cable in the temperature range where the quantum effects are negligible, i.e, above the
Debye temperature of a material, because MD methods rely on classical description
of the crystal lattice. Moreover, the length scales involved in MD are of the order of a
few hundreds of nanometers. Therefore, there exist computational limitations when it
comes to simulating structures such as polycrystalline solids or thick interfaces. The
potentials used in MD require a set of parameters determined experimentally. How-
ever, the IFCs are generated with a greater accuracy than those obtained from empirical
inter-atomic potentials, through ab-initio methods coupled with the linearized Boltz-
mann equation.

2.2 Boltzmann Transport Equation BTE
Another approach to find the thermal conductivity of the materials is based on solving
the Boltzmann transport equation(BTE) for phonons. The interatomic force constants
calculated using ab-initio method determine the phonon interactions. From the har-
monic terms of the potential (second order interatomic force constants) the phonon
frequencies are found, thus, thermal properties such as heat capacity of the material,
entropy and free energy can be specified. Moreover, from the third order force con-
stants also calculated from DFT, the an-harmonic scattering is determined. The anhar-
monic scattering contributes to a major part of the phonon scattering in materials to
make the thermal conductivity finite. After calculating the third order force constants
from DFT, BTE is solved either iteratively or within the relaxation time approxima-
tion(RTA). In 2009, Ward and Broido determined the thermal conductivity for Si and
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Figure 2.1: Lattice thermal conductivity of Si calculated within RTA and iterative
methods compared to experimetal data[3]

Figure 2.2: Lattice thermal conductivity of Ge calculated within RTA and iterative
methods compared to experimental data[3]

Ge by iteratively solving BTE [37]. Their results showed a pretty good agreement with
experiments. Furthermore, the lattice thermal conductivity of Si and Ge was calculated
within BTE-RTA and found good agreement with the experiments for a large temper-
ature range[38] , as presented in Fig.(2.1 and 2.2).

BTE describes the statistical behaviour of the thermodynamic distribution out of equi-
librium. Such that, the evolution of this distribution is due to two mechanisms, one that
generates inhomogeneity and the second that tend to restore equilibrium. The former
is due to phonons being subjected to diffusion and external fields, while the latter is
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due to collisions. The BTE for phonons can thus be written in the form:
@Nkj

@t
|diff +

@Nkj

@t
|scatt =

@Nkj

@t
(2.4)

where Nkj represents the phonon distribution described by Bose-Einstein distribution
function (BE), for a wave vector k and polarization j.

In a steady-state regime the rate of change of Nkj with respect to time is zero, since
there must be no change in the number of phonons in the crystal, thus,

@Nkj

@t
|diff +

@Nkj

@t
|scatt = 0 (2.5)

where,
@Nkj

@t
|diff ⌘ @Nkj

@t
+ vk

@Nkj

@r
+ F@Nkj

@v
(2.6)

Knowing that there is no external force applied(F=0) since phonons are quisi-particle
and can not be influenced by external forces. And vk is the velocity of the mode k.

Assuming that the diffusion process is due to temperature gradient rT , we can write:

vk.rT
@Nkj(k)

@T
=
@Nkj(k)

@t
|scatt (2.7)

The term on the right describes the rate of change of the phonon distribution function
due to phonon-phonon scattering, and here lies the complexity of the BTE. Therefore,
to have an accurate solution of the phonon BTE, a proper characterization of the mi-
croscopic forces and treatment of the inelastic scattering are required.

The potential energy of the lattice is a function of the positions of the nuclei of the
atoms that form the solid. At equilibrium the potential energy reaches a minimum.
Therefore, any slight displacements of the atoms from equilibrium positions, cause a
variation in the potential energy. Accordingly, the potential energy can be expressed
as a Taylor series expansion of the energy function in terms of atoms displacements or
relative displacements. The first term �0 of the potential energy represents the equi-
librium followed by a quadratic harmonic term in the displacements by the equilib-
rium conditions. The other terms in the series can be regarded as perturbations on the
harmonic term, in which they represent the anharmonic interactions between the vi-
brational modes. Furthermore, anharmonicity is crucial for the understanding and the
modeling of the heat transport.

Therefore, the Taylor series is expressed as:

� = �0 +
X

lk↵

�↵(lk)u↵(lk) +
1

2

X

lk↵

X

l0k0�

�↵�(lk, l
0
k
0)u↵(lk)u�(l

0
k
0)+

1

3!

X

lk↵

X

l0k0�

X

l00k00�

�↵��(lk, l
0
k
0
, l

00
k
00)u↵(lk)u�(l

0
k
0)u�(l

00
k
00) + ...

(2.8)

20



where l refers to the position of the unit cell and k locates the atom within the unit cell.
↵, � and � are the displacement directions in Cartesian coordinates. Also, u↵(lk) is
the displacement of the atom k in the unit cell l from their equilibrium positions.

The physical interpretation of �↵(lk) is that it is the negative of the force acting
on a specific atom in the ↵ direction. In the equilibrium configuration the force
vanishes(�lk = 0). �↵� and �↵�� describe the harmonic and the third-order anhar-
monic interatomic force constants (IFCs) respectively. They can be written as:

�↵�(lk, l
0
k
0
, ) =

@
2
�

@u↵(lk)@u�(l0k0)
|u=0 (2.9)

�↵��(lk, l
0
k
0
, l

00
k
00) =

@
3
�

@u↵(lk)@u�(l0k0)@u�(l00k00)
|u=0 (2.10)

2.2.1 Harmonic interatomic force constants
The equation of motion of the lattice follows immediately:

Mkü↵(lk) = �
X

l0k0�

�↵�(lk, l
0
k
0)u�(l

0
k
0) (2.11)

where Mk is the mass of the kth atom. The coefficient �↵�(lk, l0k0) satisfies the sym-
metry condition :

�↵�(lk, l
0
k
0) = ��↵(l

0
k
0
, lk) (2.12)

because the partial derivatives can be exchanged. The solution to the equation of mo-
tion u↵(lk) can be expressed as follows:

u↵(lk) =
1p
Mk

u↵(k)exp(i(k.x(l)� wt)) (2.13)

Substituting Eq.(2.13) in Eq.(2.11) yields the following matrix:

w
2
u↵(k) =

X

k0�

D↵�(kk
0|k)u�(k

0) (2.14)

D(k) is the dynamical matrix in fourier space can be expressed as:

D↵�(kk
0|k) = 1p

MkMk0

X

l0

�↵�(lk, l
0
k
0)exp(�ik(x(l)� x(l0)) (2.15)

Consequently, the problem is reduced from solving an infinite set of equations of mo-
tion Eq. (2.11) to the problem of solving a set of equations equal to the three times the
number of atoms in a unit cell (3N) Eq. (2.15), which in-turn has a nontrivial solution
found by the determinantal equation:

|D↵�(kk
0|k)� w

2
�↵��kk0 | = 0 (2.16)
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The same result can be derived from the harmonic vibrational Hamiltonian by carrying
out the Fourier analysis of the momentum p and the harmonic term in Eq.(2.8), and
then introducing raising and lowering operators (a full mathematical proof is found in
reference [39]). This method is known as the second quantization method. Then, the
known expression for harmonic Hamiltonian is obtained:

H
(2) =

X

kj

~wj(k)[a+kja�kj +
1

2
] (2.17)

This expression of the harmonic Hamiltonian involves phonon annihilation and cre-
ation that is in a diagonal form.

2.2.2 Third order anharmonic interatomic force constants
Following the same mathematical procedure found in ref [39] of coordinate transfor-
mation for the anharmonic part of the potential, we obtain:

H
(3) =

1

3!

X

kk0k00

X

jj0j00

�G,k+k0+k00V
(3)(kj, k0j0, k00j00) (2.18)

⇥(a+kj � a
�
kj)(a

+
k0
j0 � a

�
k0
j0)(a

+
k00

j00 � a
�
k00

j00)

where, V (3)(kj, k0j0, k00j00) is the coefficient of the cubic anharmonicity term.

From Eq.(2.17) and Eq.(2.18), we can observe that the harmonic term is diagonal
while the anharmonic term is not. This is because anharmonicity carries the properties
of phonons who interact with each other and scatter. Those phonons are described as
coupled oscillators, whereas harmonicity describes the phonons as independent har-
monic oscillators that carry energy and heat.

We get terms like a
�
kja

�
k0
j0a

+
k00

j00 and a
�
kja

+
k0
j0a

+
k00

j00 when we expand the parentheses in
Eq.(2.18) involving the raising and lowering operators. The terms represent the an-
nihilation of two phonons and the creation of a third phonon of higher energy (see
Fig.(2.2)) and annihilation of one phonon and creation of two phonons of lower energy
(see Fig.(2.3)) respectively. We neglect other terms because energy must be conserved
in all these scattering processes. Hence, the three-phonon scattering processes that
satisfy the energy conservation laws will be explored in the following section.

2.2.3 Three-phonon scattering processes
The annihilation of two phonons can be described by the following energy and mo-
mentum conservation as:

w(k, j) + w(k0
, j

0) = w(k00
, j

00) (2.19)
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Figure 2.3: annihilation of 2
phonons into 1

Figure 2.4: annihilation of 1
phonons into 2

Figure 2.5: N-process Figure 2.6: U-process

k + k0 = k00 + G (2.20)

The annihilation of one phonon can be described by the following energy and momen-
tum conservation as:

w(k, j) = w(k0
, j

0) + w(k00
, j

00) (2.21)

k + G = k0 + k00 (2.22)

If G=0, then the process is called three-phonon normal process (N-process) (see Fig.(2.5)),
otherwise, the process is called Umklapp process (U-process) (see Fig.(2.6)). The
Umklapp process creates a resistance to the heat flow of phonons, while normal pro-
cess enhances the heat flow. This is because N-processes have the resulting states
within the first Brillouin zone after scattering, however, the U-processes have the re-
sulting states out of the first Brillouin zone, that are reversed into first Brillouin zone
using the reciprocal lattice vector G.
Now, we bring into play Fermi’s golden rule to calculate the transition probabilities
corresponding to the previously explained three phonon processes. This can be ex-
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pressed as:

P
f

i
(3ph) =

2⇡

~ | < f |H(3)|i > |2�(Ef � Ei) (2.23)

where i and f represent the initial and the final states respectively with Ef and Ei their
corresponding energies.

For the case where two phonons annihilate, the scattering rate is:

P
j
00
,k00

jk,j0k0 =
2⇡

~ | < Njk � 1, Nj0k0 � 1, Nj00k00 + 1|H(3)|Njk, Nj0k0 , Nj00k00 > | (2.24)

Substituting Eq.(2.18), in the previous equation we get:

P
j
00
,k00

jk,j0k0 =
2⇡

~
1

3!

X

kk0k00

X

jj0j00

�G,k+k0+k00V
(3)(kj, k0j0, k00j00) (2.25)

| < Njk�1, Nj0k0�1, Nj00k00+1|(a+kj�a
�
kj)(a

+
k0
j0�a

�
k0
j0)(a

+
k00

j00�a
�
k00

j00)|Njk, Nj0k0 , Nj00k00 > |

The only remaining term is a�kja
�
k0
j0a

+
k00

j00 , thus, P j
00
,k00

jk,j0k0 becomes:

P
j
00k00

jk,j0k0 = 2⇡|V (3)(�kj,�k0j0, k00j00)|2NjkNj0k0(Nj00k00 + 1)

⇥�(w(k, j) + w(k0
, j

0)� w(k00
, j

00))
(2.26)

Similarly, the transition probability for the one phonon annihilation is :

P
j
0k0

,j
00k00

jk = 2⇡|V (3)(�kj, k0j0, k00j00)|2Njk(Nj0k0 + 1)(Nj00k00 + 1)

⇥�(w(k, j)� w(k0
, j

0)� w(k00
, j

00))
(2.27)

The total rate of change is given as the difference between forward and backward
scattering as:

P
j
00k00

jk,j0k0 � P
jk,j0k0

j00k00 = 2⇡�(w(k, j) + w(k0
, j

0)� w(k00
, j

00))|V (3)(�kj,�k0j0, k00j00)|2
(2.28)

[NjkNj0k’(Nj00k” + 1)� (Njk + 1)(Nj0k’ + 1)(Nj00k”)]

P
j
0k0

,j
00k00

jk �P
jk
j00k00

,j0k0 = 2⇡�(w(k, j)�w(k0
, j

0)�w(k00
, j

00))|V (3)(�kj, k0j0, k00j00)|2
(2.29)

[Njk(Nj0k0 + 1)(Nj00k00 + 1)� (Njk + 1)(Nj0k0)(Nj00k00)]

Now, we can write the perturbed phonon distribution as an expansion around equilib-
rium using first order perturbation  jk :

Njk ⇡ N̄jk �
@N̄jk

@w(jk)
 jk (2.30)
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which gives,
Njk = N̄jk + N̄jk(N̄jk + 1) jk (2.31)

where, N̄jk = 1

exp( ~w(jk)
kbT

)�1
is the equilibrium phonon distribution.

By substituting Eq.(2.31) in Eq.(2.28) and linearizing it, we get:

P
j
00k00

jk,j0k0 � P
jk,j0k0

j00k00 = P̃
j
00k00

jk,j0k0( jk +  j0k0 �  j00k00) (2.32)

where,

P̃
j
00k00

jk,j0k’ = 2⇡|V (3)(�kj,�k0j0, k00j00)|2N̄jkN̄j0k0(N̄j00k00 + 1)

⇥�(w(k, j) + w(k0
, j

0)� w(k00
, j

00))
(2.33)

Similarly,
P

j
0k0

,j
00k00

jk � P
jk
j00k00

,j0k0 = P̃
j
0k0

,j
00k00

jk ( jk �  j0k0 �  j00k00) (2.34)

where,

⇥�(w(k, j)� w(k0
, j

0)� w(k00
, j

00)) (2.35)

The final scattering rate including both processes is given by their sum:

�@Njk

@t
|scatt =

X

j0k0
j00k00

[(P j
00k00

jk,j0k0 � P
jk,j0k0

j00k00 ) +
1

2
(P j

0k0
,j

00k00

jk � P
jk
j00k00

,j0k0)] (2.36)

=
X

j0k0
j00k00

P̃
j
00k00

jk,j0k0( jk +  j0k0 �  j00k00)

+
1

2
P̃

j
0k0

,j
00k00

jk ( jk �  j0k0 �  j00k00)

To ensure that no identical processes are double counted, each term is considered. The
first term corresponds to two phonons being destroyed and one created, and the second
term corresponds to one phonon creating two phonons.

Now, equating with Eq.(2.7) we get:

vk.rT
@Nkj(k)

@T
=

X

j0k0
j00k00

P̃
j
00k00

jk,j0k0( jk +  j0k0 �  j00k00)

+
1

2
P̃

j
0k0

,j
00k00

jk ( jk �  j0k0 �  j00k00)

(2.37)
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2.2.4 Relaxation Time Approximation (RTA)
According to the relaxation time approximation (RTA), the scattering rate of a given
phonon mode is independent of the other phonon mode perturbations. Then, Eq.(2.36)
becomes:

�@Njk

@t
|scatt = ⇡ jkN̄jk(N̄jk + 1)

X

j0k0
,j00k00

|V (3)(�kj, k0j0, k00j00)|2

⇥[2(N̄j0k0 � N̄j00k00)�(w(k, j) + w(k0
, j

0)� w(k00
, j

00))

�(1 + N̄j0k0 + N̄j00k00)�(w(k, j)� w(k0
, j

0)� w(k00
, j

00))]

(2.38)

On the other hand, using relaxation time approximation the left term can be written as:

�@Njk

@t
|scatt =

N̄jk(N̄jk + 1)

⌧jk
=

Njk � N̄jk

⌧jk
(2.39)

Equating Eq.(2.38) and Eq.(2.39),

1

⌧
anh

jk
=

X

j0k0
,j00k00

|V (3)(�kj, k0j0, k00j00)|2[2(N̄j0k0�N̄j00k00)�(w(k, j)+w(k0
, j

0)�w(k00
, j

00))

(2.40)
�(1 + N̄j0k0 + N̄j00k00)�(w(k, j)� w(k0

, j
0)� w(k00

, j
00))]

Four phonon scattering

The interactions between four phonons can take place at high temperature, since the
interaction between phonons becomes more probable. By following the procedure
described above, using the quartic anharmonicity the relaxation time associated with
four-phonon processes can be calculated.
The transition probabilities corresponding to the four phonon processes can thus be
written as:

P
f

i
(4ph) =

2⇡

~ (| < f |H(4)|i > |2 + |
X

m 6=i,f

< f |H(3)|m >< m|H(3)|i >
Ei � Em

|2) (2.41)

⇥�(Ef � Ei)

where, m is the energy of an intermediate virtual phonon state.

Following the same procedure of the derivation discussed above, the relaxation time
associated with four-phonon single-mode is:

1

⌧kj
=

1

N̄jk(N̄jk + 1)

X

j0k0
j00k00

j000k000

1

2
P

j
00k00

,j
000k000

jk,j0k0 +
1

3!
P

j
0k0

,j
00k00

,j
000k000

jk (2.42)

where the factors 1/2 and 1/3! are to compensate for over counting of equivalent terms.
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Phonon-isotope scattering

The major contribution to the relaxation time comes from the phonon-phonon scat-
tering, which was calculated above. However, there is a significant contribution that
is due to the imperfections present in the real material like isotopes, grain boundary,
vacancies, dislocations etc.

Suppose M̄ is the average mass of the solid under study. Thus, we can write:

M̄ =
X

i

fiMi =
1

Nr

X

lk

Mlk (2.43)

The fraction of unit cells having mass Mi is represented as fi. Then, the Hamiltonian
of the crystal can be written as:

H = H0 +HI (2.44)

where H0 is the unperturbed Hamiltonian in the harmonic approximation Eq.(3.5).
Furthermore, HI is defined as:

HI =
X

lk↵

1

2
(Mk � M̄)u̇2

↵
(lk) =

X

lk↵

1

2
(�Mk)u̇

2
↵
(lk) (2.45)

such that �Mk represents the perturbation at the atomic site (lk). As mentioned before,
by introducing raising and lowering operators (a full mathematical proof is found in
reference [39]), with u↵ being:

u (lk) = �i

X

jk

s
~

2M̄Nrw(jk)
e(l|jk)[a+

jk � a
�
jk]exp(ik(x(l)) (2.46)

Substituting it in the perturbed Hamiltonian gives:

HI =
~
4

X

lkk0

X

jj0

X

l

q
w(jk)w(j0k0)

�Mk(lk)

Nr
¯M(l)

e(l|jk)e(l|j0k0)[a�
jka

+
j0k0 + a

+
jka

�
j0k0 ]exp(ik(x(l) + x(l0))

(2.47)

Using Fermi’s golden rule, the transition scattering rate for the isotope scattering, sim-
ilar to the three phonon interaction, can be written as:

P
f

i
=

2⇡

~ | < f |HI |i > |2�(Ef � Ei) (2.48)

The net scattering rate for a phonon mode is then given as:

�@Njk

@t
|scatt =

X

j0k0

P
j
0k0

jk � P
jk
j0k0 (2.49)
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Following the same mathematical steps as done for three phonon-scattering, we find
that the relaxation time associated with mass-difference is:

1

⌧
iso

kj
=
⇡

2
w

2(jk)
X

j0k’

|
X

lQ

�M(Q)e(l|jk)e⇤(l|j0k0)�(q � q0 + Q)|2�(w � w(jk))

(2.50)
where �M(Q) is the Fourier transform of �M(lk) defined as:

�M(Q) =
1

Nr

X
�M(lk)exp(�iQl) (2.51)

Eventually, according to Matthiessens rule[40], the total relaxation time is given as:

1

⌧kj
=

1

⌧
anh

kj
+

1

⌧
iso

kj
(2.52)

To make the values more reliable. boundary scattering has to be accounted for. For
that reason, we used an analytically derived model that will be discussed thoroughly
in chapter 4.

Calculation of Thermal properties using RTA

Thermal conductivity can be calculated from the Boltzmann transport equation with
the aid of RTA, as stated before :

vk.rT
@Nkj(k)

@T
= �Njk � N̄jk

⌧jk
(2.53)

We have considered that the temperature gradient is very weak to change the equilib-
rium distribution of phonons, thus,

vk.rT
@N̄kj(k)

@T
= �Njk � N̄jk

⌧jk
(2.54)

Then,

Njk = N̄jk � ⌧jk(vjk.rT
@N̄kj(k)

@T
) (2.55)

A phonon with mode jk and an energy ~wjk cause a heat current that can be written
as:

Jjk = ~wjkvjk (2.56)

Integrating Eq.(2.56) over all the phonon modes resides:

J =
1

8⇡3

X

j

Z
~wjkvjkNjkdk (2.57)
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The equilibrium distribution is isotropic, hence,
P

j

R
~wjkN̄jkdk = 0. Now, if we

substitute Eq.(2.55) in Eq.(2.57) we get:

J = � 1

8⇡3

X

j

Z
~wjkvjk⌧jk(vjk.rT

@N̄kj(k)

@T
)dk (2.58)

= �(
1

8⇡3

X

j

Z
vjkvjk⌧jkCvdk)rT (2.59)

The lattice thermal conductivity is given by Fourier’s law as:

J = �klrT (2.60)

kl is the proportionality constant.

By comparison, thermal conductivity can we written as:

kl =
1

8⇡3

X

j

Z
vjk

2
⌧jkCvdk (2.61)

with Cv being the heat capacity at constant volume and ⌧ calculated as prescribed
above.

Cv = kB(
~wjk

kBT
)2N̄jk(N̄jk + 1) (2.62)

2.2.5 Limitations of BTE-RTA
In RTA, both the N and U processes are treated as being purely resistive. Therefore, un-
like the iterative solution, RTA tends to underestimate the lattice thermal conductivity
kl . Though, the differences between RTA and iterative BTE results are less significant
for the materials where U-processes are more dominant as for Si (see Fig.(2.1) and
Ge Fig.(2.2)). Moreover, in the relaxation-time approximation, it is assumed that the
probability of scattering is independent of the phonon distribution before and after a
collision, which is almost untrue.

2.2.6 Iterative Method
The iterative solution to the linearized phonon BTE is a theoretical framework in which
the thermal properties can be calculated without adjustable parameters, through which
it utilizes the IFCs obtained from ab-initio methods[41].

The first step is writing  jk in Eq.(2.36) in terms of a function fjk defined as follows:

 jk = �
X

↵

fjk↵
@T

@x↵

(2.63)
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Now, substituting Eq.(2.63) in Eq.(2.36), we get:

Qjkfjk↵ = kBTvjk↵
@N̄jk

@T
+

X

j0k0
j00k00

P̃
j
00k00

jk,j0k0(fj00k00
↵ � fj0k0

↵)

+
1

2
P̃

j
0k0

,j
00k00

jk (fj00k00
↵ + fj0k0↵)

(2.64)

where
Qjk =

X

j0k0
j00k00

(P̃ j
00k00

jk,j0k0 +
1

2
P̃

j
0k0

,j
00k00

jk ) (2.65)

Then, evaluating the differential of the equilibrium phonon distribution, @N̄jk
@T

we get:

fjk↵ = f
0
jk↵+

1

Qjk

X

j0k0
j00k00

P̃
j
00k00

jk,j0k0(fj00k00
↵�fj0k0

↵)+
1

2
P̃

j
0k0

,j
00k00

jk (fj00k00
↵+fj0k0↵) (2.66)

such that

f
0
jk↵ =

~wjkvjk↵N̄jk(N̄jk + 1)

Qjk
. (2.67)

Although the main contribution of the thermal conductivity is from phonon-phonon
scattering, we have to take into account the isotopic impurity scattering which has a
significant contribution especially in real materials like dislocations, grain boundaries
etc. Consequently, Eq.(2.66) should be modified to include these extrinsic processes.

2.2.7 Isotopic impurity scattering
From Eq.(2.48) and following what was discussed in section 2.3, the additional contri-
bution of impurities is:

P
j
0k0

jk =
X

j0k0

P̃
j
0k0

jk ( j0k0 �  j,k) (2.68)

The scattering rate for phonon-impurity processes can be added to the linearized BTE
in a straight forward manner as:

fjk↵ = f
0
jk↵ +

1

Qjk
[
X

j0k0
j00k00

P̃
j
00k00

jk,j0k0(fj00k00
↵ � fj0k0

↵)+

1

2
P̃

j
0k0

,j
00k00

jk (fj00k00
↵ + fj0k0↵) +

X

j0k0

P̃
j
0k0

jk fj0,k0 ]
(2.69)

but, Qjk is modified now:

Qjk =
X

j0k0
j00k00

(P̃ j
00k00

jk,j0k0 +
1

2
P̃

j
0k0

,j
00k00

jk ) +
X

j0k0

P̃
j
0k0

jk (2.70)

Now, it becomes reasonable to perform direct comparisons with experimental mea-
surements.
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2.2.8 Limitations of BTE-Iterative
The iterative solution to the linearized Boltzmann equation allows an explicit evalu-
ation of the complex collision term. However, there exist complexity of the required
calculations coupled with the computational demands, that is why relaxation time ap-
proximations (RTAs) have been widely used to calculate kl.
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Chapter 3

Interfacial thermal resistance

A high density of interfaces may dominate the phonon scattering rates and become
the principle determinant of the thermal conductivity. Granular materials present such
a high interface density. Therefore, this chapter is dedicated to the development of a
method that can be implemented using an ab-initio technique to accurately describe the
thermal conductivity of a granular material made up of grains of different materials.

3.1 Kapitza Resistance
A finite interfacial thermal resistance is generated at the interface after a heat flux is ap-
plied when two different materials are placed in perfect contact. In 1941, Kapitza [42]
reported an experimental evidence of a temperature drop near the boundary between
liquid helium 4

He and a solid when heat flows across the boundary. The temperature
discontinuity was from the interface instead of the bulk helium. He found that the
thermal boundary resistance decreased as the temperature increased approximately as
T

�3. Later on, the interfacial thermal resistances was observed between different met-
als and liquid 3

He, and even with solid helium[43] [44] [45]. Moreover, it was shown
in these experiments that the phonons slow down in the bulk near the interface. Af-
terwards, Reynolds and Maris [46] [47] measured the Kapitza resistance in solid-solid
interfaces and suggested that the additional increase in resistance at the boundary is
due to additional quantum effects. Afterwards, experiments showed that the condition
of the interface is a critical factor determining the thermal boundary resistance; such
that phonon scattering at perfect interfaces is less frequent than rough interfaces.

3.1.1 Assumptions:
It is important to note that in most experiments the net heat flow across the interface is
many orders of magnitude smaller than the heat flow in each material (which is defined
as gross heat flow[48]). Thus, the usage of the equilibrium phonon density is justified.
Consequently, it is assumed that in thermal equilibrium, the number of phonons leav-
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Figure 3.1: The AMM and DMM in describing phonon modes of interaction at the
boundary

ing one side is the same as the number of phonons returning from the other side. This
principle is known as the principle of detailed balance. Moreover, it is proposed that
the materials on both sides of the interface are isotropic and the transmission proba-
bility is independent of temperature. Now, we are allowed to say that the difference
between the gross heat flow from side 1 to side 2(Q̇1!2(T2)) and the gross heat flow
from side 2 to side 1(Q̇2!1(T1)) is equal to the net heat flow from side 1 at temperature
T1 to side 2 at temperature T2.

According to ref[50], the whole problem of finding the thermal interface conductivity
reduces to computing the transmission probabilities. To do so, there exist two models
for phonon transmission across an interface: the acoustic mismatch model (AMM) and
the diffuse mismatch model (DMM). The first model presume that phonons either re-
flect or refract because they observe the interface as perfectly smooth surface. Mostly,
this model works for long wavelength phonons in comparison to surface roughness
[49]. On the other hand, the second model assumes that phonons see the interface
as rough surface so they scatter diffusely and lose memory of their previous acoustic
properties, and mostly those phonons are of short wavelength[11] Fig(3.1).
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3.2 Acoustic Mismatch Model AMM
In the AMM, phonons are treated as plane waves, and the material in which the
phonons propagate through is treated as continuum. Based on these assumptions, the
phonon can undergo reflection. Moreover, the interface is assumed to be perfect and
no scattering takes place. Hence, due to the difference of mass density and speed of
sound on the two sides of the interface reflection occurs. The probabilities of each of
these events are determinant by laws similar to Snell’s law for light.

Consider the case where there is no polarization conversion and let ✓1 be the angle
between the normal to the interface and the incident phonon wavevector. Hence, the
phonon transmits with an angle ✓2 , then:

sin(✓2) =
v2(w, j)

v1(w, j)
sin(✓1) (3.1)

where v1(w, j) and v2(w, j) are the phonon velocities in the side 1 and side 2 of the in-
terface respectively. Herein, if the incidence angle is greater than the critical angle the
probability of specular transmission is null, thus, only phonons incident with an angle
smaller than the critical angle have a non-vanishing specular transmission probability
and are transmitted to the other side.

Moreover, if a phonon with an incident angle ✓in transmits with probability ↵ to a
phonon with transmitted angle ✓trans, then a phonon from the other side incident on
the interface with incident angle ✓trans transmits back into a phonon with transmitted
angle ✓in with the same probability ↵ that can be expressed as[50]:

↵1!2(AMM)(w, j) =
4Z1Z2cos✓1cos✓2

(Z1cos✓1 + Z2cos✓2)2
(3.2)

Here, Z is the acoustic impedance that is defined as the phonon speed multiplied by the
density of the material Zi=⇢iv(j, w). Therefore, this permits writing the probability for
a phonon specular reflection at the interface as:

R1!2(AMM)(w, j) = 1� ↵1!2(AMM)(w, j) (3.3)

3.3 Diffuse Mismatch Model DMM
In the DMM[48], due to the assumption of total elastic diffuse scattering, the acoustic
correlations at the interface are assumed to be completely destroyed, ergo, what deter-
mines the transmission probability are the phonon densities of states of the materials
in contact. Since it is assumed in the DMM that the phonon loses memory of its ini-
tial state, the transmission probability from side 1 to 2 must be 1-↵2!1(the reflectivity
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from one side must equal the transmissivity from the other). By invoking the princi-
ple of detailed balance, the number of phonons leaving side 1 equal to the number of
phonons leaving side 2, per unit area per unit time. Then,
X

j

v1(w, j).N1(w, j)↵1!2(w, j) =
X

j

v2(w, i, j).N2(w, i, j)(1�↵1!2(w, j)) (3.4)

Then, the transmission probability can be calculated under the assumption of diffuse
scattering as:

↵1!2(DMM)(w, j) =

P
j
v2(w, j).N2(w, j)P

j
v1(w, j).N1(w, j) +

P
j
v2(w, i, j).N2(w, i, j)

(3.5)

Now, to calculate the thermal boundary conductance G, that is defined as the ratio of
the heat current density Q1!2 to the temperature differential �T , we use:

G =
1

2(2⇡)3

X

i,j

Z

k

1

kBT
2
↵1!2(DMM)(w, i, j)(~w)2|v1(w, i, j).n|

e
( ~w
kBT )

(e
( ~w
kBT ) � 1)2

dk

(3.6)
where w and v are the phonon frequency and group velocity corresponding to wave
vector k in medium 1, and n is the unit vector normal to the interface.

The major difference between these two models is that the AMM proposes a com-
pletely specular interface and the DMM assumes a completely diffuse interface. Con-
sequently, at temperatures below 1k (low temeratures) AMM works well, because in
that case the phonon wavelengths are much longer than than the interface roughness.
On the contrary, the DMM works better for higher temperatures when the phonon
wavelengths are comparable to the interface roughness.

In this thesis, to account for the thermal boundary conductance between layers of
grains we used the DMM, because we are working at high temperatures and grain
boundaries are rough. Moreover, to evaluate the integral numerically, we convert the
integral over the Brillouin zone into a summation by discretizing the Brillouin zone
into small volumes each of size �k. Furthermore, we have computed the phonons fre-
quencies w

0
s from SIESTA by computing the band structure, and we have found the

velocities by deriving w with respect k.
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Chapter 4

Thermal Conductivity in Si/Ge
mixture of grains

The theoretical studies of the thermal conductivity of such granular materials are chal-
lenging due to the complexity of the nanostructures and the need to describe very
accurately the boundary and interface effects. Molecular dynamics (MD) simulations
can be used to calculate thermal conductivity for these structures directly. However,
the potentials used are simplified due to computational and numerical convergence is-
sues, hence a poor agreement with experimental results. On the other hand, density
functional theory (DFT) is used to calculate the thermal conductivity directly from the
Boltzmann transport equation (BTE), and shows excellent agreement with experiment,
but are limited to bulk materials. Consequently, the role of alloying and nanostructur-
ing has to be incorporated analytically through models that include scattering rates at
boundaries and interfaces Fig.(4.1).

4.1 Thermal Conductivity in a Single Grain
The scattering of phonons due to temperature gradient is described by:

@Nks

@t
|scatt = �cs(k)rT

@Nks

@T
(4.1)

where k denotes the phonon wave vector and s denotes the phonon polarization. Nks

is the distribution out of equilibrium of phonons of mode k and polarization s. cs(k) is
the group velocity of mode k and polarization s.

In steady state regime, the total change in Nks must vanish, hence:

@Nks

@t
|diff +

@Nks

@t
|scatt = 0
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Figure 4.1: Theoretical Determination of the Thermal Conductivity

@Nks

@t
|scatt � cs(k)rT

@Nks

@T
= 0 (4.2)

Equation(4.2) is known as the Boltzmann transport equation for phonons.

When a finite temperature gradient is applied across the solid in a steady state regime,
the heat flow per unit area takes the form :

Q = �rT (4.3)

where  is the material’s thermal conductivity.

The heat current can be found by summing over contribution from all phonon modes.
It can thus be written as:

Q =
1

⌦

X

k,s

~!(ks)Nkscs(k) (4.4)

where ⌦ is the volume of the solid.

The out of equilibrium distribution of phonons can be seen as: Nks=N̄ks - Ñks.
N̄ks is the phonon distribution at equilibrium and Ñks is the deviation from equilibrium.
However, the phonons in equilibrium distribution do not contribute to the heat current,
hence, Eq (4.4) can be written as :

Q = � 1

⌦

X

k,s

~!(ks)Ñkscs(k) (4.5)
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Now, substituting Eq(4.5) in Eq(4.3) gives an expression of  as the following:

 =
1

⌦|rT |2
X

k,s

~!(ks)Ñkscs(k)rT (4.6)

It is clear from Eq(4.6) that in order to evaluate  from the phonon dispersion of the
material, Ñks must be found.

The Boltzmann equation can be written in the form:

�cs.rNks(k)+
@Nks(k)

@t
= 0 (4.7)

where, Nks=N̄ks - Ñks.

We consider the temperature gradient is directed in the z-direction of a Cartesian co-
ordinates system, therefore,

�vx
@Nks

@x
� vy

@Nks

@y
� vz

@Nks

@z
+
@Nks

@t
= 0 (4.8)

and

vz
dN̄ks

dT

@T

@z
+ vx

@Ñks

@x
+ vy

@Ñks

@y
+
@Nks

@t
= 0 (4.9)

In Eq(4.9), we have considered that the temperature gradient is very weak to change
the equilibrium distribution of phonons, thus, along z-direction we have Nks = N̄ks.

We introduced a relaxation time associated with the scattering processes. This allows
writing the Boltzmann transport equation in the following form:

vz
dN̄ks

dT

@T

@z
+ vx

@Ñks

@x
+ vy

@Ñks

@y
+

Ñks

⌧
= 0 (4.10)

where Ñks= Ñks(x, y, vx, vy).

Now, let

vx
@Ñ

@x
+ vy

@Ñ

@y
+

Ñ

⌧
= R (4.11)

with R = �vz
dN̄

dT

@T

@z
.

In the case of infinite crystal, Ñ is independent of x and y, so it can be written
as:Ñ=R⌧ . In the case of finite crystal, the first and second terms in Eq (4.11) can-
not be ruled out.
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Now, let Ñ 0= Ñ - R⌧ , then the Boltzmann equation becomes:

vx
@Ñ

0

@x
+ vy

@Ñ
0

@y
+

Ñ
0

⌧
= 0 (4.12)

so, we obtain:
dx

vx
=

dy

vy
= �⌧ dÑ

0

Ñ 0
(4.13)

Eq (4.13) has two solutions :
x

vx
� y

vy
= cst (4.14)

and
Ñ

0 = cst ⇤ [exp(� x

⌧vx
) + exp(� y

⌧vy
)] (4.15)

A general solution in this case can be written as:

Ñ = R⌧ + cst ⇤ [exp(� x

⌧vx
) + exp(� y

⌧vy
)] (4.16)

At the boundaries, i.e, at x ! 0 or/and y ! 0, Ñ ! �z where �z is the deviation of the
distribution of phonons due to their interactions with the surface phonons propagating
along the z-axis.

If the phonon is away from the boundary, Ñ should tend toward the bulk limit, i.e, R⌧
which allows writing the cst in the form �z � R⌧

2 = cst. Then, Ñ can be written as:

Ñ = R
⌧

2
[(1�exp(� x

⌧vx
))+(1�exp(� y

⌧vy
))]+

2�z
R⌧

[exp(
�x

⌧vx
)+(exp(

�y

⌧vy
)] (4.17)

For 2�z
R⌧

= 1, the boundary becomes totally reflective and Ñ ! Ñbulk even in the pres-
ence of boundaries.
For 2�z

R⌧
= 0, Ñ at the boundary tends to zero which means that upon interaction

with the boundary, Nks = N̄ks . Therefore, the boundary scattering restores back the
Planck’s distribution to its original value. In other words, the boundary is fully resis-
tive.

Consequently, 2�z
R⌧

plays the role of a specularity factor. We replace it here by t and
consider that we have a fully diffusive boundary (�z = 0).

The new expression of Ñ takes the form:

Ñ = R⌧ �R
⌧

2
[(exp(� x

⌧vx
)) + (exp(� y

⌧vy
))] (4.18)

Therefore,

Ñ = Ñbulk �
Ñbulk

2
[(exp(� x

⌧vx
)) + (exp(� y

⌧vy
))] (4.19)
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with Ñbulk=R⌧ .

Upon replacing Ñ in Eq (4.6) we find that : grain=bulk - � , such that bulk is the
thermal conductivity of the bulk counterpart of the grain and

� =
1

⌦|rT |2
X

k,s

~!(ks) ˜Nbulkvs(k)rT [
exp( �x

⌧vx
) + exp( �y

⌧vy
)

2
] (4.20)

It follows

�̄ =

RR
� dx dyRR
dx dy

�̄ =
1

⌦|rT |2
X

k,s

~!(ks) ˜Nbulkvs(k)rT [
⌧vx
lx
(1� exp(�lx

⌧vx
)) + ⌧vy

ly
(1� exp(�ly

⌧vy
))

2
]

(4.21)
where lxand ly are the dimensions of the material along x and y.

Considering that the material is isotropic in the x-y plane, Eq(4.21) can be written as:

�̄ =
1

⌦|rT |2
X

k,s

~!(ks) ˜Nbulkvs(k)rT [
⇤
lx
(1� exp(�lx

⇤ )) + ⇤
ly
(1� exp(�ly

⇤ ))

2
]

(4.22)

�̄ =
X

k,s

bulk(ks)[
⇤
lx
(1� exp(�lx

⇤ )) + ⇤
ly
(1� exp(�ly

⇤ ))

2
] (4.23)

4.2 Thermal Conductivity in a Single Layer of Grains
Now, suppose that the material is formed by one layer of grains of diffusive boundary.
Let x be the density of the grains of material 1 and 1-x the density of the grains of
material 2 in the sample.

Let Lx, Ly, and Lz be the dimensions of the sample under consideration in the x,y, and
z directions.

Therefore, x=n1
N

, where n1 is the number of grains of material 1 and N is the total
number of grains in the sample. Hence, n1 = xN and n2 = (1 � x)N , knowing that
n2 is the number of grains of material 2 in the sample.

Let dqi

dt
be the heat current through the ith grain, hence, we can write:

dqi

dt
= �i

Z

s

rTds (4.24)
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where i is the thermal conductivity of the ith grain, rT is the a temperature gradient
and ds is an oriented surface area element. Since we have assumed a steady state
regime and temperature gradient along z-axis of the grain, we can write:

dqi

dt
= �irT.si (4.25)

with si the cross sectional area of the ith grain.

The heat current in the entire sample can thus be written as:

dQi

dt
= �

NX

i=1

irT.si (4.26)

If we assume an average cross sectional area s̄i defined as lx⇥ly, then Eq (4.26) be-
comes:

dQi

dt
= �rT.s̄i

NX

i=1

i (4.27)

or
dQi

dt
= �rT.s̄i[

xNX

i=1

1 +
(1�x)NX

i=1

2] (4.28)

where 1 is the thermal conductivity of a grain made of material 1 and 2 the thermal
conductivity of a grain made of material 2.

Eq(4.28) can be written in a more reduced form as:

dQi

dt
= �rT.s̄i[xN1 + (1� x)N2] (4.29)

Now, if we divide Eq(4.29) by the cross sectional area of the entire sample stotal , we
find:

1

stotal

dQi

dt

1

rT
= � s̄i

stotal
[xN1 + (1� x)N2] (4.30)

The quantity on the right hand in Eq(4.30) is the negative of the thermal conductivity
of the sample under consideration. Thus, we can write:

�layer = � s̄i

stotal
[xN1 + (1� x)N2] (4.31)

Therefore,
layer =

1

N
[xN1 + (1� x)N2] (4.32)

Then, the conductivity of one layer becomes:

layer = x1 + (1� x)2 (4.33)
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4.3 Thermal conductivity in a Superposition of Layers
We assume a superposition of N layers of grains, but we consider that all the layers
have the same grain concentrations. The resistances in the z-direction adds up, so we
can say that the overall resistance is given by:

R = [
NX

i=2

R1 +Ri +R
B

(i�1)(i)] (4.34)

R1 is the resistance of the first layer, Ri is the resistance of the ith layer, and R
B

(i�1)(i)

is the resistance between the ith layer and the (i� 1)th layer.

Under the assumption that the layer have the same grains density and of identical
thickness, R becomes:

R = NRlayer + (N � 1)R̄B (4.35)
where R is the resistance of the sample and Rlayer is the resistance of an individual
layer. Here, we have assumed an override boundary resistance R̄B between the layers.

Eq(4.35) can be written in terms of thermal conductivity as:
Lz


= N

lz

layer
+ (N � 1)R̄B (4.36)

Such that,  is the total thermal conductivity of the sample, Lz is the thickness of the
sample, and lz is the average dimension of an individual grain in the z-direction.

N can be expressed as Lz
lz

. In the limit of lz <<< Lz, the total thermal conductivity of
the sample in the z-direction takes the form:

 =
layer

1 + layerR̄
B

lz

(4.37)

Now, in order to calculate the thermal conductivity of the sample, an expression for the
boundary thermal resistance should be derived. However, to find the boundary thermal
resistance, we use DMM (mentioned in the previous chapter).

If we consider that there are N grains in each layer, so among N
2 possibilities we

have: (Number of grains of material 1)2 possibilities to have an interaction between
two grains of material 1 and (Number of grains of material 2)2 possibilities to have an
interaction between two grains of material 2. Hence, N2 - (Number of grains of ma-
terial 1)2 - (Number of grains of material 2)2 possibilities to have interaction between
grains of different materials. Thus, if we assume that RB

A!B
=RB

B!A
we can write the

average boundary as:

R̄
B =

(xN)2R1!1 + [(x� 1)N ]2R2!2 + [N2 � (xN)2 � ((1� x)N)2]R̄1!2

N2

(4.38)
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This can be reduced to:

R̄
B = (x)2R1!1 + (1� x)2R2!2 + 2x(1� x)R̄1!2 (4.39)

R1!1 and R2!2 are calculated with ↵ = 1 Eq.(3.5), since there is no resistance be-
tween similar grains. Also, R̄1!2 =

R1!2+R2!1
2

4.4 Results
In the work of this thesis we have studied the thermal conductivity of a system formed
by mixtures of Si and Ge nano-grains. Silicon-Germanium based systems have been
of a huge interest, as they are suited for thermoelectric applications, electronic and op-
tical devices[51][52]. Although, neither Si nor Ge is a good thermoelectric material,
as their lattice thermal conductivity is very large at room temperature. The lattice ther-
mal conductivity of Si is 150 W/mk whilst that of Ge is 63 W/mk. However, by alloy
formation between the two elements, the lattice thermal conductivity can be strongly
reduced to 10 W/mk [53]. Furthermore, their popularity increased because such a
Si-Ge based system has low noise and low power consumption in electronic devices.
Furthermore, Silicon and Germanium are cheap and widely abundant. For this reason,
we opted to investigate a system formed from the combination of Si and Ge.

As previously mentioned, nanostructuring and alloying have been proposed as avenues
to boost ZT and improve the thermoelectric conversion efficiency of semiconductors.
Nanostrucuring first came from the introduction of superlattices. Superlattices are pe-
riodic structures of two types of crystals having small thickness (less than 50nm), and
are grown using molecular beam epitaxy and metal-organic chemical vapour deposi-
tion [54]. Superlattices showed a thermal conductivity that is significantly reduced
compared to a bulk crystal. The major cause of the dramatic drop in the thermal
conductivity in superlattices is due to the existence of numerous interfaces that the
phonons face during their propagation across the repeated layers of the superlattice.
Thus, heat dissipation in superlattices is limited. Moreover, when the thickness of the
layer is of the same order or less than the mean free path, size effects appear on the
intrinsic thermal conductivity of the layer, consequently, the thermal conductivity de-
crease with layer thickness Fig.(4.2).

Si/Ge superlattices have higher thermal conductivities compared to the superlattices
made of alloys due to the existence of both nanostructuring and alloying, thus, ad-
ditional phonon scattering by mass defect in alloys is present in such a system (see
Fig.(4.3)).

Although superlattices show a low lattice thermal conductivtiy compared to bulk ma-
terials, but they still conserve periodicity even if alloy effect is involved. Therefore,
alloys shows lower thermal conductivity compared to the alloy of superlattices as
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Figure 4.2: Lattice thermal conductivity of Si/Ge superlattices for different period
thicknesses.

Figure 4.3: Lattice Thermal conductivity of Si/Si0.7Ge0.3 alloy of superlattice of 5 nm
thickness.
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Figure 4.4: Lattice thermal conductivity of SixGe1�x alloy for different concentrations
of Si and Ge (x).

they demonstrate non-periodic systems (see Fig.(4.4)). Si-Ge alloys are very known
for their high efficiency and exceptional stability at high temperatures (above 1000k)
that is why they are used in NASAs radioisotope thermoelectric generators for space
applications[55] [56]. To study Si-Ge alloys using DFT, the disordered crystal is re-
placed by ordered virtual crystal in which disorder and anharmonicity are treated as
perturbations. The lattice thermal conductivity can be substantially reduced by alloy
formation between the two elements. The best alloy composition in terms of thermo-
electric efficiency is Si0.7Ge0.3.

However, alloys are very expensive to manufacture and sometimes desirable con-
centrations are unstable in nature[57] and can’t be achieved. Moreover, the theo-
retical studies of thermal conductivity in alloys within virtual crystal approximation
(VCA)[58] have their limitations due to length scales, because the bond length vari-
ations in the structure are neglected in VCA. Hence, finding a new system that can
reach the alloy limit with controllable concentrations and easy to manufacture was our
motivation.

In our work, based on previous sections in chapter 4, we assume that the grains are
cubic with lx=ly=lz. Our results showed a comparable thermal conductivity of grains
with alloys of different Silicon concentrations at room temperature (see Fig.(4.5)) and
at T=1175 k (see Fig.(4.6)); that is the temperature where the lowest thermal conduc-
tivity (highest ZT) is achieved for Si-Ge alloy [59]. This is because grains cause a
reduction in the lattice thermal conductivity, due to phonons scattering at grain bound-
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Figure 4.5: Lattice Thermal conductivity of SixGe1�x 5 nm nano-grains compared to
that of alloys for different densities x at 300 k.

aries. Furthermore, the periodicity in the proposed system is broken and hence, in-
coherent thermal transport will be dominant, i.e, phonons will have a probability to
scatter at a high density of interfaces. We have plotted the system of grains for
different sizes (see Fig.(4.7)). The boundary scattering becomes less dominant when
the grain size decreases, thus, the thermal conductivity increases with the size of the
grains. When the size of a single grain reached 3000 nm, we reached the bulk limit.
For x=0, the thermal conductivity is 38.372 W/mk, while that of the bulk Ge it is
38.3123 W/mk. Moreover, for x=1, the conductivity is 110.3 W/mk compared to that
of the bulk 113.458 W/mk. In addition, the nano-grains for pure Si(Ge) [x=1(x=0)],
shows a very low thermal conductivity compared to that of the bulk Si(Ge).

4.5 Conclusion
The performance of nano-devices rely heavily on the nano scale thermal transport in
their constituting materials. However, the thermal transport in nano-materials differs
strongly from their bulk counterparts due to certain effects that appears upon nanos-
tructuring such as interfaces and boundary effects. Therefore, investigating the thermal
transport in such materials is of a great importance to achieve a desired high efficiency
material. However, a challenge lies in investigating the thermal conductivity, since
ab-initio approaches for the calculation of thermal properties exist for bulk materials
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Figure 4.6: Lattice Thermal conductivity of SixGe1�x 5 nm nano-grains compared to
that of alloys for different densities x at 1175 k.

Figure 4.7: Lattice thermal conductivity of SixGe1�x nano-grains for different grain
sizes at room temperature.
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but not for nano-sized materials. On the other hand, molecular dynamics simulations
take into account the boundaries and interfaces, but the usage of simplified potential
causes a significant deviations from experiments of up to an order of magnitude for the
thermal conductivity.

In this thesis, we have developed a model to investigate the thermal transport of finite
materials, and applied it to a mixture of nano-grains. This model is based on the solu-
tion of spatial dependent Boltzmann equation, and can be implemented using ab-initio
techniques. The Boltzmann Transport Equation (BTE) for phonons is solved within the
relaxation time approximation(RTA). In RTA, the scattering rate for a phonon mode is
supposed to be independent from other phonons’ perturbations modes. We could man-
age to calculate the thermal conductivity of finite materials by introducing correction
to the thermal conductivity of the bulk counterpart, where the material size enters as
a parameter. This correction relies on the calculated wave vectors and phonons mean
free path, computed using AlmaBTE; an ab-initio simulation.

The interfacial resistance is accounted for by using the Diffuse mismatch model DMM.
In the DMM, the interfaces between grains are assumed to be completely diffusive,
with a probability of transmission that involves the exact dispersion relations of the
materials at both sides. The dispersion relations are computed using ab-initio tech-
niques for the derivation of the harmonic and anharmonic interatomic forces.

We have studied Si-Ge nano-grains due to their significant importance in thermoelec-
tric devices. This system showed a lower thermal conductivity than bulk Si, bulk Ge,
Si-Ge superlattice (with periodic interface), and superlattice of alloy. Hence, a better
thermoelectric efficiency. Another key development we present in this work is that the
mixture of Si-Ge nano grains showed thermal conductivity values comparable with the
thermal conductivity of Si-Ge alloys. Si-Ge alloys are known by their extremely low
thermal conductivity. However, most of their compositions are thermodynamically un-
stable. Such instability problem does not exist in the system we introduce in this work.
Hence, thermoelectric systems designed theoretically with the grains mixtures we pro-
pose have a greater chance to be realized experimentally. Therefore, we hope that the
work presented in this thesis opens the door for a new generation of thermoelectric
devices based on grains mixtures.
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Appendix A

Abbreviations

BTE Botlzmann Transport Equation
RTA Relaxation time approximation
MFP Mean Free Path
AMM Acoustic Mismatch Model
DMM Diffuse Mismatch Model
DFT Density Functional Theorem
LDA Linear Density Approximation
GGA Generalized Gradient Approximation
PBC Periodic boundary Conditions
PP Pseudo-Potential
BZ Brillouin Zone
IBZ Irreducible Brillouin Zone
KS Kohn Sham equations
FT Fourier Transform
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