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An Abstract of the Thesis of

Alina Al Beaini for Master of Science
Major: Mathematics

Title: Random Walks on Projective Spaces

Our goal in this thesis is to understand a recent result of Benoist-Quint [BQ14] about
the classification of stationary measures on the real projective space P(R)d. More precisely,
consider a probability measure µ on the general linear group GLd(R) such that Γµ, the semi-
group generated by the support of µ, is strongly irreducible. We aim to construct µ-stationary
measures on P(Rd) using random walks, by proving the existence of limits for the empirical
measures. For this purpose, and inspired by previous work of Raugi [Rau94], we introduce
a Markov Feller operator Pµ and prove it to be equicontinuous using the theory of random
matrix products [BL85].
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Chapter 1

Introduction

The study of products of random matrices and random walks on groups in general has been

going on since the beginning of the twentieth century and has enormous applications in mathe-

matical physics, expander graphs, cryptography, geometric group theory · · · . One of the main

interests is the question of the asymptotic behavior of the random walks {Ln = Xn · · ·X1}n≥1

and {Rn = X1 · · ·Xn}n≥1, where {Xn}n≥1 is a sequence of independent and identically dis-

tributed random variables in a group G. When G is a group of d× d invertible matrices, this

problem was addressed by Benoist and Quint [BQ16], Bougerol [BL85], Furstenberg [Fur63],

Kifer [FK83], Goldsheid [GG96], Guivarc’h [Gui90], Kesten [FK60], Le Page [LP82], Margulis

[GM89], Raugi [Rau94], Tutubalin [Tut65], Viscer [Vir70] and others. The question of the

asymptotic behavior of ||Xn · · ·X1v|| for any v in Rd arises, for example, in solutions of differ-

ential equations with random coefficients ([BL85]). Also, it appeared as a fundamental tool

in studying properties of subgroups of the linear group; for example in proving the existence

of free non-abelian subgroups of the general linear group (the probabilistic proof of the Tits

alternative by Guivarc’h [Gui90]) and in homogenous dynamics (we refer for instance to the

powerful results of Benoist-Quint [BQ13]). According to Furstenburg [Fur63], one way to

understand the behavior of a random matrix product is to consider stationary measures on

the (d− 1) projective space.
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In this thesis, our goal is to describe how one can construct probability measures on

the projective space that are invariant with respect to a probability measure on the general

linear group GLd(R) (we refer to Definition to 2.4.3) using random walks. Such a study was

conducted previously by Guivarc’h-Raugi [GR07], and Benoist-Quint [BQ14]. We follow in

this thesis the approach of Benoist-Quint. Consider a probability measure µ on GLd(R).

Let Γµ denote the smallest closed semigroup of GLd(R) containing the support of µ and

consider the canonical action of Γµ on X = P(Rd). When the action of Γµ on Rd is strongly

irreducible (see Definition 2.2.2), we prove the following results that we summarize in the

following theorem:

Theorem 1.0.1. [BQ14, Theorem 1.1 and Theorem 1.3]

For every x ∈ X, for β := µ⊗N-almost every b = (b1, · · · ) ∈ GLd(R)N, the limit of the

empirical probability measures

νx,b := lim
n→∞

1

n

n∑
k=1

δbk···b1x

exists and is a µ-ergodic µ-stationary probability measure on X. Moreover, if νx is defined by

νx :=

∫
νx,b dβ(b), then νx is µ-stationary, depends continuously on x and

νx = lim
n→∞

1

n

n∑
k=1

µ∗k ∗ δx.

Theorem 1.0.1 describes the asymptotic behavior of the random walk at time n starting at

x in P(Rd). These results extend previous work of Guivarc’h and Raugi [GR85] who proved

that when the action of Γµ on Rd is strongly irreducible and proximal, there exists a unique

µ-invariant measure on X, called the “Furstenberg measure”.

To prove Theorem 1.0.1, we take a functional analysis point of view. The basic idea is to

use an averaging operator Pµ on X defined by

Pµ : C0(X) −→ C0(X); f 7−→ Pµ(f) =

∫
Γµ

f(gx)dµ(g).
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This Markov-Feller operator explicitly describes the random walk {Ln}n on P(Rd). In our

context, we will think of random walks on a set X as continuous functions that assign to each

element of X a probability measure on X. The strong irreducibility of Γµ will play an impor-

tant role in proving that Pµ is equicontinuous. This is the content of Chapter 3. From this,

Theorem 1.0.1 follow as special cases of results of Raugi [Rau94] concerning equicontinuous

operators on compact metric spaces (Chapter 4 and 5).

Here is the structure of this thesis:

• In Chapter 2, we state the relevant definitions and we prove all the apparatus needed in

the next chapters. This chapter will be divided into a linear algebra part and a measure

theoretical one. In the first, we give some properties of subgroups of general linear

groups: irreducibility, contraction · · · and relate them to the action on the projective

space. In the second, we define and understand stationary measures on X with respect

to a probability measure µ on G.

• In Chapter 3, we prove that, when the action of Γµ is strongly irreducible, the averaging

operator Pµ is equicontinuous. The proof relies on previous results of Furstenberg,

Guivarc’h-Raugi on the theory of random matrix products. The main goal is to study

the behavior of the random walk suitably normalized.

• In Chapter 4, we study the decomposition of the space of measures on X under the

action of an equicontinuous Markov-Feller operator. This is a purely functional analytic

section and is valid for any compact metric space X and for any Markov-Feller operator

on it.

• In Chapter 5, we prove the main results of this thesis. Since the proof requires some

knowledge of the theory of martingales, we dedicate the first part of this chapter to

recall the basic notions needed.
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Chapter 2

Background

In this chapter, we will state some definitions and properties that will be used throughout this

thesis. We focus on the real projective space, subsemigroups of general linear group, definitions

of irreducibility and proximality, convergence of measures and µ-stationary measures.

2.1 The Real Projective Space

We recall in this section the notion of the real projective space along with some of its important

properties. All of these results, along with their proofs, can be found for instance in [Tu11,

Chapter 2].

Proposition/Definition 2.1.1. Consider the binary relation ∼ on Rd\{0} defined by

x ∼ y ⇐⇒ there exists λ ∈ R\{0} such that y = λx.

Then ∼ is an equivalence relation on Rd\{0} and the quotient space Rd/∼ is called the real

projective space of dimension d-1, and is denoted by P(Rd) (or sometimes Pd−1). More-

over, for any x ∈ Rd\{0}, we denote by x the equivalence class of x in P(Rd).

Therefore, the real projective space P(Rd) is the space of lines in Rd passing through the

origin.
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The (d−1)-dimensional real projective space can also be seen as the quotient of the unit (d−1)-

sphere, Sd−1, with the antipodal points identified. The resulting projection p : Sd−1 −→

P(Rd), which is continuous and surjective, provides important topological structures on P(Rd),

such as the following:

Proposition 2.1.2. The real projective space P(Rd) is a compact and connected topological

space.

Remark 2.1.1. It is also important to note that the projection mentioned above implies that

Sd−1 is a double covering space of P(Rd).

Proposition 2.1.3. The real projective space P(Rd) is a separable Hausdorff space.

The real projective space is a metrizable space and we will be using the following distance on

P(Rd). We refer for instance to [BG06, Proposition 2.8.18].

Proposition/Definition 2.1.4. Fubini-Study metric

Let || · || be the Euclidean norm on V = Rd. Endow ∧2V with a compatible norm. For every

x = Rx and y = Ry in P(Rd), define the map d : P(Rd)× P(Rd) −→ [0;∞) by

d(x, y) =
||x ∧ y||
||x|| ||y||

.

Then d is a metric on P(Rd) that measures the absolute value of the sine of the angle between

the two lines Rx and Ry.

Remark 2.1.2. Since P(Rd) is compact and metrizable, this proves Proposition 2.1.3.

2.2 Subsemigroups of Linear Groups

Definition 2.2.1. Let G be a group acting on a set X and let Y be a subset of X. We say

that Y is stabilized by G if ∀g ∈ G and ∀y ∈ Y , g · y ∈ Y .

Definition 2.2.2. Let G be a group acting on a vector space V .
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1. G is said to be irreducible (or equivalently, the action of G is irreducible) if no non-

trivial subspace of V is stabilized by all the elements of G. We say that G is reducible

if it is not irreducible.

2. We say that G is strongly irreducible if there does not exist a finite union of nontrivial

subspaces stabilized by all the elements of G.

Example 2.2.1. Consider GL2(R) acting naturally on R2.

(i) Let G =


 a 0

0 b

 ∈ G, a, b 6= 0

.

Clearly, G stabilizes E1 = R

 1

0

 and E2 = R

 0

1

. Therefore G is reducible.

(ii) Let H =


 a 0

0 b

 , a, b 6= 0

⋃

 0 a

b 0

 , a, b 6= 0

. This is clearly a subgroup

of GL2(R). Let us check that H is irreducible but not strongly irreducible. Indeed,

suppose that there exists a proper subspace E of R2 stabilized by H. Necessarily E is a

one-dimensional subspace, i.e. E = R

 c

d

 for some c, d ∈ R.

In particular,

 0 1

1 0


 c

d

 =

 d

c

 = k

 c

d

 for some k ∈ R. So d = kc and

c = kd which implies that d = k2d, i.e d = ±c. Hence E = R

 1

1

 or E = R

 −1

1

.

However, both previous subspaces are not stabilized by H as one can check by looking,

for instance, at the action of the element

 2 0

0 1

 ∈ H. Therefore, H is irreducible.

However, H is not strongly irreducible: consider E1 = R

 1

0

, E2 = R

 0

1

 and

let F = E1 ∪ E2. Notice that for all a, b ∈ R,

 0 a

b 0


 1

0

 =

 0

b

 ∈ E2 ⊆ F
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and

 0 a

b 0


 0

1

 =

 a

0

 ∈ E1 ⊆ F . Therefore, H stabilizes F .

Definition 2.2.3. We define the general linear group of degree d, GLd(R), to be the

subgroup of Md(R) consisting of all d× d invertible matrices.

Proposition 2.2.1. The general linear group acts naturally on the real projective space by

the map

GLd(R)× P(Rd) −→ P(Rd)

(g, x) −→ g · x = gx

Definition 2.2.4. Endow Rd with the Euclidean norm || · ||. For simplicity of notation, the

operator norm induced on Md(R) will be denoted also by || · ||.

Given a subset Γ of GLd(R) we define the proximal dimension (or index) of Γ as the

smallest integer r ≥ 1 such that there exists a sequence (gn)n in Γ for which the sequence

(||gn||−1gn)n converges to a rank r matrix.

Remark 2.2.1. The previous definition remains unchanged if we replace the Euclidean norm

with any other norm as Md(R) is a finite dimensional vector space.

We focus on on giving several examples illustrating the proximal dimension (index).

Example 2.2.2. (Example with full index) Consider the orthogonal group O(d) = {A ∈

GLd(R) : ∀x ∈ Rd, ||Ax|| = ||x||}. Let G be any subgroup of O(d). We claim that the

proximality index of G is equal to d. Indeed, O(d) is a compact topological space as it is the

unit ball in the finite dimensional vector space (Md(R), || · ||) (where || · || is here the operator

norm). Thus if (gn)n is any sequence in O(d), then any subsequential limit A of gn/||gn|| = gn

remains in O(d) ⊂ GLd(R), in particular A has full rank. This proves our claim.

Example 2.2.3. (Example with index equal to one) Let g1 =

 1 1

0 1

, g2 =

 0 −1

1 0

,

and consider the group Γ generated by g1 and g2 (actually one can prove that Γ = SL2(Z)).

It is easily seen that Γ is strongly irreducible. Moreover, it has proximal dimension one.
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Indeed, g :=

 3 5

1 2

 = g1
3g2
−3g1

2 ∈ Γ. This is a diagonalizable matrix with λ1 = 5+
√

21
2

and λ2 = 5−
√

21
2 as eigenvalues. Write g = P

 λ1 0

0 λ2

P−1 for some invertible matrix

P . Since λ1 > λ2, we deduce that gn

λn1
converges to the matrix A := P

 1 0

0 0

; which is

a rank one matrix (it is the projection onto Pe1 parallel to Pe2). But, for every n ∈ N,

1
||P ||||P−1|| ≤

||gn||
λn1
≤ ||P ||||P−1||. Hence we can extract a convergent subsequence of ||g

n||
λn1

, say

to α. Clearly, α > 0. Writing gn

||gn|| = gn

λn1
× λn1
||gn|| , we deduce that there exists a subsequence,

say gnk
||gnk || of gn

||gn|| , that converges to α−1A which is still a rank one matrix. Since gnk ∈ Γ for

every k ∈ N, we deduce that the proximal dimension of Γ is indeed equal to one. Hence, Γ is

an example of a strongly irreducible group with proximal dimension equal to one.

Motivated by the previous example, we give the following definition:

Definition 2.2.5. Let A be an element of GLd(R). We say that A is proximal (or con-

tracting) if it has a simple dominating eigenvalue, i.e it has a unique eigenvalue of maximum

modulus.

A subset Γ of GLd(R) is said to be proximal if it contains a proximal element.

As suggested by the proof in Example 2.2.3 , proximality of a subsemigroup of GLd(R) im-

plies that its index is equal to one. The converse is true provided an irreducibility assumption

is imposed. More precisely,

Proposition 2.2.2. Let Γ be a subsemigroup of GLd(R). If Γ is proximal, then its proximal

dimension is equal to one. Moreover, if Γ is irreducible, then the converse is true.

Proof. For the forward direction, let M be an element of Γ with a simple dominating eigen-

value. By the Jordan decomposition, M is similar to a matrix M ′ of the form M ′ = λ 0

0 N

 where λ is the dominating eigenvalue and N is a square matrix of size d − 1

and with spectral radius ρ(N) < |λ|. But by Gelfand’s spectral radius formula, ||Nn||
1
n −→
n→+∞

9



ρ(N) < λ. Thus M ′2n

||M ′2n|| converges to a rank one matrix. Using an argument similar to the one

in Example 2.2.3, we deduce that there exits a subsequence, say Mnk/||Mnk ||, of Mn/||Mn||

that converges to a rank one matrix. Thus Γ has proximal dimension one.

Conversely, suppose that Γ has proximal dimension one. Let (gn)n be a sequence in Γ such

that
gn
||gn||

converges to a matrix A of rank 1. Then, clearly, A has at most one non-zero

eigenvalue with algebraic multiplicity 1. Suppose first that A has such a nonzero eigenvalue.

In this case A is proximal. Since the set of proximal matrices is open in Mn(R) (by continuity

of the map A ∈ Md(R) 7−→ (λ1(A), · · · , λd(A)) ∈ Rd), and since
gn
||gn||

converges to A, there

exists an N ∈ N such that for all n > N ,
gn
||gn||

is proximal. In particular,
gN+1

||gN+1||
is proximal,

and so is gN+1 ∈ Γ.

Suppose finally that all the eigenvalues of A are zero. This happens exactly when Im(A) ⊂

Ker(A) (i.e. A2 = 0). Since Γ is irreducible, there exists γ ∈ Γ such that γIm(A) * ker(A)

(otherwise {γx; γ ∈ Γ, x ∈ Im(A)} would be a non trivial Γ-stable subspace of V ). Hence

Im(γA) * ker(γA), so that γA is proximal. Since
γgn
||gn||

converges to γA, from the first case,

we get that γgn ∈ Γ is proximal for all n > N . Therefore Γ is proximal.

Remark 2.2.2. The importance of proximality is highlighted in the action of GLd(R) on

P(Rd). In fact, if g ∈ GLd(R) is proximal, then there exists vg
+ ∈ P(Rd) (namely the line

in the direction of the eigenvector associated to the dominating eigenvalue), and a projective

hyperplane Hg
− such that for all x /∈ Hg

−, gn · x −→
n→∞

vg
+. Moreover, Rd = vg

+ ⊕Hg
−.

Example 2.2.4. Here is an example of a strongly irreducible subsemigroup of GL4(R) with

proximal dimension 2. Let K =


 a −b

b a

 , a, b ∈ R

. This is a field isomorphic to C
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via

 a −b

b a

 7→ a+ ib. Consider now the following subset of GL4(R):

Γ =

M =

 A B

C D

 ;A,B,C,D ∈ K and det(M) 6= 0

 ⊂ GL4(R).

This is a subgroup of GL4(R) isomorphic to GL2(C). We can show that Γ is strongly irre-

ducible by noticing that, for any rotation Rθ by an angle θ, the block matrix

 Rθ O

O I


belongs to Γ.

Let us check that Γ has proximality index equal to 2. Indeed, exploiting the isomorphism

Γ ' GL2(C), we see that for any matrix M ∈ Γ, the spectrum of M consists of four

eigenvalues of the form {λ, λ, µ, µ}. It follows then that Γ is not proximal and so, by ir-

reducibility of Γ and Lemma 2.2.2, the index of Γ is strictly greater than one. Moreover, let

M =



2 0 0 0

0 2 0 0

0 0 1 0

0 0 0 1


∈ Γ. Clearly, Mn/||Mn|| converges to a rank two matrix. Hence, the

index of Γ is 2.

We end this section by a general result that will be used later.

Lemma 2.2.1. Let Γ be a subsemigroup of GLd(R) acting naturally on Rd, and let Γt :=

{gt : g ∈ Γ}, where gt is the transpose matrix of g. Then,

(i) the index of Γt is equal to the index of Γ;

(ii) if Γ is strongly irreducible, then so is Γt.

Proof. (i) Follows immediately from the fact that rank(A) = rank(At) and ||A|| = ||At||

for any matrix A.

(ii) Suppose that there exist proper subspaces V1, · · ·Vn of Rd such that their union is

11



stabilized by all the elements of Γt, i.e

gt

(
n⋃
i=1

Vi

)
=

n⋃
i=1

Vi for all g ∈ Γ.

For all i ∈ {1, · · · , n}, let Wi = Vi
⊥. Let x ∈

⋃n
i=1Wi, i.e x ∈Wj for some j. Hence,

〈x, v〉 = 0 ∀v ∈ Vj . (2.1)

Now, let Vk be the subspace such that gt(Vk) = Vj . For any v ∈ Vk, we have

〈gx, v〉 = 〈x, gtv〉 = 0

by (2.1). Hence, gx ∈Wk ⊂
n⋃
i=1

Wi. Since g is invertible, we get g

(
n⋃
i=1

Wi

)
=

n⋃
i=1

Wi

which contradicts the fact that Γ is strongly irreducible.

2.3 Convergence of Measures

In this section, X denotes a compact metric space. We are interested in studying convergence

of measures on X. By ”measure”, we mean a regular Borel complex measure. We denote the

set of regular Borel complex measures asM(X), and the set probability measures on a space

X by P(X).

Definition 2.3.1. A sequence {νn} in M(X) is said to converges ∗-weakly towards ν ∈

M(X) if, for any continuous real function f on X, lim
n→∞

∫
X
f dνn =

∫
X
f dν.

Definition 2.3.2. A sequence {νn} in M(X) is said to converges weakly towards ν ∈

M(X) if, for any bounded continuous real function f on X, lim
n→∞

∫
X
f dνn =

∫
X
f dν.

Notice that, since X is compact, any continuous function on X is bounded. Therefore ∗-

weak convergence and weak convergence are equivalent in our case. We will use both terms

interchangeably.

12



Remark 2.3.1. In view of Remark 2.2.2, when g is proximal, we get that gn · δx converges

∗-weakly to δvg+ as n→∞.

The following is a standard result in measure theory:

Proposition 2.3.1. If X is a compact metric space, then for any sequence {νn} ∈ P(X),

there is a ∗-weakly convergent subsequence of νn, and its limit is a probability measure on X.

In other words, if X is compact, then (P(X), ∗) is compact.

One important notion that we will be using a lot in this thesis is that any measure ν on

a compact space X can be seen as a vector in C0(X)∗ defined by ν(f) =
∫
fdν for any

f ∈ C0(X). The fact that ν ∈ C0(X)∗ is continuous follows from the fact that this operator

is bounded as X is compact.

Remark 2.3.2. In fact, in our setting, the converse is also true: any vector in C0(X)
∗

corresponds to a measure on X. This follows from The Riesz Representation theorem

[Rud91, Theorem 6.19]: Let X be a locally compact Hausdorff space. Then, for any bounded

linear functional ψ on Cc(X) (the set of continuous compactly supported function on X), there

is a unique regular Borel measure µ on X such that ψ(f) =
∫
X f(x) dµ(x) = µ(f) for all f

in Cc(X).

In our case, since X is compact, Cc(X) = C0(X). Hence, we get that C0(X)∗ =M(X).

2.4 Stationary Measures

In this section, X denotes a compact metric space.

Definition 2.4.1. Let ν be a Borel measure on X, f : X → X a transformation. We say ν

is f-invariant if for any h ∈ C0(X),

∫
X
hdν =

∫
X
h(fx)dν(x),

or, equivalently, if for all A ∈M, ν(f−1(A)) = ν(A). We denote this property by f ∗ ν = ν.

13



Remark 2.4.1. If ν is invariant under a transformation f , then it is invariant under all

compositions of f .

Example 2.4.1. Let X = R, M the Borel σ-algebra of the Lebesgue measure λ, and let f be

the translation by a scalar u ∈ R, i.e f(x) = x+ u for x ∈ R. Then λ is f -invariant because

for any open interval (a, b), λ((a, b)) = b− a and

λ(f−1((a, b))) = λ((a− u, b− u)) = b− u− (a− u) = b− a = λ((a, b)).

Example 2.4.2. For every θ ∈ [0, 2π], let Rθ : S1 −→ S1 be the rotation on the circle S1

by an angle θ ∈ [0, 2π]. Let λ̃ be the pushforward measure of the Lebesgue measure λ under

q : [0, 1]→ S1 defined by q(x) = e2iπx.

1. For any θ ∈ [0, 2π], the probability measure λ is Rθ-invariant. Indeed, for any θ ∈ [0, 2π],

and for any A in the Borel σ-algebra of S1, we have

λ̃(R−θA) = λ({x ∈ [0, 1]; e2πix ∈ R−θA})

= λ({x ∈ [0, 1]; e2πi(x+θ) ∈ A})

= λ({x− θ ∈ [0, 1]; e2πix ∈ A})

= λ({x ∈ [0, 1]; e2πix ∈ A}) = λ̃(A)

by translation invariance of the Lebesgue measure.

2. Suppose that θ 6∈ 2πQ, i.e. Rθ has infinite order. We claim that the Lebesgue measure

λ̃ is the unique Rθ-invariant measure on S1. Indeed, let µ be such a measure. it is

enough to prove that
∫
fdµ =

∫
fdλ̃ for any trigonometric function f (since the set of

trigonometric functions form a dense subset of C0(S1).) Indeed, let ek(t) = e2πikt for

14



any k ∈ Z. Notice that e2πikθ = 1 only if k = 0 since θ is irrational. Now,

1

N

N−1∑
n=0

ek(Rθ
n(t)) =

1

N

N−1∑
n=0

e2πik(t+nθ) =

 1 if k = 0

1
N e

2πikt e2πiNkθ−1
e2πikθ−1

if k 6= 0

−→
n→∞

 1 if k = 0

0 if k 6= 0
=

∫
ek(t)dλ̃(t).

But also,

∫
ek(t)dµ =

1

N

N−1∑
n=0

∫
ek(t)dµ =

∫
1

N

N−1∑
n=0

ek(t)dµ −→
N→∞

∫ ∫
ek dλ dµ =

∫
ek dλ̃.

Definition 2.4.2. Let G be a set of transformations on X, and let ν be a Borel measure on

X. We say that ν is G-invariant if it is invariant under all elements of G, i.e ∀f ∈ G, ν is

f -invariant.

Unfortunately, in a lot of cases, such a G-invariant measure fails to exist. Let’s look at an

example.

Example 2.4.3. Consider the unit circle S1 and the group G of its homeomorphisms onto

itself such that G contains at least one rotation of infinite order (i.e a rotation by an irrational

angle mod 2π) denoted by Rθ, and it contains at least one transformation which is not an

isometry of S1, denoted by T . Suppose µ is a G-invariant measure on S1. The existence of

Rθ in G forces µ to be the Lebesgue measure λ̃ (as in Example 2.4.2). However, λ̃ is not

invariant under T .

Therefore there exists no G-invariant probability measure on S1.

Now we need to look for a property that substitutes G-invariance.

From now on, we let G be a topological semigroup acting continuously on a topological space

X.

Definition 2.4.3. Let µ be a Borel measure on G and ν a Borel measure on X. Denote by

µ ∗ ν the pushforward measure of µ ⊗ ν under the map G × X → X: (g, x) → g · x. In
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other words, for A in the Borel σ-algebra of X,

(µ ∗ ν)(A) = (µ⊗ ν)({(g, x) ∈ G×X : g · x ∈ A}),

or, equivalently, for any continuous function f on X:

∫
X
f(x)d(µ ∗ ν)(x) =

∫
X

∫
G
f(g.x)dµ(g)dν(x).

We say ν is µ-invariant (or µ-stationary) if µ ∗ ν = ν.

Remark 2.4.2. When X = G and G acts on itself by translation, we denote µ∗µ by µ∗
2

and

we call it the second convolution power of µ. Similarly we define the n-th convolution power

of µ, denoted by µ∗
n

.

The efficiency of this stationary property is highlighted by the following proposition.

Proposition 2.4.1. Let G be a semigroup acting on a compact metric space X. Then, for

any probability measure µ of G, there exists a µ-invariant probability measure on X.

Proof. Let µ be a probability measure on G, x0 ∈ X, and consider the probability measure

δx0 on X.

Let νn :=
1

n

n∑
i=1

µ∗i ∗ δx0 . Since X is compact, there is a ∗-weakly convergent subsequence of

νn (that we will denote again by νn for simplicity), and its limit, ν is a probability measure

on X (Proposition 2.3.1). Now,

µ ∗ νn =
1

n

n∑
i=1

µ∗(i+1) ∗ δx0

=
1

n

n∑
i=1

µ∗i ∗ δx0 +
1

n
{µ∗(n+1) ∗ δx0 − µ ∗ δx0}

= νn +
1

n
{µ∗(n+1) ∗ δx0 − µ ∗ δx0}. (2.2)
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Let ηn :=
1

n
{µ∗(n+1) ∗ δx0 − µ ∗ δx0}, and let f ∈ C0(X). Then

∣∣∣∣∫ fdηn

∣∣∣∣ =
1

n

∣∣∣∣∫ f(x)dµ∗(n+1) ∗ δx0(x)−
∫
f(x)dµ ∗ δx0(x)

∣∣∣∣
=

1

n

∣∣∣∣∫ f(gx0)dµ∗(n+1)(g)−
∫
f(gx0)dµ(g)

∣∣∣∣
≤ 1

n

∫
|f(gx0)|dµ∗(n+1)(g) +

∫
|f(gx0)|dµ(g).

Since f is continuous over X (compact), there exists M > 0 such that f(x) ≤M for all x ∈ X.

Therefore ∣∣∣∣∫ fdηn

∣∣∣∣ ≤ 1

n
{M

∫
dµ∗(n+1)(g) +M

∫
dµ(g)} =

2M

n
−→
n→∞

0.

Hence, ηn converges to the zero measure. It follows that, letting n → ∞ in (2.2), we get

µ ∗ ν = ν.

Remark 2.4.3. If ν is G-invariant, then it is µ-invariant for any measure µ on G.

Definition 2.4.4. A probability measure ν on P(Rd) is said to be non-degenerate (or

proper) if for any hyperplane H in Rd,

ν({x ∈ P(Rd) : x ∈ H\0}) = 0.

We state the following important result due to Furstenburg. For a complete proof, see [BL85,

Page 49].

Proposition 2.4.2. Let µ be a probability measure on GLd(R). Denote by Γµ the smallest

closed subsemigroup of GLd(R) generated by the support of µ. Suppose that Γµ is strongly

irreducible. Then any µ-invariant measure ν on P(Rd) is non-degenerate.
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Chapter 3

Random Walks on P(Rd)

For a measure µ on GLd(R), we recall that Γµ denotes the smallest closed subsemigroup

of GLd(R) generated by the support of µ and that the averaging operator Pµ is defined on

X = P(Rd) by

Pµ : C0(X) −→ C0(X) ; f 7−→ Pµ(f) =

∫
Γµ

f(gx)dµ(g). (3.1)

Our goal in this Chapter is to prove the following theorem of Benoist-Quint [BQ14, Proposition

3.1]:

Theorem 3.0.1. When Γµ is strongly irreducible, the averaging operator Pµ is equicontinuous.

We will see in Chapter 4 that the equicontinuity of Pµ is an important condition for the

construction of µ-stationary probability measures on P(Rd). To prove the above theorem, we

need first to get introduced to Markov-Feller operators and equicontinuity.

3.1 Markov-Feller operators

Since this section contains only definitions, we let (X, d) denote here any compact metric

space. We endow C0(X) with the sup norm.
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Definition 3.1.1. An operator P : C0(X) −→ C0(X) is said to be a Markov-Feller op-

erator if it is a bounded operator such that ||P || ≤ 1, P1 = 1 and such that Pf ≥ 0 for all

functions f ≥ 0.

It is very straightforward to check that our averaging operator (3.1) is a Markov-Feller oper-

ator.

Definition 3.1.2. A family F ⊂ C0(X) is said to be equicontinuous if for all ε > 0 there

exists δ > 0 such that |f(x)−f(y)| < ε for all f ∈ F and for all x, y ∈ X such that d(x, y) < δ.

Definition 3.1.3. We say a Markov-Feller operator P is equicontinuous if, for every f in

C0(X), the family of functions (Pnf)n≥1 is equicontinuous.

Proposition 3.1.1. If a Markov-Feller operator P on C0(X) is equicontinuous, then for any

f ∈ C0(X), {Pnf ;n ≥ 1} is relatively compact (i.e. its closure is compact in C0(X)). We

also say that P spans a strongly compact semigroup.

Proof. Let f ∈ C0(X). Since P is equicontinuous, the {Pnf}n is equicontinuous. Moreover,

for all n ∈ N, for all x ∈ X, |Pnf(x)| ≤ ||Pnf || ≤ ||Pn|| ||f || ≤ ||f || since P is Markov-Feller.

Therefore {Pnf : n ≥ 1} is uniformly bounded in C0(X), and it follows from Arzela-Ascoli

theorem (see for instance [Rud91, A5]) that there is a subsequence of {Pnf}n that converges

uniformly to some function in C0(X), i.e {Pnf ;n ≥ 1} is relatively compact.

3.2 Equicontinuity on the Projective Spaces

We go back to X = P(Rd) on which GLd(R) is acting. Let µ be a probability measure on

GLd(R) and let Γµ be the smallest closed semigroup of GLd(R) which contains the support

of µ.

We denote by B be the set of sequences b = (b1, b2, · · · , bn, · · · ) with bn ∈ GLd(R), B its Borel

σ-algebra, β the product probability measure β = µ⊗N
∗
, and θ the Bernouilli shift map

defined by

θ : B −→ B; (b1, b2, b3, · · · ) −→ (b2, b3, b4 · · · ).
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The following result of Furstenberg and Guivarc’h-Raugi will be crucial for us. For a detailed

proof, check [BL85, Theorem 3.1].

Theorem 3.2.1. Suppose that Γµ is strongly irreducible and write r for its index (see Defini-

tion 2.2.4). Then, for β-almost every b = (bi)i∈N∗ ∈ B, there exists an r-dimensional subspace

Vb of Rd such that any limit point of {||b1 · · · bn||−1b1 · · · bn : n ≥ 1} is a rank r matrix with

range Vb.

Corollary 3.2.1. Suppose that Γµ is strongly irreducible and write r for its index. Then,

if Ln(b) = bn · · · b2b1, for β-almost all b = (bi)i∈N∗ ∈ B there exists a (d − r)-dimensional

subspace Wb of Rd such that any limit point of {||Ln(b)||−1Ln(b), n ≥ 1} is a rank r matrix

with kernel Wb.

We write

Wb =

{
v ∈ Rd : ∃(nk)k, ∃π :

bnk · · · b1
||bnk · · · b1||

−→
k→∞

π and πv = 0

}
. (3.2)

Proof. The result follows easily from Theorem 3.2.1 and the following identity, which is true

for every square matrix A: ker(A)⊥ = Im(At).

Lemma 3.2.2. : Suppose that Γµ is strongly irreducible with index r, and let Wb be as in

(3.2). Then for all x ∈ P(Rd), β({b ∈ B : x ∈ P(Wb\{0})}) = 0.

Proof. Define the measure ν on P(Rd) by

ν(A) = β({b ∈ B : P(Wb
⊥) ⊂ A}).

We claim that ν is µt- invariant, where µt(E) = µ({g ∈ Γµ : gt ∈ E}) for any E in the Borel

σ-algebra of Γtµ. Indeed, let A ⊂ P(Rd), then
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(µt ∗ ν)(A) = (µt ⊗ ν)({(g, x) ∈ Gt ×X : g · x ∈ A})

= (µ⊗ ν)({(g, x) ∈ G×X : gt · x ∈ A})

= (µ⊗ β)({(g, b) ∈ G×B : gt · P(Wb
⊥) ⊂ A})

= β({b = (b1, b2, b3, · · · ) ∈ B : b1
t · P(Wθ(b)

⊥) ⊂ A)}

where θ(b) is the shift map. Now it is enough to show that

∀b ∈ B, b1t · P(Wθ(b)
⊥) = P(Wb

⊥),

since our right hand side would be equal to ν(A).

Then, let y ∈ b1t · P(Wθ(b)
⊥), i.e y = b1

t · x such that x ∈Wθ(b)
⊥; i.e

∀x′ ∈Wθ(b), 〈x, x′〉 = 0. (3.3)

Let x′′ ∈Wb, then, by (3.2), there exists (nk)k and π ∈ End(V ) such that

bnk · · · b1
||bnk · · · b1||

−→
k→∞

π and πx′′ = 0

so

bnk · · · b1b1
−1

||bnk · · · b1||
−→
k→∞

πb1
−1,

i.e

bnk · · · b2
||bnk · · · b2||

||bnk · · · b2||
||bnk · · · b1||︸ ︷︷ ︸

Cbnk

−→
k→∞

πb1
−1

Now since Cbnk is bounded ( 1/||b1|| ≤ Cbnk ≤ ||b1−1||), then it has a subsequence that
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converges to some cb > 0. To simplify notation, we will denote it also by Cbnk. So,

bnk · · · b2
||bnk · · · b2||

−→
k→∞

cb
−1πb1

−1 := π′.

Let z := b1x
′′ ∈ Rd. Then we found π′ ∈ End(V ) and (nk)k as above such that

π′z = cb
−1πb1

−1b1x
′′ = cb

−1πx′′ = 0.

So z ∈Wθ(b) and

〈y, x′′〉 = 〈b1t · x, x′′〉 = 〈x, b1x′′〉 = 〈x, z〉 = 0

by (3.3). Thus y ∈ P(Wb
⊥) as desired.

The other inclusion can be proven in the same way, since it is equivalent to b1
−t · P(W⊥b ) ⊂

P(W⊥θ(b)).

Now that ν is µt-invariant, and since Γµ
t is also strongly irreducible (by Lemma 2.2.1), then ν

is non-degenerate, by Proposition 2.4.2. Hence for all x ∈ P(Rd), H = (Rx)⊥ is a hyperplane

and ν({P(H)}) = 0, i.e for all x ∈ P(Rd)

0 = β({b ∈ B : P(Wb
⊥) ⊂ P(H)})

= β({b ∈ B : (Wb)
⊥ ⊂ Rx⊥})

= β({b ∈ B : x ∈Wb})

= β({b ∈ B : x ∈ P(Wb)})

Before we continue, we recall the following lemma:

Lemma 3.2.3. Let X be a metric space, K > 0 and (fn)n a sequence of K-Lipschitz real

valued functions on X. Assume that the pointwise infinimum f of the (fn)n≥N is finite (i.e.
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different than −∞), then f is also K-Lipshitz.

Proof. Let x, y ∈ X, let n be arbitrary. Then,

f(x) ≤ fn(x) ≤ |fn(x)− fn(y)|+ fn(y) ≤ Kd(x, y) + f(y)

which implies that

f(x)− f(y) ≤ Kd(x, y).

Similarly, we prove that f(y)− f(x) ≤ Kd(x, y) and hence

|f(x)− f(y)| ≤ Kd(x, y).

Lemma 3.2.4. Suppose Γµ is strongly irreducible with index r and let Wb be as in (3.2).

Then for all α > 0, for β a.e b ∈ B, there exists cα,b > 0 such that for all v ∈ Rd\{0} with

d(Rv,P(Wb)) ≥ α (see Proposition/Definition 2.1.4), one has

inf
n≥1

||bn · · · b1v||
||bn · · · b1|| ||v||

≥ cα,b.

Proof. : First we note that it is enough to prove the result for all v ∈ Rd\{0} with ||v|| = 1.

Let

Kb,α = {v ∈ Rd : ||v|| = 1 and d(Rv,P(Wb)) ≥ α}.

Clearly, Kb,α is compact and Kb,α ⊂Wb
c.

For every n ∈ N, let (fn)n be the family of functions defined by fn(v) =
||bn · · · b1v||
||bn · · · b1||

. Clearly

each fn is 1-Lipshitz, therefore f(v) = infn≥1 fn(v) is 1-Lipshitz and hence continuous over

Kb,α, which is compact, and thus it attains its minimum, i.e there exists a point v0 ∈ Kb,α

such that f(v) ≥ f(v0) for all v ∈ Kb,α. It remains to prove that f(v0) > 0.

Suppose f(v0) = 0. By the definition of infimum, and since fn(v) 6= 0 for all n > 1, there
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exists a subsequence (fnk)k such that

fnk(v0) =
||bnk · · · b1v0||
||bnk · · · b1||

−→
k→∞

f(v0).

Consider the sequence

(Mnk)k =
bnk · · · b1
||bnk · · · b1||

,

then (Mnk)k has a convergent subsequence, that we will also denote by (Mnk)k, for simplicity.

Thus there exists π ∈ End(V ) such that

Mnk −→
k→∞

π,

so that

fnk(v0) = ||Mnkv0|| −→
k→∞

||πv0||.

By the uniqueness of limits, it follows that ||πv0|| = f(v0) = 0, and so v0 ∈ Wb (by (3.2)),

which contradicts the fact that v0 ∈ Kb,α. Therefore f(v0) > 0. The proof follows by taking

cα,b = f(v0).

Lemma 3.2.5. Let V = Rd and µ be a probability measure on GL(V ) such that the action of

Γµ on V is strongly irreducible. Then, for all ε > 0 ,

(a) there exists cε > 0 such that, for all v in V \{0}, one has

β({b ∈ B : inf
n≥1

||bn · · · b1v||
||bn · · · b1|| ||v||

≥ cε}) ≥ 1− ε,

(b) there exists Mε > 0 such that, for all x, y in P(V ), one has

β({b ∈ B : sup
n≥1

d(bn · · · b1x, bn · · · b1y) ≤Mεd(x, y)}) ≥ 1− ε

Proof. (a) Let r be the proximal dimension of Γµ. Since Γµ is strongly irreducible with index

r, then by Corollary 3.2.1, for β a.e b ∈ B, there exists a (d − r)−dimensional subspace Wb

24



of Rd such that

Wb =

{
v ∈ Rd : ∃(nk)k, ∃π :

bnk · · · b1
||bnk · · · b1||

−→
k→∞

π and πv = 0

}
.

Let Ax = {b ∈ B : x ∈ P(Wb)} = {b ∈ B : d(x,P(Wb)) = 0} (since P(Wb) is closed). Then

for all x ∈ P(Rd), β(Ax) = 0 (by Lemma 3.2.2). Since P(Rd) is a seperable topological space,

consider a countable dense subset D ⊂ P(Rd), so that
⋂
x∈D Ax is measurable and

β(
⋂
x∈D

Ax) = 0.

But ⋂
x∈D

Ax =

∞⋂
n=1

⋂
x∈D
{b ∈ B : d(x,P(Wb)) < 1/n}︸ ︷︷ ︸

Mn

.

Since (Mn)n is a decreasing sequence of measurable sets and β is a finite measure,

0 = β(
⋂
x∈D

Ax) = β(
∞⋂
n=1

Mn) = lim
n→∞

↘ β(Mn).

Let ε > 0, ∃ Nε ∈ N such that for all n ≥ Nε, β(Mn) < ε/2.

In particular, β(MNε+1) < ε/2. Therefore β({b ∈ B : ∀x ∈ D, d(x,P(Wb)) < 1/(Nε + 1)}) <

ε/2.

Let α′ε = 1/(Nε + 1) and let αε = α′ε/2. Then

β({b ∈ B : ∀x ∈ D, d(x,P(Wb)) ≥ α′ε} ≥ 1− ε/2.

A fortiori, for all x ∈ D,β({b ∈ B : d(x,P(Wb)) ≥ α′ε} ≥ 1− ε/2, and

∀x ∈ D, β({b ∈ B : d(x,P(Wb)) ≥ αε} ≥ 1− ε/2.
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Now, since D is dense in P(Rd), for all x ∈ P(Rd) \D, there exists x0 ∈ D such that d(x, x0) <

αε.

Notice that if d(x0,P(Wb)) ≥ α′ε then

d(x,P(Wb)) > d(x0,P(Wb))− d(x, x0) > α′ε − αε = αε.

It follows that for all x ∈ P(Rd) \D, β({b ∈ B : d(x,P(Wb)) ≥ αε} ≥ 1− ε/2.

Hence for the given ε, we found αε > 0 such that

∀x ∈ P(Rd), β({b ∈ B : d(x,P(Wb)) ≥ αε} ≥ 1− ε/2.

From Lemma 3.2.4, there exists cαε,b > 0 such that for all v ∈ Rd\{0} with d(Rv,P(Wb)) ≥ αε,

one has

inf
||bn · · · b1v||
||bn · · · b1|| ||v||

≥ cαε,b.

Since β{b ∈ B; cαε,b > 0} = 1, then by writing {b ∈ B; cαε,b > 0} =
⋃
n∈N{b ∈ B; cαε,b > 1/n},

we see that there exists cε > 0 such that

β({b ∈ B : cαε,b ≥ cε}) ≥ 1− ε/2.

We proved that for all v ∈ V \{0}, if b ∈ B such that d(Rv,P(Wb)) ≥ αε, then

infn≥1
||bn · · · b1v||
||bn · · · b1|| ||v||

≥ cαε,b.

Therefore,

infn≥1
||bn · · · b1v||
||bn · · · b1|| ||v||

≥ cε or cαε,b < cε.

Hence,

{b ∈ B : d(Rv,P(Wb)) ≥ αε} ⊂ {b ∈ B : infn≥1
||bn · · · b1v||
||bn · · · b1|| ||v||

≥ cε} ∪ {b ∈ B : cαε,b < cε},
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which implies that

β({b ∈ B : infn≥1
||bn · · · b1v||
||bn · · · b1|| ||v||

≥ cε}) ≥ β({b ∈ B : d(Rv,P(Wb)) ≥ αε})− β({b ∈ B : cαε,b < cε})

≥ 1− ε/2− ε/2 = 1− ε

as required.

(b) Let ε > 0, there exists Mε = (cε/2)−2 such that for all x, y ∈ P(V ), if we let pn = bn · · · b1,

x = Rv and y = Rw, then we have

d(pnx, pny)

d(x, y)
=
||pnv ∧ pnw||
||v ∧ w||

||v||
||pnv||

||w||
||pnw||

≤ ||pn|| ||v||
||pnv||

||pn|| ||w||
||pnw||

,

which implies that

{b ∈ B : infn≥1
||pnv||
||pn|| ||v||

≥ cε/2}

is a subset of

{b ∈ B : infn≥1
||pnv||
||pn|| ||v||

||pnw||
||pn|| ||w||

≥ (cε/2)2} ∪ {b ∈ B : infn≥1
||pnw||
||pn|| ||w||

< cε/2}.

But,

{b ∈ B : infn≥1
||pnv||
||pn|| ||v||

||pnw||
||pn|| ||w||

≥ (cε/2)2} = {b ∈ B : supn≥1

||pn|| ||v||
||pnv

||pn|| w||
||pnw||

≤ 1/(cε/2)2}

⊂ {b ∈ B : supn≥1

d(pnx, pny)

d(x, y)
≤Mε}

= {b ∈ B : supn≥1d(pnx, pny) ≤Mεd(x, y)} := Bε,x,y.
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Hence,

β(Bε,x,y) ≥ β({b ∈ B : infn≥1
||pnv||
||pn|| ||v||

≥ cε/2})− β({b ∈ B : infn≥1
||pnw||
||pn|| ||w||

< cε/2})

≥ 1− ε/2− ε/2 = 1− ε.

We can now finally prove the equicontinuity of our operator.

Theorem 3.2.6. When Γµ is strongly irreducible, the averaging operator on X = P(Rd)

Pµ : C0(X) −→ C0(X); f −→ Pµ(f) =

∫
Γµ

f(gx)dµ(g)

is equicontinuous.

Proof. Let f be a continuous function on X. We want to prove that the family of functions

(Pµ
nf)n≥1 is equicontinuous. Without loss of generality, we can assume that ||f ||∞ ≤ 1,

because, otherwise consider g =
f

||f ||∞
satisfies the condition, i.e for all x0 ∈ X for all ε > 0

there exists δ > 0 such that for all n ∈ N and for all x ∈ X with d(x, x0) < δ,

|(Pµng)(x)− (Pµ
ng)(x0)| < ε

||f ||∞
,

then

|(Pµnf)(x)− (Pµ
nf)(x0)| = ||f ||∞ |(Pµng)(x)− (Pµ

ng)(x0)| < ε.

Now, fix ε > 0. Since f is continuous over the compact set X, it is uniformly continuous.

Hence, there exists ηε > 0 such that for all x′, y′ ∈ X with d(x′, y′) < ηε, we have |f(x′) −

f(y′)| < ε.
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Let x, y ∈ X. From the previous lemma, there exists Mε > 0 such that the set

Bε,x,y := {b ∈ B : sup
n≥1

d(bn · · · b1x, bn · · · b1y) ≤Mεd(x, y)}

satisfies β(Bc
ε,x,y) ≤ ε.

Let δ = ηε/Mε, then for all n ∈ N for all x, y ∈ X with d(x, y) < δ, we have

|(Pµnf)(x)− (Pµ
nf)(y)| =

∣∣∣∣∣
∫

Γµ

(f(bx)− f(by))dµ∗n(b)

∣∣∣∣∣
≤

∫
B
|f(bn · · · b1x)− f(bn · · · b1y)|dβ(b)

=

∫
Bε,x,y

|f(bn · · · b1x)− f(bn · · · b1y)|dβ(b)

+

∫
Bcε,x,y

|f(bn · · · b1x)− f(bn · · · b1y)|dβ(b)

≤
∫
Bε,x,y

εdβ(b) +

∫
Bcε,x,y

(1 + 1)dβ(b)

≤ εβ(Bε,x,y) + 2β(Bc
ε,x,y)

≤ ε+ 2ε = 3ε.

Therefore, the family (Pµ
nf)n≥1 is equicontinuous, and hence so is the operator Pµ.
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Chapter 4

Decomposition theorems and

Empirical Measures for

Markov-Feller Operators

As mentioned in the introduction, our method of constructing probability measures on X =

P(Rd) is a functional one. We will see probability measures as vectors of C0(X)∗ (see the

end of section 2.3). For this reason, we dedicate Subsection 4.1 to all the general notions of

functional analysis needed to prove the results in Chapter 5. This part of the chapter is based

on Raugi’s work [Rau94].

The space X can be any compact metric space and P an equicontinuous Markov-Feller opera-

tor on X. One of the main results of this section is Theorem 4.1.2 which shows that the space

of measures on X can be decomposed into a suitable direct sum of P -stable subspaces: the

space of P -invariant vectors and a space on which P contracts any vector to zero in Cesaro

mean. We then explain the link between this functional analytic chapter and our main study

in this thesis.

The last part of this chapter is the powerful Breiman’s law of Large number Theorem 4.2.2

that describes the subsequential limits of the empirical measures for Markov-Feller operators

on a compact metric space.
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4.1 Decomposition Theorems

In this section, X is a compact metric space and E is the Banach space E = C0(X) with || · ||

the sup norm. We endow the dual Banach space E∗ with the ∗-weak topology defined in the

same way as in Definition 2.3.1.

Definition 4.1.1. For any operator P : E −→ E, we define the adjoint operator of P in

E∗ by ν −→ νP where (νP )(f) = ν(P (f)) for all f ∈ E.

Lemma 4.1.1. If {Pnf ;n ≥ 1} is strongly relatively compact for any f ∈ E, then for any

ν ∈ E∗, {νPn;n ≥ 1} is ∗-weakly relatively compact.

Proof. Let ν ∈ E∗. For any f ∈ E, {Pnf}n has a subsequence {Pnkf}k that converges to

some yf ∈ E. Let η ∈ E∗ be defined by η(f) = ν(yf ) for any f ∈ E. Then, for all f ∈ E, by

continuity of ν, we have that limk→∞ νP
nk(f) = ν(yf ) = η(f). Hence, νPnk is a subsequence

of {νPn;n ≥ 1} that converges ∗-weakly to η.

For any operator P , we will introduce the following sets:

EP := {f ∈ E : Pf = f}, (E∗)P := {ν ∈ E∗ : νP = ν}

EP := {f ∈ E : lim
n→∞

1

n

n∑
k=1

P kf = 0 strongly}

and

(E∗)P := {ν ∈ E∗ : lim
n→∞

1

n

n∑
k=1

νP k = 0 ∗ −weakly}

An element in EP will be called a P -invariant function and an element in (E∗)P will be called

a P -invariant measure.

Theorem 4.1.2. Recall that E = C0(X). Let P : E −→ E be an an equicontinuous Markov-

Feller operator (see Definitions 3.1.1 and 3.1.3). Then:

(i) One has the isomorphism (E∗)P ' (EP )∗
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(ii) E can be decomposed as E = EP ⊕ EP

(iii) E∗ can be decomposed as E∗ = (E∗)P ⊕ (E∗)P

Proof. (i) Let ψ : (E∗)P −→ (EP )∗ be defined by ψ(ν) = ν|EP for all ν ∈ (E∗)P .

ψ is injective: Let ν ∈ (E∗)P be such that ν(g) = 0, ∀g ∈ EP . Let f ∈ E and let K =

{Pnf : n ≥ 1}. Since P is equicontinuous, by Proposition 3.1.1, K is compact in E. So

by [Rud91, Theorem 3.20.c], the convex hull co(K) is relatively compact, i.e the sequence

{af,n = 1
n

∑n
k=1 P

kf} ∈ K has a subsequence converging to some y∞ ∈ co(K). For simplicity,

we will denote this subsequence again by {af,n}. Notice that

P (af,n) = af,n +
1

n
(Pn+1f − Pf).

But since Pn+1f, Pf ∈ K, which is compact, then they are bounded and we get that, as n

goes to ∞, P (y∞) = y∞ (by continuity of P ). Now,

ν(f) = lim
n→∞

1

n

n∑
k−1

ν(f) = lim
n→∞

1

n

n∑
k=1

ν(P kf) = ν(y∞) = 0.

Therefore ν is the zero operator.

ψ is surjective: Let η ∈ (EP )∗. By the Hahn Banach theorem, there exists ν ∈ E∗ such that

ν|EP = η. By Lemma 4.1.1, the sequence {bn = 1
n

∑n
k−1 νP

k} is ∗-weakly relatively compact,

so it contains a subsequence (denoted by {bn} for simplicity) that converges ∗-weakly to some

ν∞. As before, notice that, for any f ∈ E

ν∞P (f) = lim
n→∞

1

n

n∑
k=1

νP k+1(f) = lim
n→∞

(
1

n

n∑
k=1

νP k(f) +
νP k+1(f)− νP (f)

n

)
= ν∞(f).

Therefore, ν∞ ∈ (E∗)P and for any f ∈ EP , ν∞(f) = lim
n→∞

n∑
k=1

νP k(f) = lim
n→∞

n∑
k=1

ν(f) = ν(f).

Hence we found ν∞ ∈ (E∗)P such that ψ(ν∞) = ν∞|EP = ν|EP = η.

(ii) Let f ∈ E. As before, any cluster point y∞ of the sequence { 1
n

∑n
k=1 P

kf} satisfies
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y∞ ∈ EP and ∀ν ∈ (E∗)P , ν(y∞) = ν(f) (which is a constant). Using the isomorphism (i)

and the canonical injection EP ↪→ (EP )∗∗, we deduce that { 1
n

∑n
k=1 P

kf} admits a unique

cluster point and so it converges to y∞ ∈ EP . So now let πP : E −→ E be the map

f 7−→ limn→∞
1
n

∑n
k=1 P

kf . Then, πP is a well defined function and is clearly a projection

with Im(πP ) = EP and ker(πP ) = EP . Hence, E = EP ⊕ EP

(iii) Let ΠP : E∗ −→ E∗ be the map ν 7−→ νπP where πP is defined above. It is easy to see

that ΠP is a projection whose image is (E∗)P and kernel is (E∗)P . Thus, E∗ = (E∗)P ⊕ (E∗)P .

Proposition 4.1.1. If ν ∈ E∗ is P -invariant, then for all f ∈ E,
∫
X fdν =

∫
X π(f)dν where

π is the projection of E onto EP parallel to EP .

Proof. Let f ∈ E, f = π(f) + f2 where f2 ∈ Ep (Theorem 4.1.2),
∫
X fdµ = ν(f) = ν(π(f)) +

ν(f2). Since ν is P -invariant, ν(f2) = ν(P kf2) for all k. But ν(Pf2) = 1
n

∑n
k−1 ν(Pf2) =

1
n

∑n
k−1 ν(P kf2) = ν( 1

n

∑n
k−1 P

kf2) −→
n→∞

0 (by definition of EP and continuity of ν). There-

fore,

∫
fdν = ν(π(f)) =

∫
π(f)dν.

We end this section by linking the notions covered in this chapter with the ones discussed

in Chapter 2.4 concerning µ-stationary measures.

Remark 4.1.1. (Relation between µ-invariant and Pµ-invariant) Markov Feller operators

occur in our thesis as the averaging operator Pµ where µ is a probability measure on GLd(R).

It is important to note that for any probability measure ν on X, one has

µ ∗ ν = ν ⇐⇒ νPµ = ν. (4.1)

Indeed, for any f ∈ C0(X),

(µ∗ν)(f) =

∫
f(x)d(µ∗ν) =

∫ (∫
f(gx)dµ(g)

)
dν(x) =

∫
Pµ(f(x))dν(x) = ν(Pµ(f)) = νPµ(f).

So µ ∗ ν = νPµ = ν.
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4.2 Empirical Measures

In this section, we follow the notation of Section 3.2.

Definition 4.2.1. We define the empirical measures for any x ∈ X, b = (bi)i≥1 ∈ B and

n ≥ 1 to be the probability measures νx,b,n := 1
n

∑n
k=1 δbk···b1x.

Theorem 4.2.1. Breiman’s law of large numbers [Bre60]

Assume that there exists only one µ-stationary probability measure ν on X. Then, for all x

in X, for β-almost every b in B, the sequence of empirical measures νx,b,n converges ∗-weakly

to ν.

In fact, we are interested in a stronger version of the statement above that arises from its

proof and that is, as observed by Benoist and Quint [BQ12, page 17], very useful even if there

are more than one µ-stationary probability measure. We will state it as follows:

Theorem 4.2.2. Breiman’s law of large numbers bis

Let X be a compact metrizable space. Then, for every x in X, for β-almost every trajectory

b ∈ B, every ∗-weak cluster point of the sequence of empirical measures is µ-invariant.

Here is a proposition that we will need in Chapter 5

Proposition 4.2.1. Suppose that νx,b,n converges to a probability measure νx.b. Then, for all

y ∈ supp(νx,b), y is a limit point (subsequential limit) of the sequence {bn · · · b1x}n≥1.

Proof. Let y ∈ supp(νx,b), i.e ∀ε > 0, νx,b(B(y, ε)) > 0. Suppose y is not a limit point of

{bn · · · b1x}n≥1. Then, there exists ε0 > 0 and n0 ∈ N such that for all n > n0, bn · · · b1x /∈

B(y, ε0). Therefore for all n ≥ n0, νx,b,n (B(y, ε0)) ≤ n0
n . By porte-manteau theorem, we

deduce that νx,b (B(y, ε0)) ≤ 0, i.e. νx,b (B(y, ε0)) = 0. This is a contradiction with y ∈

supp(νx,b).

34



Chapter 5

Limit Laws on Projective Spaces

In this chapter, we will prove Theorem 1.0.1 at two times: Theorem 5.2.1 and Theorem 5.2.2

below. We recall that our space X = P(Rd) is a compact metric space and for any probability

measure µ on GLd(R), the averaging operator Pµ is a Markov-Feller equicontinuous operator

by Chapter 3, which allows us to use the results of Chapter 4. Theorem 5.2.1 will follow from

the equicontinuity of Pµ (Theorem 3.0.1) and the Decompositions theorems of Chapter 4

(Theorem 4.1.2) while Theorem 5.2.2 will be the result of the equicontinuity of Pµ, Breiman’s

law of large number (Theorem 4.2.2) and Doob’s martingale theorem we recall herebelow.

5.1 Basic Notion of Martingales

As observed by Furstenberg, the theory of Martingales is very useful to describe stationary

measures ([Fur63]). In this section, we will just recall the notions that we need for martingale

theory. We refer for instance to [Bil12, Chapter 6].

Definition 5.1.1. A martingale is a sequence of random variables X1, X2, · · · such that for

all n ∈ N, E(|Xn|) <∞ and E(Xn+1|X1, · · · , Xn) = Xn

Definition 5.1.2. A sequence of random variables X1, X2, · · · satisfying E(Xn+1|X1, · · · , Xn) ≤

Xn is said to be a supermartingale.

Remark 5.1.1. Any martingale is a supermartingale.
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We now state the following important theorem due to Doob.

Theorem 5.1.1. Doob’s Martingale Theorem

Suppose {Xn} is a supermartingale satisfying supnE(|Xn|) < ∞, then, almost surely, the

limit X∞ = limn→∞Xn exists. Moreover, X∞ ∈ L1.

5.2 Construction of Stationary Measures

In this section, we let X = P(Rd) and E = C0(X), the Banach space of continuous function

over X, endowed with the supremum norm || · ||. In this section, we prove the following result:

Theorem 5.2.1. Let µ be a probability measure on GLd(R) such that the action of Γµ on Rd

is strongly irreducible. Then, for every x in X, the limit probability measure

νx := lim
n→∞

1

n

n∑
k=1

µ∗k ∗ δx

exists, is µ-stationary, and depends continuously on x.

Recall from (4.1) that µ∗k ∗ δx = δxP
k
µ and ν is µ− stationary if and only if it is Pµ-invariant.

Therefore, proving Theorem 5.2.1 is equivalent to proving, under the same hypothesis, the

following statement: for every x in X, the limit probability measure

νx := lim
n→∞

1

n

n∑
k=1

δxP
k
µ

exists, is Pµ-invariant, and depends continuously on x.

Proof. To simplify notation, let P = Pµ.

Let x ∈ X. Since P is equicontinuous, and δx ∈ M(X) = E∗, then, by Theorem 4.1.2, there

exists η1 ∈ (E∗)P and η2 ∈ (E∗)P such that δx = η1 + η2, which implies that

1

n

n∑
k=1

δxP
k
µ =

1

n

n∑
k=1

η1P
k
µ +

1

n

n∑
k=1

η2P
k
µ .
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By definition, the second term of the above equation converges ∗-weakly to zero as n goes to

∞, and η1P
k = η1. Hence, νx = lim

n→∞

1

n

n∑
k=1

η1 = η1 exists and is P -invariant. Moreover, since

P(X) is closed in the ∗-weak topology (Proposition 2.3.1), νx is a probability measure.

It remains to prove that νx depends continuously on x, i.e that the map ψ : X −→ P(X), x 7−→

νx is continuous with P(X) endowed with the weak-∗ convergence. Indeed, let xn ∈ X that

converges to some x. Fix f ∈ C0(X). By equicontinuity of P , we can find δ > 0 such that,

for every k ∈ N, |(P kf)(x) − (P kf)(y)| < ε whenever d(x, y) < δ. Let n0 = n0(ε) ∈ N

such that d(xn, x) < δ for all n > n0. Fix n > n0. We have then for every k ∈ N that

|(P kf)(x)− (P kf)(y)| < ε, i.e. |(δxP k)(f)− (δxnP
k(f)| < ε. In particular, for every k ∈ N,

∣∣∣∣∣1k
k∑
l=1

(δxP
l
µ)(f)− 1

k

k∑
l=1

(δxP
l
µ)(f)

∣∣∣∣∣ < ε.

Tending k to +∞ (n being fixed), we deduce that |νx(f) − νxn(f)| < ε. Thus νxn(f) −→
n→+∞

νx(f). Thus νxn converges to νx in the weak-∗ convergence. Hence ψ is sequentially continuous

and hence continuous, by the metrizability of the space X.

Now, our second result shows how we can construct the same measures of Theorem 5.2.1 using

empirical measures. Here, we use the same notation introduced in Section 3.2.

Before we state the theorem, we give a few definitions.

Definition 5.2.1. A measure ν is said to be µ-ergodic if, when a measurable set A satisfies

g−1A = A for all g ∈ Γµ, we have ν(A) = 0 or ν(Ac) = 0.

Definition 5.2.2. We say that the action of µ on X is uniquely ergodic if there is a unique

µ-invariant probability measure on X.

Remark 5.2.1. In fact, the µ-ergodic measures are the extreme points of the set of µ-invariant

measures. In the case where X is uniquely ergodic, this implies that the unique measure on

X must be ergodic.
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Definition 5.2.3. Let P : C0(X) −→ C0(X) be an operator, and let ν ∈ P(X). We say that

ν is P -ergodic if it is an extreme point of the compact convex set of P -invariant probability

measures on X.

Now we prove our main theorem.

Theorem 5.2.2. Let µ be a probability measure on GLd(R) such that the action of Γµ on

Rd is strongly irreducible. Then, for every x ∈ X, for β almost every b ∈ B, the limit of the

empirical probability measures

νx,b := lim
n→∞

1

n

n∑
k=1

δbk···b1x

exists and is a µ-ergodic µ-stationary probability measure on X. Moreover,

νx =

∫
νx,b dβ(b).

As before, we note that proving µ-invariance and µ-ergodicity of ν is equivalent to proving

its P -invariance and P -ergodicity.

Proof. Fix x ∈ X. Applying Proposition 4.2.2, we get, for β-almost every b ∈ B, every ∗-weak

cluster point νb,x of the sequence νb,x,n := 1
n

∑n
k=1 δbk···b1x is µ- invariant (i.e Pµ- invariant).

Claim: For b ∈ B, knowing that νb,x ∈ (E∗)Pµ , then

∫
fdνb,x,n −→

∫
fdνb,x for all f ∈ E,

if and only if ∫
fdνb,x,n −→

∫
fdνb,x for all f ∈ EPµ .

Proof: Let f ∈ E, f = π(f)+f2 where f2 ∈ EPµ . Then,

∫
fdνb,x,n =

∫
π(f)dνb,x,n +

∫
f2dνb,x,n.

By writing f = f+ − f− (decomposition into positive and negative parts), we can assume

that f2 is non-negative. By definition, for every x ∈ X,
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1

n

n∑
k=1

P kf2(x) =
1

n

n∑
k=1

∫
GLd(R)

f2(gx)dµ∗k(g) =

∫
B

1

n

n∑
k=1

f2(bn · · · b1x) dβ(b) −→
n→+∞

0.

Since f2 is non-negative, we deduce that for β-almost every b ∈ B, 1
n

∑n
k=1 f2(bk · · · b1x) −→ 0,

i.e.
∫
X f2(y) dνb,x,n(y) −→ 0. Therefore, for every f ∈ E, for almost every b ∈ B,

lim
n→∞

∫
f dνb,x,n = lim

n→∞

∫
π(f) dνb,x,n =

∫
π(f) dνb,x =

∫
f dνb,x

because νb,x is P -invariant. This proves our claim by the separability of E. The claim implies

that to show that νb,x,n converges, it is enough to show that νb,x,n(f) converges for all f ∈ EPµ ,

for β- almost every b ∈ B.

Let f ∈ EPµ and consider the map

Φn : B −→ R

b = (b1, b2, · · · ) −→ f(bn · · · b1x).

Notice that for any n ∈ N,

E[Φn+1(b)] =

∫
f(g · bn · · · b1x) dµ(g) = Pµf(bn · · · b1x) = f(bn · · · b1x) = Φn(b)

since f is Pµ-invariant. Therefore {Φn} is a martingale, and since f is continuous over X which

is compact, then Φn is bounded on B. Hence, by Doob’s Martingale Theorem, f(bn · · · b1x)

converges for β-a.e b ∈ B, and thus the Cesaro sum, which is νb,x,n(f), converges to a measure

νb,x(f), as desired. By compactness of P(X), we know that νb,x is a probability measure.

So, by separability of E, we proved that for x ∈ X, for β-a.e b ∈ B, the limit of the empirical

probability measures νb,x = limn→∞
1
n

∑n
k=1 δbn···b1x exists and is µ-invariant. It remains to

show that it is µ-ergodic for β-a.e b ∈ B. To do so, it is enough to show that for β-a.e b ∈ B,

the action of µ on Sb := supp(νb,x) is uniquely ergodic, i.e for β-a.e b ∈ B, there is a unique
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µ-stationary measure on Sb (see Remark 5.2.1).

Fix a generic sequence b ∈ B, and let f ∈ EPµ . We showed that f(bn · · · b1x) converges to

`f = νb,x(f) (which is a constant) as n goes to ∞. Then, any limit point of the sequence

{bn · · · b1x}n in X is in the level set f−1(`f ), which implies that Sb ⊂ f−1(`f ) (Proposition

4.2.1).

Therefore, for all f ∈ EPµ , for all y ∈ Sb, f(y) = `f . Suppose now that there exists a

µ-invariant measure η such that supp(η) ⊂ Sb, i.e η(Sb) = 1. Then, for all f ∈ EPµ ,∫
f(y) dη(y) =

∫
`f dη(y) = `f . But, since η and νx,b are both Pµ-invariant, then by Propo-

sition 4.1.1, it follows that

∀f ∈ E,
∫
f(y) dη(y) = `f =

∫
f(y) dνx,b(y)

and hence η = νx,b.

Now, for any f ∈ E,

∫
νx,b(f)dβ(b) = lim

n→∞

1

n

n∑
k=1

∫
B
δbk···b1x(f)dβ(b) = lim

n→∞

1

n

n∑
k=1

∫
Γµ

δgx(f)dµ∗k(g)

= lim
n→∞

1

n

n∑
k=1

∫
Γµ

f(gx)dµ∗k(g) = lim
n→∞

1

n

n∑
k=1

∫
Γµ

∫
X
f(gy)dδx(y)dµ∗k(g)

= lim
n→∞

1

n

n∑
k=1

µ∗k ∗ δx

= νx(f).

Hence, νx =
∫
νx,b dβ(b) as desired.
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2007.

[Gui90] Y. Guivarc’h. Produits de matrices aléatoires et applications aux propriétés
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measures on groups (Oberwolfach, 1981), volume 928 of Lecture Notes in Math., pages

258–303. Springer, Berlin-New York, 1982.
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