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An Abstract of the Dissertation
of

Reem Mohammad Salim Melki for Doctor of Philosophy
Major: Electrical and Computer Engineering

Title: Designing Physical Layer Security Solutions For Emerging Communication
Systems in 5G Networks

Over the past few years, wireless networks have witnessed major advance-
ments in wireless communication technologies, due to 1) the large population
growth, 2) the rapid urbanization of different cities around the globe, and 3)
the wide deployment of the Internet in people’s daily lives. This has triggered
a vigorous increase in the amount of traffic in both enterprise and residential
networks, and it has motivated researchers and network operators to reconsider
current network designs and mobile platforms.

In order to cater for the huge expansion in the wireless industry, the 5G tech-
nology has been introduced as the next-generation standard for digital cellular
networks. This technology promises vastly increased capacity, reduced latency,
better utilization of resources, and faster speeds (data rates). Additionally, the
5G network architecture includes a large heterogeneous panel of interconnected
networks and devices, such as Device-to-Device (D2D) and Machine-to-Machine
(M2M) networks, small cell access points, network cloud, Internet of Things
(IoT), and many more.

One important requirement that needs to be addressed in 5G networks is its
security. This is, mainly, attributed to the fact that existing security solutions
and cryptographic algorithms can not support the stringent requirements of 5G
networks. More specifically, conventional security solutions introduce a consider-
able overhead in terms of resources and delay (multi-round operations), which is
not feasible for constrained devices.

On the other hand, Physical Layer Security (PLS) has, recently, emerged as a
promising methodology for enhancing the security of wireless networks, without
relying on upper-layer cryptographic techniques. It allows legitimate users to
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exchange confidential messages in the presence of adversaries, by simply utilizing
the dynamic properties and characteristics of wireless channels. Security in wire-
less networks has always been addressed separately from the physical layer, due
to its uncontrollable random nature. However, with the tremendous advancement
in computational capabilities, classical security techniques (static structure) are
becoming less secure and the need for new adjustments is becoming more crucial.
More and more research has been directed towards studying, understanding and
exploiting the highly random nature of wireless networks. As a result, this has
paved the way for new security solutions, that are more robust and less complex
than current schemes. Moreover, the physical layer is common to all kinds of
devices, hence, any security solution at this layer is useful for all heterogeneous
devices.

The goal of this PhD dissertation is to design and evaluate novel PLS so-
lutions that guarantee multiple security services with minimum overhead. One
important aspect is achieving a good balance between security and performance,
in order to ensure the efficient and proper deployment of different state-of-the-art
communication systems in 5G networks. Another aspect is providing a complete
“security framework” for emerging communication systems and resource-limited
devices. This framework consists of several protocols and algorithms, that man-
age the transferal of information in public wireless networks.

Unlike traditional security solutions, which require multiple rounds of exten-
sive operations, the proposed PLS techniques leverage the random and dynamic
properties of wireless channels to achieve robust security using a single round of
simple operations. These schemes are classified according to five security services,
which are: device authentication, key generation and distribution, data confiden-
tiality, data integrity and source authentication, and data availability. For each
security service, several variant schemes are presented and evaluated. The pro-
posed security solutions target different technologies such as NOMA and MIMO.
Since OFDM is expected to remain a key enabling technology in emerging and fu-
ture systems such as 5G networks, PLS schemes (data confidentiality and message
authentication) for OFDM systems are also designed and evaluated. Moreover,
these methods are compared when applied at two instances; before the Inverse
Fast Fourier Transform (IFFT) and after, since it is important to quantify the
effect of each case on the security level. The security level and performance gains
of the proposed schemes are analyzed using simulations and numerical results.
The various obtained results prove the superiority of the proposed solutions over
similar existing approaches in the literature.
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Chapter 1

Introduction

Wireless communication is one of the most pervasive technologies and is, by far,
the fastest growing segment of the communications industry, with nearly 5 billion
users accessing only one array of wireless technologies, which is cellular communi-
cation [1, 2]. Moreover, this technology has become crucial for a very wide range
of applications including 5G networks, Internet of Things (IoT), Wireless Sen-
sor Networks (WSN), banking, social networking, health monitoring and many
others [1].

1.1 Problem Formulation

The broadcast nature of wireless transmission has made this technology vulnera-
ble to passive and active attacks, since adversaries are able to capture, decode and
recover transmitted signals having sufficient power [3]. Conventionally, commu-
nication security is viewed as an independent feature, and it is addressed at the
upper layers of the protocol stack by applying traditional cryptographic schemes
(data link layer and above) [4]. Some of the well known security protocols are: the
Hypertext Transfer Protocol-Secure (HTTPS) which is an adaptation of HTTP
for secure communication at the application layer [5], the Transport Layer Se-
curity (TLS), which is used to protect the transport layer [6] and the Internet
Protocol Security (IPsec), which is designed to secure communication over Inter-
net Protocol (IP) networks [7]. All of the aforementioned security protocols and
the available cryptographic algorithms have greatly improved network security,
however, it has always been assumed that the physical layer provides an error-
free link, which is not the case in practice. For instance, wireless links are more
vulnerable to attacks than wired links, since the latter provides dedicated chan-
nels between users and, thus, offers better performance in terms of privacy and
security. Currently, security protocols operate above the physical layer, which
means that the physical layer header is transmitted in plaintext. This allows
eavesdroppers to synchronize to the transmitted frames and, hence, recover data.
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As such, wireless security is still prone to both active and passive attackers since
the underlying structure of the transmitted data is not encrypted and is sent in
the clear [4]. Moreover, with the emergence of ad-hoc and decentralized networks,
upper layer security techniques have become complex and harder to implement.

1.2 Motivation

Motivated by what state-of-the-art wireless technologies have to offer from in-
creased throughput to enhanced resiliency against failures and by the fact that
today’s wireless networks still suffer from major security vulnerabilities, Physical
Layer Security (PLS) has been recently introduced as a promising candidate to
improve the security of wireless communication systems. PLS has received a lot of
interest from both academia and industry, and notable progress has been made in
terms of 1) understanding the basic physical layer fundamentals and 2) proposing
novel ideas and techniques to ensure better wireless network security [8, 1, 9, 10].
Moreover, PLS has the potential to greatly enhance the performance of a very
wide range of applications.

The physical layer has the least impact on wireless communication systems
(lowest layer) and it is the fastest among all layers (low delay and minimum
utilized resources). In other words, any security solution applied at this layer will
not modify or affect any functionality at upper layers. Additionally, the physical
layer is common to all kinds of devices, which means that any security solution
at this layer can be useful to all heterogeneous devices. By default, PLS secures
data at the physical layer and all above layers, using only one round of simple
operations [11]. Furthermore, the high level of randomness and dynamicity the
physical layer possesses, has paved the way for new security solutions, that are
more robust and less complex than current schemes. Generally, this is the main
motivation behind adopting PLS.

Recently, extensive research work has been presented to design wireless PLS
schemes [12, 13]; many challenging but interesting issues remain open for future
contributions. Specifically, existing work in this area focuses on exploring differ-
ent techniques to establish the first line of defense in the security of 5G networks.

1.3 Contributions of Dissertation

In this PhD dissertation, PLS schemes that jointly enhance the security and
performance of emerging communication systems in 5G networks, are defined
and evaluated. These schemes are divided into five main groups:

• Device (mutual) authentication schemes;

• Key generation and distribution schemes;
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• Data confidentiality schemes;

• Source authentication and message integrity schemes;

• Availability schemes.

Examples of communication systems in 5G networks include Internet of Things
(IoT) systems, Device-to-Device (D2D) systems, Machine-to-Machine (M2M)
systems and many others. Throughout this dissertation, the system model of
the IoT system is considered, however, the presented schemes are generic and
they can be employed by any other 5G communication system. The contribu-
tions of this dissertation are summarized as follows:

• A detailed study on the existing PLS schemes is presented. More specifi-
cally, these schemes are categorized into five groups; each group corresponds
to one of the previously mentioned security services. Then, each technique
is described and discussed in a detailed manner for a better understanding
of the PLS method.

• The advantages and weaknesses of each technique are highlighted and ways
to overcome the mentioned limitations are suggested. The PLS schemes are
summarized in a tabular form for a side-by-side comparison.

• A complete security framework that targets all security services is presented.
It is a combination of algorithms and protocols that are, both, secure and
efficient.

• Two lightweight and secure device authentication protocols are presented.
These protocols are based on multiple factors, mainly a PUF-derived pa-
rameter and channel randomness. For each new session, the employed fac-
tors are updated (changed) dynamically to minimize the risk of having an
exposed key and prevent tracking. Moreover, lightweight cryptographic
computations, mainly the XOR operation and a one-way hash function, are
utilized, which makes the proposed techniques very efficient compared to
other authentication schemes in the literature. In particular, both protocols
take into account energy constraints, processing capabilities, and practical
limitations of low-power devices. The presented simulation results show
that the proposed protocols achieve the desired security and performance
(efficiency) requirements, in comparison to existing authentication proto-
cols. Additionally, using the mutual authentication step, users are able to
establish a shared secret session key, which will later be used to generate a
dynamic key. The resulting key will be used to ensure data confidentiality
(encryption), message authentication and system availability.
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• A dynamic key generation scheme is presented. Specifically, this key is
obtained using channel-derived parameters and the secret session key that
has been exchanged between users in the mutual authentication step.

• Two novel encryption/cipher schemes are proposed and assessed (data con-
fidentiality), namely the 2-D permutation scheme and the enhanced phase
encryption scheme. These schemes are modified versions of traditional
schemes which are the permutation scheme and the phase encryption scheme.

• Four data confidentiality methods are derived and studied. The first scheme
secures the OFDM system. The second is a generic scheme that applies
to all post-modulation data frames in any system utilizing any multiple
access method (not necessarily an OFDM system). The third is a NOMA-
based data confidentiality scheme that takes into account the system and
transmission models of the NOMA system and the fourth is a MIMO-based
scheme. Various security and performance metrics are used to evaluate the
proposed schemes. All of the proposed schemes utilize the dynamic key to
derive cipher primitives used in the encryption process.

• The effect of encryption before and after the Inverse Fast Fourier Transform
(IFFT) in OFDM is explored and analyzed. In particular, the existing
and proposed cipher schemes are performed Pre-IFFT and Post-IFFT and
several conclusions are drawn out.

• Two PLS source authentication and message integrity schemes are designed
and tested. The first technique is a novel hashing technique for OFDM
frame symbols (complex symbols), based on the random characteristics of
the physical layer (dynamic key). This technique is done in the time and
frequency domains, that is, before and after performing the IFFT trans-
formation (two variants). Essentially, complex OFDM symbols are first
pre-processed and then, key-hashed to ensure their integrity via a non-
linear function (an integer function is used for the Pre-IFFT case and a
non-integer function is used for the Post-IFFT case). The two cases (Pre-
IFFT and Post-IFFT message authentication) are compared to each other,
on one hand, and to popular methods in the literature, on the other. The
second scheme is a generic hashing function that can be applied to any sys-
tem utilizing any multiple access scheme (not necessarily OFDM). It is also
based on the random and dynamic parameters of the physical layer (specif-
ically the dynamic key), and it is applied on post-modulation symbols in
their complex format. The cryptographic properties such as key and mes-
sage sensitivities, as well as collision resistance are confirmed. Also, security
and performance tests are presented to validate robustness and efficiency
in comparison to existing hash functions.
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• Finally, two schemes that jointly achieve secrecy and reliability, are ex-
plored. These schemes exploit the notions of Random Linear Network
Coding (RLNC), multi-homing and PLS, to ensure the availability of data
at all times (in case of link failure, error, or availability attacks). Specifi-
cally, the joint encryption/encoding processes, which consist of simple and
lightweight operations, enable users to decode and recover original data
using a subset of the received data. Both schemes are performed at the
byte level, however, one scheme considers integer byte values and the other
considers binary byte values. The robustness and efficiency of the proposed
cryptographic solutions are analyzed using cryptanalysis, security and per-
formance tests.

1.4 Organization of Dissertation

The rest of this dissertation is organized as follows:
Chapter 2 presents the necessary background information related to PLS,

the different security services, OFDM, NOMA and MIMO. Chapter 3 presents a
comprehensive literature review on the existing research work done in the field of
PLS. It also compares the schemes presented in the literature, and identifies their
limitations, to highlight on the need for designing novel PLS methods suitable for
emerging communication systems. PLS mainly targets three technologies, which
are OFDM, NOMA and MIMO. In each category, existing schemes are further
divided into several sub-categories, each corresponding to different security ser-
vices. Chapter 4 presents and evaluates two device authentication protocols.
Chapter 5 presents the dynamic key generation scheme. Chapters 6, 7, 8 and 9
present and assess four data confidentiality schemes, each targeting a different
system (OFDM, general, NOMA and MIMO). Chapter 10 presents two source
authentication and message integrity schemes, and compares them to existing
schemes in the literature. Chapter 11 presents the data availability schemes that
jointly enhance secrecy and reliability based on RLNC, multi-homing and PLS.
Finally, Chapter 12 summarizes and concludes this dissertation, and it presents
the open research problems that need further investigation.

1.5 Publications

During the PhD residency, the following publications have been produced.

Journal Papers

1. R. Melki, H. Noura, and A. Chehab. “Design and Realization of an Ef-
ficient & Secure PLS Cipher Scheme For Multi-Homed Systems.” (submit-
ted).
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2. R. Melki, H. Noura, and A. Chehab. “An Efficient and Secure Cipher
Scheme for MIMO-OFDM Systems based on Physical Layer Security.” (sub-
mitted).

3. R. Melki, H. Noura, and A. Chehab. “Physical Layer Security for NOMA:
Limitations, Issues and Recommendations.” (submitted).

4. R. Melki, H. Noura, J. Hernandez Fernandez, and A. Chehab. “Message
Authentication Algorithm for OFDM Communication Systems.” (submit-
ted).

5. H. Noura, R. Melki, and A. Chehab. “Efficient & Secure Cipher Scheme
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Chapter 2

Background

This chapter presents and discusses the necessary background information related
to physical layer security, Orthogonal Frequency Division Multiplexing (OFDM),
Non-Othogonal Multiple Access (NOMA) and Multiple-Input Multiple-output
(MIMO) systems.

2.1 Preliminaries and Notation

Appendices A and B list all of the used abbreviations and notations in this
dissertation.

2.2 Physical Layer as a Security Solution

In general, there are two approaches for designing security techniques: 1) com-
putational security and 2) information-theoretic security [14]. In computational
security, the security level of a specific technique is indicated by the amount of
time it takes to break a code [15, 16]. Information-theoretic security, on the
other hand, does not rely on computational power, but rather on the physical
properties of the radio channel. It is based on Claude Shannon’s early work on
the mathematical theory of communication. Shannon’s work mainly focused on
symmetric-key encryption systems [17]. In contrast, the work of Aaron Wyner,
in this field, is more relevant to PLS, in which he used the wiretap channel model
to prove that secrecy can be attained using the communication channel itself,
without the need of shared secret keys [18]. As a result, physical layer secu-
rity techniques, based on information-theoretic security, have attracted a lot of
attention, lately [14, 19, 20].

Physical layer security methods can be either 1) key-based [17, 21] or key-
less based on Wyner’s wiretap channel [18]. While, keyless security schemes
require full or partial Channel State Information (CSI) of the eavesdropper’s
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channel (unpractical in most situations), key-based security exploits the random-
ness of common wireless channels to establish secure keys between two legitimate
users [20]. In [18], Wyner analyzes the wiretap channel model and proves that a
transmitter can send information, securely, if the Signal-to-Noise Ratio (SNR) of
the legitimate receiver is higher than that of the eavesdropper (channel between
transmitter and receiver is better than the channel between the transmitter and
the adversary). In this case, the maximum achievable secrecy rate, in which
data can be transmitted secretly from the legitimate transmitter to the legiti-
mate receiver, is referred to as the secrecy capacity. The keyless model proposed
in [18] can be realized when using PLS schemes such as wiretap coding [18, 22],
beamforming [23], and power allocation [24]. However, in all of the previously
mentioned techniques, it is assumed that the transmitter knows the CSI between
the eavesdropper and itself, which is unrealistic [3]. To ensure robust security,
PLS solutions should be independent of the CSI of the adversary (key-based).

The applications of PLS are numerous. It can be applied to all types of appli-
cations (Machine-to-Machine (M2M), Point-to-Point or Link-to-Link), especially
those adopting wireless communications. M2M is a generic class of applications
in which a variety of devices communicate with each other or through a network.
More specifically, it refers to the direct communication of machines (objects)
with each other [25]. Few state-of-the-art technologies that fall under “Machine-
to-Machine (M2M) communications” are Device-to-Device (D2D), Internet-of-
Things (IoT) and Vehicular Communication. Other wireless systems and tech-
nologies that can benefit from PLS include Visible Light Communication (VLC),
Body Area Network (BAN), Power Line Communication (PLC), Radio Frequency
Identification (RFID), Vehicular Ad-Hoc Network (VANET), smart grid, Ultra-
Wide-Band (UWB), Unmanned Aerial Vehicle (UAV), mm-Wave, cognitive radio,
index modulation, Multiple-Input Multiple-output (MIMO) systems, Orthogonal
Frequency Division Multiplexing (OFDM) and new multiple accessing schemes
such as Non-Orthogonal Multiple Access (NOMA) [26].

2.3 Security Services

In order to design and assess various security schemes, it is important to under-
stand the different security services.

The main goal of information security is to protect information and mitigate
its associated risks, by preventing unauthorized use, access, modification, disrup-
tion, and inspection of data. Generally, there are five main security elements [27]:

• Availability and Utility

• Integrity

• Authenticity
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• Confidentiality

• Non-Repudiation

The first security element/service, which is availability, refers to the ability
of users to access information at all times. This is important since whenever a
system is not functioning properly or is not able to deliver data efficiently and in
a timely manner, information availability is compromised. Typically, illegitimate
users aim to interrupt the availability of data through the Denial-of-Service (DOS)
attack and the Distributed Denial-of-Service (DDOS) attack. One conventional
way to overcome these attacks is by using intrusion detection/prevention systems
or Security Information Event Management [28].

Utility may not be considered as a main security element, however, it is of
great benefit. It is somehow related to availability, in the sense that utility is
mandatory for achieving proper availability. For example, if the encryption key,
used to encrypt valuable information, is lost or accidentally deleted, the ciphered
information will still be available, however, it will be useless. Therefore, in some
cases utility, which refers to something being useful, is a must.

On the other hand, integrity is a major and basic security component, which
refers to the correctness of received data (unaltered data). Specifically, users
should be able to verify that the received data has not been changed or modi-
fied by untrusted/unauthorized entities, during transfer. Popular data integrity
verification mechanisms include the checksum and cryptographic hash functions.

There are two types of authentication: device authentication and source au-
thentication. The former is performed at the beginning of a communication
session, while the latter is often associated with data/message integrity. Device
authentication enables communicating users to confirm and verify each other’s
identities, based on multiple factors which are: you have, your are, you know.
This step is crucial at the beginning of each communication session, where the
transmitter should be able to ensure that the receiver is, indeed, a legitimate user,
and vice versa (legitimacy of users). To achieve device (or user) authentication,
several processes can be employed, few of which are: usernames and passwords,
biometrics (retina or fingerprints), tokens, randomly generated numbers and dig-
ital certificates (using private keys). Differently, source authentication validates
the origin/source and legitimacy of the message (correctness). It is usually as-
sociated with message integrity and it is realized using keyed-hashing algorithms
(Message Authentication Code (MAC)).

Following the device authentication step, users should achieve data confi-
dentiality and information secrecy/privacy. In particular, only authorized users
should gain access to sensitive information, which should be well protected and
private [29, 30, 31, 32]. Generally, data confidentiality is achieved using cryptog-
raphy; symmetric encryption or asymmetric encryption. The former is used more
in practice since it is more efficient, whereas the latter is is used for exchanging
symmetric keys.

10



Finally, non-repudiation confirms that the transmitted message was, truly,
issued by the intended transmitter and both, the transmitter and receiver, can
not deny it. In other words, it assures that both, the transmitter and receiver,
can not deny the validity of something. This security element can be attained
using digital signatures and/or encryption, which proves the proper delivery and
reception of data.

To guarantee the desired security level, cryptographic and non-cryptographic
algorithms are, currently, employed. Most cryptographic techniques require mul-
tiple rounds, in which they apply the same round function multiple times. This,
in turn, ensures two important security properties: 1) diffusion, which obscures
the relationship between the utilized encryption key and the resulting ciphered
data, and 2) confusion, which guarantees that any change in the input data af-
fects the obtained output, significantly [30]. On the other hand, conventional
multi-round schemes introduce a considerable amount of overhead in terms of
latency and resources, which has motivated the search for alternative solutions,
namely PLS. In the literature, several PLS schemes have been presented, each
addressing one or more of the mentioned security services.

Orthogonally spaced overlapping 
subcarriers 

Subcarrier peaks

Frequency 

Side lobes 

Subcarrier peak and 
nulls

Figure 2.1: OFDM frequency spectra

2.4 OFDM and its Variants

Orthogonal Frequency Division Multiplexing (OFDM) was first introduced in
the late 1950’s [33, 34]. Since then, it has been widely adopted as the basic
building block for many modulation schemes in different technologies such as
802.11 WLAN, 802.16 WiMAX, and 3GPP LTE. In principle, the frequency band
is divided into multiple narrow sub-bands, each modulated with a conventional

11



Concatenated 
OFDM symbol

Guard 
intervals

Frequency 

Symbol time

Orthogonal 
subcarriers

= 1 OFDM symbol
FFT bins

Channel bandwidth
FFT

Symbol 0

Symbol 1

Symbol 2

Figure 2.2: OFDM representation in the time-domain and frequency-domain

digital modulation scheme. The large number of closely-spaced overlapping sub-
carriers, transmitting in parallel, leads to an increase in the spectral efficiency
(Figure 2.1). This is one of OFDM’s main advantages. Another advantage is
overcoming the effect of frequency selective fading, which results from multi-
path propagation [35]. This requires each sub-band to have a bandwidth (BW )
satisfying [36]:

BW <
1

2πDSavg

, (2.1)

where DSavg is the average delay spread. Therefore, the problem of having
a frequency selective fading channel is simplified to having multiple flat fading
sub-channels which can be easily mitigated by equalization.

Another issue in OFDM is Inter-Symbol Interference (ISI) and Inter-Carrier
Interference (ICI). ISI is the interference caused by adjacent symbols due to the
delay spread (DS), while ICI is interference caused by adjacent sub-carriers. To
overcome ISI and ICI, a guard interval, also knwon as Cyclic Prefix (CP), is
inserted between consequent OFDM symbols and its length is set to be more
than the channel delay spread. The cyclic prefix is simply an extension of the
signal itself appended at the beginning of the OFDM symbol [37].

Figure 2.2 illustrates the main concepts of an OFDM signal, which is rep-
resented in both time- and frequency-domains. Conceptually, a combination
of Fast Fourier Transform (FFT) and Inverse Fast Fourier Transform (IFFT)
digital signal processing is required for OFDM implementation. These trans-
forms are important from the OFDM perspective because they can be viewed
as mapping digitally modulated input data (data symbols) onto orthogonal sub-
carriers [37, 38, 39]. Figures 2.3 and 2.4 show the detailed OFDM transmitter
and receiver block diagrams, respectively.
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Figure 2.4: A detailed OFDM receiver block diagram

At the transmitter’s side, the frequency-domain input bits are first grouped,
and then mapped to complex data symbols, each representing a different modu-
lation constellation point [38, 39]. After serial-to-parallel (S/P ) conversion, the
IFFT block modulates frequency-domain data symbols onto a specific number of
orthogonal sub-carriers, which make up a single OFDM symbol. In particular,
the IFFT block transforms frequency-domain data to time-domain data. The re-
sulting time-domain OFDM symbols are concatenated after inserting the guard
intervals for each symbol to create the final OFDM burst signal. The output
of the IFFT is basically the sum of the orthogonal sinusoids representing the
transmitted time-domain signal across the radio channel (Figure 2.3) [37, 38, 39].

At the receiver’s side, a reversed operation of the previously mentioned tech-
nique is performed. Here, the time-domain signal is transformed to the frequency-
domain using the FFT block, from which data bits are recovered (Figure 2.4).
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OFDM is adopted in the IEEE 802.11 a/g/n standards for signal modula-
tion [40]. The corresponding structure of the physical layer packet of IEEE 802.11
OFDM is shown in Figure 2.5. The packet consists of a preamble, a SIGNAL
field and a DATA (payload) field [10]. The DATA field includes the transmitted
data bits. The SIGNAL field, which is equivalent to one OFDM symbol, carries
information related to the coding rate, the mapping scheme and the length of
the DATA field. The preamble, on the other hand, is 16μs long and is divided
into two fields: the Short Training Sequence (STS) field and the Long Training
Sequence (LTS) field (Figure 2.5) [10, 41].

• STS Field: Consists of ten repetitions of STS, each having a duration of
0.8μs. The STSs are mainly used for signal detection, coarse frequency
offset estimation, Automatic Gain Control (AGC) diversity selection and
time synchronization [37].

• LTS Field: Includes a guard interval (1.6μs) and two repetitions of LTS
(3.2μs each). The LTSs are used for channel estimation (CSI), fine fre-
quency offset estimation and channel equalization [37].

The CP in OFDM introduces redundancy in transmitted signals and degrades
the overall performance in terms of data rate, spectral efficiency and power effi-
ciency [42]. Additionally, OFDM systems suffer from two major drawbacks which
are: i) high Peak-to-Average Power Ratio (PAPR) and ii) high Out-of-Band
(OOB) emissions. Basically, all Multi-Carrier Modulation (MCM) waveforms ex-
perience high PAPR, however, frequency confinement varies, significantly, from
one MCM waveform to another. OFDM uses a rectangular pulse shape which re-
sults in poor confinement in frequency-domain leading to high OOB emission [43].
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This has lead to the emergence of other MCM methods, mainly the Filter
Bank Multi-Carrier transmission scheme (FBMC), the Universal Filter OFDM
(UF-OFDM) and the Generalized Frequency Division Multiplexing (GFDM), as
promising candidates for the future 5G mobile communication system. These
methods are briefly discussed below:

• FBMC: This technology eliminates the CP and introduces filter banks to
the OFDM system. FBMC is one of the key technologies of future networks;
mainly 5G networks. It has been designed to overcome the drawbacks of
OFDM systems and to enhance the system’s performance, efficiency and
flexibility. More Specifically, instead of using a CP, FBMC uses an array
of filters equal to the number of sub-carriers (sub-carrier level) and OQAM
(Offset Quadrature Amplitude Modulation) modulation to reduce the OOB
power leakage and increase the spectral efficiency with low costs [44]. The
OQAM pre-processing block is based on a two-step operation. The first
step is converting complex data into real data by separating the real and
imaginary components of a complex-valued symbol into two symbols. This
increases the sample rate by a factor of 2 [45]. Afterwards, the two symbols
are multiplied by a specific sequence. Accordingly, this technique avoids the
interference between consecutive sub-channels since in each time interval,
either the real or the imaginary part of the original symbol is transmitted
on a sub-carrier. At the transmitter side, the symbols are first modulated
using offset QAM, and then, filtered using a Synthesis Filter Bank (SFB),
which includes the IFFT block and the poly-phase network. Similarly, at
the receiver, a reversed operation is performed, in which time-domain sym-
bols are recovered using an Analysis Filter Bank (AFB) (which includes
an FFT block and PPN) and then demodulated (OQAM post-processing).
The SFB and AFB consist of an array of filters equal in number to avail-
able sub-carriers.There are two types of FBMC implementations: frequency
spreading (FS-FBMC) and poly-phase network (PPN-FBMC). The latter
is more common in the literature, since it reduces the high complexity that
results from extra filtering [46, 47].

• UF-OFDM: UF-OFDM groups sub-carriers to sub-bands (sub-groups)
and then applies filtering to each sub-group, separately. Hence, UF-OFDM
can be seen as a compromise between OFDM and FBMC since it requires
less overhead and low complexity compared to FBMC [48].

• GFDM: GFDM also uses the filter bank multi-carrier concept. Basically,
GFDM spreads the available spectrum for each user into multiple spectral
segments, each having more or less bandwidth [48].

It should be noted that the majority of the work in the literature targets
the security of OFDM systems and very minimal work tackles the security of
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other variant systems. However, any OFDM PLS technique can be adapted and
integrated into any OFDM-variant.

2.5 NOMA Technology

In the literature, NOMA schemes are divided into two main classes: Power-
Domain NOMA (PD-NOMA) and Code-Domain NOMA (CD-NOMA). In the
former case, different users, sharing the same time-frequency resources, are as-
signed different power coefficients based on their channel conditions and distance
from the Base Station (BS). Following the allocation of power coefficients, the
resulting signals are superimposed and transmitted. At the receiver, Successive
Interference Cancellation (SIC) is used to decode the signals, one by one, until
the desired signal is obtained [49]. The block diagram of the NOMA transmitter
is shown in Fig. 2.6.

In CD-NOMA, different signals are also multiplexed over the same time-
frequency resources, however, using unique codes. Specifically, each user is al-
located a unique non-orthogonal code with low cross-correlation, or a sparse
sequence. Examples of CD-NOMA include Multi-User Shared Access (MUSA),
Sparse Code Multiple Access (SCMA), and Low-Density Spreading (LDS). The
concept of CD-NOMA is similar to that of Code Division Multiple Access (CDMA),
except that CDMA utilizes orthogonal codes. In addition to PD-NOMA and CD-
NOMA, there are other, less popular, NOMA schemes such as Pattern Division
Multiple Access (PDMA) and Bit Division Multiplexing (BDM). Generally, more
attention is being drawn to PD-NOMA than CD-NOMA, due to its simplicity,
efficiency, and applicability in current systems. Moreover, it does not require
additional bandwidth nor major changes, to improve spectral efficiency.

Also, from a PLS viewpoint, PD-NOMA has many challenges and limitations
that should be addressed and highlighted. The security vulnerabilities of PD-
NOMA are attributed to multiple factors which are [50]:

• The superimposed messages of multiple users are sent at the same time,
over the same bandwidth. Hence, these information, which are sent in the
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clear (broadcast nature of wireless transmission), are vulnerable to being
captured and leaked to illegitimate users.

• To recover the signal of each legitimate user, Successive Interference Can-
cellation (SIC) is applied. This process allows users to decode all of the
transmitted signals (superimposed) to obtain the desired one. Hence, su-
perimposed signals are not secure and are exposed to both, legitimate and
illegitimate users.

2.5.1 Downlink PD-NOMA System Model

At the transmitter’s side, the Base Station (BS) superimposes all individual infor-
mation signals into a single waveform, using different power coefficients (Fig. 2.7).
In particular, the User Equipment (UE) that is farthest (FU) from the BS is allo-
cated maximum power, while the nearest UE (NU) is allocated minimum power.
Power allocation is also related to the quality of the channel and its conditions.
All users in the network receive the same signal that contains the information of
all UEs. For the recovery of individual signals, each UE performs SIC to decode
the strongest signal, and then subtract it from the received signal. This oper-
ation is iterated successively until the UE finds its signal. In contrast, the Far
User (FU), which has the highest power coefficient, can recover its desired signal
directly without performing SIC, since other signals are treated as noise [51]. The
transmitted downlink signal (xD(t)) can be written as:
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xD(t) =
K∑
k=1

√
αkPBSxD,k(t), (2.2)

where xD,k(t) is the individual downlink information of the kth UE, PBS is the
transmission power at the BS, K is the number of users in the network, and αk

is the power allocation coefficient for user k. The received signal (x′
D,k(t)) at k

th

user is expressed as follows:

x′
D,k(t) = hkxD(t) + nok(t) = hk

K∑
k=1

√
αkPBSxD,k(t) + nok(t), (2.3)

where hk is the channel coefficient of the kth user, and nok(t) is the Additive
White Gaussian Noise (AWGN) at the kth UE.

2.5.2 Uplink PD-NOMA System Model

In the uplink PD-NOMA network, each user transmits its signal to the BS. These
signals are multiplexed into one signal (Fig. 2.8). At the BS, SIC is applied to
detect and distinguish the signal of each user [51]. More specifically, the received
signal at the BS, which includes the signals of all users, is represented as follows:

yU(t) =
K∑
k=1

xU,k(t)hk + nok(t). (2.4)
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Here, UEs optimize their transmit powers according to their locations, as in
the downlink NOMA case.

For the CD-NOMA case, the same concept is applied, however, instead of us-
ing unique power coefficients, users utilize unique non-orthogonal codes. Sparse
Code Multiple Access (SCMA) is the most popular CD-NOMA technique. Using
this technique, encoded bits get mapped to complex codewords, directly. Par-
ticularly, the SCMA encoder combines two operations in one step: modulation
and IFFT/FFT (Inverse Fast Fourier Transform and Fast Fourier Transform) [52].

The above-discussed system model is suited for Single-Input Single-Output
(SISO) systems, where channels are represented by scalars. Similarly, NOMA can
be applied with Multiple-Input Multiple-Output (MIMO) systems. Unlike SISO-
NOMA, the channels of MIMO-NOMA systems are represented by matrices.
Currently, there are two main designs for MIMO-NOMA, which are:

1. Beamformer-based MIMO-NOMA: In this design, different beams are di-
rected towards different users and SIC is performed by users sharing the
same resource block.

2. Cluster-based MIMO-NOMA: Cluster-based MIMO-NOMA divides users
into several clusters, and each cluster is served by a single beam. After-
wards, SIC is used among users within the same cluster to recover the
desired signals [50].

2.6 Massive MIMO Technology

Multiple-Input Multiple-Output (MIMO) is a radio communications technology
that promises increased link capacity and spectral efficiency along with improved
link reliability. Moreover, it is being adopted in various technologies such as
Wi-Fi, LTE, 5G and many others. Typically, a signal travels along many paths
(previously viewed as interference) due to reflection, refraction and scattering.
The MIMO system exploits this phenomenon to carry data on different paths,
thus, achieving diversity gains [53]. MIMO can be used with many air interfaces
such as Time-Division Multiple Access (TDMA) and Code-Division Multiple Ac-
cess (CDMA), however, MIMO-OFDM is the most popular and dominant air
interface for 4G and 5G communication systems.

Conceptually, diversity provides the receiver with multiple copies of the same
message in order to improve the robustness and reliability of radio-communications,
and reduce the error rate (increased diversity gains) [53]. The different diversity
modes are:

• Time diversity: The same message is transmitted at different times (same
copy at different time slots).
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• Frequency diversity: The same message is transmitted over different
frequencies (different sub-carriers in the case of OFDM systems).

• Spatial diversity: The same message is transmitted over different anten-
nas. This will result in redundant data on different paths. At the receiver’s
side, the various versions of the received data are combined to enhance the
reliability of data-transfer. Several schemes are used to allow the trans-
mission of several copies of the same message across a number of antennas
such as space time block coding and Alamouti coding. This mode is further
divided into: receive diversity, in which more antennas are used at the re-
ceiver’s side than on the transmitter’s side, and transmit diversity, in which
more antennas are used at the transmitter’s side than on the receiver’s side.

The diversity gain is equal to the product of the number of antennas at the
transmitter and the number of antennas at the receiver.

On the other hand, in order to improve the data rate rather than the system’s
robustness, MIMO spatial multiplexing is considered. Here, data is divided and
transmitted across separate antennas as independent streams (different data on
different antennas), thus, increasing the degrees of freedom or multiplexing gain,
which is equal to the minimum number of antennas (either the number of antennas
at the transmitter or the number of antennas at the receiver).

Another important aspect in MIMO is beamforming in which signal strength
is maximized along a specific direction only [53].

2.6.1 MIMO System Model

In general, a narrow-band flat fading MIMO system is modelled as:

y = H · x+ no, (2.5)

where y and x are the receive and transmit vectors, respectively. H and no are
the channel matrix and noise vectors, respectively.

Moreover, the channel matrix, H, can be decomposed into three sub-matrices
using Singular Value Decomposition (SVD) as shown below:

H = U · Λ · V H , (2.6)

where U and V are orthogonal matrices such that U ·UH = I and V ·V H = I.
The operation (·)H represents the Hermitian operation and I is an identity matrix.
Also, Λ is a diagonal matrix satisfying the above equation [54].
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Chapter 3

Literature Review

The main purpose of the literature review in this chapter is to survey and assess
existing research work related to PLS. The majority of the PLS schemes in the
literature fall under three principal categories, which are: PLS for OFDM, PLS
for NOMA and PLS for MIMO.

3.1 PLS Schemes for OFDM

The PLS techniques, which target the OFDM system, can be further divided
according to the previously listed security services, mainly, device authentication,
key generation and distribution, data confidentiality, source authentication and
message integrity and data availability.

3.1.1 Device Authentication

Typically, in traditional key-based authentication, the transmitter either sends a
random number as a challenge and the receiver sends back the hash of both, a
shared secret key and the challenge, or the transmitter encrypts a random number
(or nonce) using a secret key and the receiver sends back the random number,
incremented and encrypted using the same secret key (or a function of the nonce,
encrypted using the secret key).

Recently, several physical layer authenticating schemes have been proposed
for authenticating users at the physical layer. These schemes can be classified as
keyless or key-based authentication schemes. The former exploits specific features
of the legitimate devices or specific features of the shared channel between the
users. However, this technique is considered unpractical and weak since there
should exist some level of trust between any two users in order to identify and
share these features. In other words, both communicating entities should be
able to 1) confirm that the exchanged device and channel features are, indeed,
legitimate (device not subject to impersonation) and 2) prove that the exchanged
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authentication messages have not been manipulated or forged. Additionally, PLS
authentication mechanisms can not only rely on channel characteristics, since
these characteristics and parameters can be acquired by illegitimate users, which
compromises the authentication process and makes it vulnerable to malicious
attacks. For example, an illegitimate user is able to extract the CSI of a certain
user if he is able to synchronize to the LTS in its corresponding OFDM packet
preamble. Hence, the keyless approach is not considered secure and robust in real
environments. As such, to strengthen the authentication mechanism and achieve
the required security level, a secret key or parameter should be introduced along
with the channel-based parameters. This is more practical and closer to the
traditional challenge-response mechanism [13].

In [13], the authors propose an enhanced version of the scheme presented
in [55], in which Tikhonov-distributed artificial noise is added to interfere with the
phase-modulated key, used in the authentication process. Similarly, the authors
of [56] integrate multipath delay characteristics to the channel impulse response
for authentication.

The research presented in [57] experimentally investigates Carrier Frequency
Offset (CFO) monitoring as an authentication method. Assuming two users are
communicating, user authentication is verified if the difference between the CFOs
at the transmitter is equal to that at the receiver.

The time bounded anti-spoofing technique is presented in [58] to enhance Wi-
Fi authentication. Specifically, this technique leverages the CSI of the shared
channel for the purpose of mutual authentication. Moreover, this technique is
based on the facts that 1) different transmitting locations will likely result in
different wireless channels, and 2) the channel state drift within a short time
interval should be bounded. The proposed authentication method works as fol-
lows: the receiver continuously estimates the CSI upon the reception of a new
packet. If, within a short period of time, the difference between the channel state
of two consecutive packets, having the same address, is large, then the receiver
concludes that one of these packets is spoofed and, hence, drops them. This is
similar to the authentication mechanism presented in [59].

In [60], authors explore the potential possibility of using physical-layer chan-
nel responses as authenticators between each communicating pair. The proposed
authentication scheme: physical layer assisted authentication for VANETs (Ve-
hicular Ad hoc Networks), exploits the advantage of having unique physical layer
channel responses for each communicating pair, so that the receiver would be
able to identify the transmitter. More specifically, the sender appends the chan-
nel response estimated at its side, which is referred to as the authenticator signal,
with the transmitted data. Consequently, the receiver authenticates the sender
by comparing the authenticator signal with the estimated channel response at
its side. If the two are close, then the sender is authenticated, otherwise the
message is ignored. The same concept is applied in [61]. Similarly, in [62], the
receiver compares the channel matrices of two consecutive frames; if the differ-
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ence is small, then the sender is authenticated; if the difference is larger than a
predefined threshold, then the communication is terminated.

Differently, the authors in [63] present a distributed authentication model in
which several receiving nodes and a third party authority are involved. Whenever
a receiving node estimates the channel response, it relays the information to
the third party authority, which is responsible for the decision making process
(authentication of users).

The authors of [64] proposed PriLA, PRIvacy-preserving Location Authenti-
cation systems in OFDM-based Wi-Fi networks. The protocol works as follows:
First, the mobile user and the location-based service provider exchange hand-
shake frames and extract both the CSI and the CFO information, which will be
used to generate the secret key for the encryption of the following frames. Upon
receiving the encrypted frames, the location-based service provider performs de-
cryption and extracts the user’s media access control address and location infor-
mation. Then, the location-based service provider uses the CSI obtained from the
received frames to construct a multipath profile, which is compared to the already
stored profiles. Accordingly, the location-based service provider authenticates the
sender and delivers the service.

Authors in [65], on the other hand, consider a two-hop wireless network that
involves a relay and present two physical layer challenge-response authentication
mechanisms. These mechanisms require a random number, channel reciprocity
and a pre-shared secret key. The first mechanism, which assumes that the relay
is trustworthy, works as follows: the sender first generates a random number and
sends it to the relay, which forwards the signal to the receiver. The receiver
calculates the inverse of the received signal, multiplies the result with a shared
key and sends the obtained signal to the relay. Afterwards, the relay forwards the
received signal back to the sender. Having the random number and shared key,
the sender can authenticate the receiver. An obvious weakness of this protocol is
that the relay, or even an eavesdropper, are able to obtain the shared secret key
by simply multiplying the first signal with the second one. The second mechanism
assumes that the relay is not trustworthy, and thus, it is more complicated and
can be summarized as follows: the sender generates a random number and sends
it along with the first shared key in two different OFDM symbols. The relay
forwards the signal to the receiver, which divides the two signals and extracts
the random number, having the first secret key. Afterwards, the receiver sends
the extracted random number and another shared key in two different OFDM
symbols to the relay, which forwards them to the sender. The same operation
is done at the sender’s side to extract the random number and thus verify the
receiver. This technique requires not one, but two secret keys between users.
Moreover, messages are sent in plaintext, which will allow the eavesdropper to
extract the random number and the secret keys.

The authors of [66] use the concept of fingerprint embedding for message and
user authentication. Here, it is also assumed that there exists a secret key between
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legitimate users. First, the sender generates a tag from the secret key and the
data, and superimposes the resulting tag onto the modulated message. At the
receiver’s side, the data is, first, estimated and then, encrypted using the secret
key. The resulting chipertext is compared to the sent tag. If there is match, then
the sender is authenticated.

The technique presented in [67] is similar to the one discussed previously
expect that the tag is generated from the message and a secret, via a keyed-
hash (MAC) operation. After generating the tag, the sender appends the tag to
the message, and sends it to the receiver which, in turn, extracts the message,
performs hashing using the secret and compares the generated hash to the one
generated by the sender. Similarly, the techniques in [68] and [69] use the concept
of tags.

The concept of hashing is also used in [70]. The receiver sends a random
signal to the transmitter, who estimates the channel and generates a hash using
the response of the multipath channel and the secret key. The resulting hash
is then sent to the receiver, who estimates the channel and uses the extracted
information to generate a hash in a similar manner to the transmitter. The
generated and received hash digests are compared.

A pilot authentication scheme for a two-user multi-antenna OFDM system,
is presented in [71]. It is based on the “Code-Frequency Block Group” coding
mechanism, in which sub-carrier blocks are 1) encoded to authenticate pilots and
2) reused for channel estimation.

In contrast, authors in [72] present a secure PUF-based device authentication
protocol for wearable devices, independent of PLS. The presented scheme al-
lows wearable devices and mobile terminals, worn or carried by the same user,
to mutually authenticate each other and share a secret session key, which will
later be used to secure communication. Lightweight cryptographic computations,
mainly the hash function and XOR operation, are utilized towards achieving high
security and low complexity, simultaneously. However, this scheme is considered
inefficient since it requires a large number of computational operations and a
large execution time. In fact, 17 hash functions are needed to ensure secure au-
thentication between the two devices, which is quite exhaustive for resource- and
power-limited devices. A different PUF-based approach is applied in [73], where
a three-factor anonymity authentication scheme is presented for Wireless Sen-
sor Networks (WSNs) in Internet-of-Things (IoT) systems. This scheme mainly
depends on two simple operations which are multiplication and hashing, how-
ever, it suffers from high computation costs (21 hash functions). Similar, but
less efficient user authentication schemes, are also presented in [74] and [75]. The
presented protocols require the exchange of four messages and a total of 31 and
19 hash functions, respectively. All of the aforementioned PUF-based authenti-
cation schemes have been proven to be secure in the literature, however, these
schemes suffer from high computational complexity and communication costs.

Figure 3.1 and Table 3.1 summarize the techniques used in PLS for device
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authentication. Table 3.1 also presents the advantages, limitations, complexity
and cost of each of the presented schemes.

3.1.2 Key Generation and Distribution

Key generation and distribution schemes are divided into: 1) keyless security
and 2) secret key-based security [76] (Figure 3.2). Although keyless security
requires no shared keys between communicating entities, legitimate users should
have partial/full knowledge of the eavesdropper’s CSI, which is considered very
complex in terms of implementation, and rather impractical. Secret key-based
security, on the other hand, is further discussed throughout this section due to
its inevitable importance to PLS and due to the many research advances in this
field.

Note: In theory, channel reciprocity is the same frequency spectrum that the
uplink and downlink share. It is also when the coherence time of the channel is
greater than the OFDM packet period, which is the case of a channel with low
doppler spread [37].
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In network security, major emphasis is targeted towards key generation and
distribution (public, private and session keys) [77] due to its importance in many
applications such as IoT, D2D and military communications. However, with
the emergence of PLS, active research has shifted towards finding alternative
techniques to public key cryptography where two users are able to exploit the
un-predictable characteristics (randomness) of their shared wireless channel to
generate a symmetric session key. This technique is low cost and simple, and
exploits the most important feature in the physical layer which is randomness,
as the building block of the generated encryption/authentication key [78]. The-
oretically, a less random key will compromise the security of the system due to
the small search space when conducting brute force attacks. Several techniques
related to this issue are introduced and further discussed, next.

Assumption: In the following techniques, legitimate users are considered to be
λ
2
away from each other so that channel reciprocity is ensured, and the eavesdrop-

per is considered to be at a distance > λ
2
.

A straightforward method for generating shared session keys is to extract
them from the CSI directly. Such a scheme is presented in [79] where legitimate
users exchange several dummy data packets, and for each received packet, the
CSI is extracted and stored in a matrix. The columns of the matrix correspond
to the sub-carrier index on which the packet was sent and the rows correspond
to the packet number. Afterwards, the CSIs of each packet in a single column
are checked; if the CSIs are in ascending order, one bit in the secret key is set to
one otherwise, it is set to zero. In this manner, the secret key between two users
is constructed without exchanging any information publicly.

Similarly, the approach presented in [80] includes the following four phases:
channel estimation, public discussion, secret key extraction and verification. The
key is directly generated from the channel frequency response of the legitimate
users. This technique is simple but not fully secure since the generated key solely
depends on the channel between the two parties, which is accessible by others
(attackers and eavesdroppers).

The authors of [78] also use the same concept above, which is exploiting
channel randomness and extracting the CSI. Here, the keys are extracted from
the channel responses of individual OFDM sub-carriers over time. The paper
also provides a thorough theoretical modelling of the system and channel, which
will lead to the optimal probing rate and maximal key generation rate.

Another simple technique is introduced in [81], where two legitimate users
exchange data to estimate the channel between them. Then, a transmitter pre-
equalizes the sent message that contains the secret key. This technique decreases
the probability of signal interception at the eavesdropper, and it allows perfect
decoding at the receiver’s side. The presented technique is simple and requires
no further action at the receiver’s side, however, in case the eavesdropper is able
to retrieve the secret information from the shared channel between users, he will
be able to recover the real data.
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In [82], the authors use a new mechanism for generating encryption keys.
The keys are obtained from the bipolar real OFDM samples at the output of
the optical OFDM systems. The mechanism can be summarized as follows: 1)
the transmitter multiplies the OFDM symbol, from which the initial session key
will be derived, with a key only known to the transmitter. 2) The output is
sent to the receiver, which multiplies the received signal with its own key and
re-sends the result to the transmitter. 3) Again, the transmitter multiplies the
obtained message with its own key. 4) Afterwards, the output sent to the receiver,
which will in turn multiply with its key to recover the initial OFDM symbol and
then extract the initial session key. The multiplication procedure mentioned in
this technique refers to the element-wise multiplication operation. The initial
session key is only used for the encryption of the first bipolar OFDM signal. The
following encrypted signals are encrypted with another subsequent keys, which
are obtained from the cyclic prefix of previous signals. The cyclic prefix is a
copy of the last samples of the data included in the payload. The presented
mechanism suffers from several major weaknesses which are: first, from step 3)
the transmitter is able to acquire the secret key of the receiver, using its own key
and the initial OFDM symbol. Second, from the exchanged messages of steps 2)
and 3), the secret key of the receiver can be obtained by the eavesdropper. Third,
from the exchanged messages of steps 2) and 4) the secret key of the transmitter
can be obtained by the eavesdropper. Finally, using all exchanged messages the
initial OFDM symbol which is used to generate the initial session key can be
recovered.

Differently, authors in [83] exploit the inherent randomness that exists within
an integrated circuit (such as an FPGA (Field-Programmable Gate Array) or
RFID chip) [84, 85] to implement a PLS scheme based on Physical Unclonable
Functions (PUFs). Optical scattering-based PUF devices are primarily used for
creating identification and authentication keys [86, 87]. The mechanism aims
to generate a secret session key used for encryption and it behaves as follows:
the transmitter and receiver connect their devices and each one generates an
equal number of optical scattering-based communication PUF using input spatial
light modulator pattern which illuminates a volumetric scattering medium with
a random coherent optical wavefront. Each combination of key-mixtures (using
XOR operation) is saved in a digital electronic dictionary corresponding to all
spatial light modulator patterns. The dictionary is assumed to be public and
available to all local devices. Afterwards, whenever a secure message is sent
to the receiver, the transmitter picks a key from the cluster which contains all
available pre-generated keys and XORs this key with the message. The receiver
receives the encrypted message and generates both the key-mixture and its key
to recover the original message. The key-mixture will eliminate the two keys,
thus, obtaining the message. In this technique, the transmitter sends the XORed
message and the corresponding pattern, in order to help the receiver recover the
message. However, with the key-mixtures and the patterns publicly available,
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any eavesdropper is able to break this system using the chosen ciphertext attack.
In contrast, in [88], encryption keys are obtained from the bipolar real OFDM

samples (the cyclic prefix) at the output of the optical OFDM systems. This
technique is considered weak since encryption keys should never depend on the
transmitted payload due to fading and channel noise.

In [89], the authors present a novel technique, iJam, that uses cooperative
jamming for key distribution among users. The intuition behind this technique
is that there is no need for any pre-shared information between the transmitter
and receiver. The iJam technique works as follows: the transmitter sends two
copies of each OFDM symbol back-to-back. The receiver, who is also the jammer
in this case, randomly jams complimentary samples in the original signal and its
repetition. Upon reception, the receiver picks out the correct samples from the
signal and its repetition and re-arranges them to get the intended signal since
only the jammer knows which samples are clean and which ones are jammed.
The eavesdropper, on the other hand, can’t differentiate between the clean and
jammed samples, thus, he is not able to detect data, correctly. In this technique
two OFDM symbols are sent back-to-back, which is inefficient (low data rate).
In principle, each symbol should be acknowledged, separately, and there should
exist a time slot between each pair.

A general overview of the PLS for the Internet of Things (IoT) technology
is presented in [90]. More specifically, the authors highlight on the secret key
generation issue and present one technique that enables two entities to exchange
the secret session key, securely. The procedure is as follows: a transmitter sends a
public pilot signal to the receiver, which will enable the latter to estimate the CSI.
After a certain time, the receiver sends a pilot, which enables the transmitter to
estimate the corresponding CSI. These steps are repeated several times, until both
users get enough measurements to generate a set of keys. Since the measurements
of both users might not be equal, users can exchange and compare the time
stamps of the measurements. These time stamps might not be equal, however,
their difference should be equal to the sampling delay in time-division duplex
mode. In turn, both users will exchange their time stamps and each will keep the
common ones only. Now both have the paired measurements and thus, are able
to extract the secret key used for encryption.

Non-reciprocity is also addressed in [91]. A novel channel gain complement
algorithm is presented. This scheme can mitigate the CSI disparity between a
pair of wireless devices by removing the non-reciprocity component, which is
obtained from a small number of probe packets. The presented procedure is as
follows: After collecting a certain number of CSI samples, each of the two users
send the extracted CSI samples, along with the corresponding time stamps to the
other user. Then, the time stamps of both users are compared. Only the samples
with time stamps on both sides satisfying the following requirement are utilized
for non-reciprocity learning: the difference between the time stamps should be
less than the threshold of the coherence time. Here, it should be noted that time
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stamps can also be retrieved by an eavesdropper making the presented technique
not completely secure against attackers.

In [92], a robust key generation technique is presented. This technique is
mainly divided into two steps. In the first step, users estimate their channel gains
which are considered primary random processes and compare them to a preset
threshold. If the channel gain exceeds the threshold, the location is stored in a
vector (initially all zeros). From the primary random process, a secondary random
process is derived which is, in turn, used to generate the secret keys. After setting
the vector, the moving increments, which are the difference between each two
adjacent locations, serve as the realizations of the second random process. Finally,
both users generate the secret key from the secondary random process. Again,
in this technique, key generation mainly depends on the channel between users
and, thus, suffers from the previously mentioned drawbacks (channel information
can be acquired by adversaries).

In [93], the authors use a different approach to establish session keys between
legitimate users by relying on keyless cryptography. The presented protocol con-
sists of:

• Initialization: A public trusted authority generates the training sequence.

• Training: Legitimate users move into proximity (move their devices close
to each other) and exchange the training sequences, which in principle will
have different shifts in amplitude, phase, and frequency. After receiving the
training sequences, the corresponding mismatch is evaluated.

• Signal Transmission: Users exchange several rounds of random analog
signals to mask the mismatch in such a way that if the first signal in a
specific round belongs to the first user, the corresponding bit is set to “1”,
otherwise it is set to “0”. At each round, a secret bit of the key is obtained.

• Key Establishment: In this step, the secret key is obtained.

In [76], the authors introduce three metrics that are essential for the evaluation
of key generation systems: 1) randomness: it is the most important feature
in key generation and it is tested using the randomness tests provided by the
National Institute of Standards and Technology (NIST), 2) Key Generation Rate
(KGR): it is the amount of secret bits generated in one second, and 3) Key
Disagreement Rate (KDR): it is the percentage of different bits in the generated
keys of two communicating users. The key generation procedure is discussed in
the survey [94].

The objective of the survey presented in [94] is to discuss the different aspects
and fundamentals of secret key generation in PLS. First, the authors discuss the
common sources of randomness, which are listed below:
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• Channel estimates: The most popular randomness metrics used in PLS,
are the channel gain and the channel phase, which fall under this category.
These metrics can be easily estimated and they result in a high key genera-
tion rate. However, one drawback of using the channel gain or the channel
phase in key generation, is the AWGN, which affects the reciprocity of the
channel between two users.

• Received Signal Strength (RSS) indicator: The RSS is the received
signal’s power. This common metric can be implemented easily; however,
in order to generate a key with acceptable entropy/randomness, a highly
mobile scenario should be considered (not a practical assumption).

• Distance: Similar to the RSS indicator, this metric is best suited for mobile
scenarios. However, a major weakness is that a key generated based on
distance is vulnerable to being recovered if an eavesdropper is equipped
with Angle of arrival (AoA) estimation capabilities.

• Angle of Arrival (AoA): One advantage of using AoA as a common
source of randomness in secret key generation is its high estimation accuracy
at low SNR levels [94]. However, it requires additional hardware and is more
computationally complex.

Afterwards, the authors present and discuss the following steps for key gen-
eration:

1. Initialization: In this step, users exchange beacons or dummy data.

2. Common source of randomness estimation: Legitimate users estimate
the physical layer channel characteristic based on the received signal from
the other legitimate node.

3. Quantization: The users convert the estimated common source of ran-
domness to bits. This topic is discussed thoroughly in [95].

4. Encoding: To avoid any mismatch in bit rate between two users, each
quantized value is encoded.

5. Information reconciliation: This step is crucial since there may exist
some differences in the generated bit streams between two users due to
interference, noise and hardware limitations, which leads to inconsistency
in the generated secret key. In this step, users make sure that the keys
generated at both ends are the same.

6. Privacy amplification: This step is directly linked to the previous one
since information reconciliation leaks some information, which will in turn
be useful to an eavesdropper for the recovery of the secret key. To avoid
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this issue, privacy amplification reduces the length of the output bits and
prevents the leakage of any information related to the agreed key. This can
be realized through a set of hashing functions [76, 94].

Three of the above steps are evaluated and simulated in [96], using Matlab: the
distillation phase (common source of randomness estimation), the reconciliation
phase and the privacy amplification phase.

Finally, the authors in [94] divide the commonly used metrics in secret key
evaluation into information theoretic metrics and statistical metrics. Information
theoretic metrics include: secret key rate, secret key capacity and outage secret
key capacity. Statistical metrics include: frequency test, serial test, poker test,
run test, auto-correlation test and bit mismatch rate.

However, a more accurate categorization of evaluation metrics is shown in
Fig. 3.3. Basically, evaluation is based on two important factors, the efficiency
of a specific security algorithm and its security level. Efficiency includes the
secret rate, latency and required resources, while security level includes resistance
against attacks, independence and uniformity. The last two metrics are evaluated
using statistical randomness tests. Unlike [94], Fig. 3.3 is more general.

In [97], the authors analyze and evaluate the secret key and privacy leakage
rate of a binary secret key scheme, called fuzzy commitment. This scheme is
different from previously discussed schemes, since a transmitter encrypts the
secret key and then XORs it with the transmitted message. The resulting is
referred to as the public data helper, and it is sent to the receiver through an
authenticated, noiseless channel. The transmitter then sends the message through
the noisy channel. Next, the received signal is XORed with the public data helper
and the secret key is, thus, estimated. However, the assumption of having an
authenticated link between two legitimate users is not practical.

The technique in [98], on the other hand, relies on a third party authority for
session key distribution. This technique can’t be generalized since in some cases
a trusted public authority does not exist. Generally, end-to-end key generation
and distribution protocols are more desirable.

In [99] a key extraction protocol for D2D communication is presented and is
studied experimentally. It has been shown that adjacent or nearby sub-carriers
have similar physical characteristics, thus, their corresponding CSI measurements
may have strong correlations, which is a major vulnerability that should be ad-
dressed. For this purpose, the authors presented a fast secret key extraction
protocol, which combines the information of all sub-carriers. This validation-
recombination mechanism prevents attackers from obtaining the secret keys, and
hence, achieves a high security level and a fast key-generation rate.

All of the schemes presented so far, mainly, depend on the channel and, more
specifically, assume that the channel responses of both the sender and receiver
are identical, which might not be the case at all times. The authors of [100]
study, experimentally, the non-reciprocity factors of CSI from the perspective of
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Figure 3.3: Chosen metrics used for the evaluation of key generation and encryp-
tion techniques

hardware devices mismatches and time delay. The evaluation is done using the
Mean Square Error (MSE) algorithm.

In [10], the authors verify the feasibility of a key generation technique through
implementation on the wireless open-access research platform [101] running an
802.11 OFDM system. The investigated scheme simply generates secret keys
from the channel responses of individual sub-carriers in OFDM systems.

Unlike the techniques that preceded, [102] and [9] analyze the security of the
shared session keys between users rather than introducing a new key generation
and distribution technique. Authors in [9] mainly consider sophisticated attacks
that enable an attacker to manipulate the key generation process and go unno-
ticed. More specifically, the following two types of attacks are considered: 1)
different-key attacks and 2) low-rate key attacks. The former attack occurs when
an insider tries to force different realizations of the shared secret key at different
nodes. The latter occurs when an insider tries to reduce the secret-key rate by
decreasing the channel variations over time. Whereas in [102], authors prove,
through information-theoretic analysis, that the secret key capacity of the side-
channel is lower than that of the wiretap channel. In addition, the authors analyze
the electronic devices during randomness capturing and quantization and, conse-
quently, show that the keys generated from the physical layer are susceptible to
many threats.

The above mentioned key generation and distribution techniques can be sum-
marized into five groups, shown in Figure 3.4.
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3.1.3 Data Confidentiality

Figure 3.5 illustrates the existing PLS OFDM cipher schemes in the literature.
These schemes are listed and described in what follows (eight sub-classes).

Encryption in OFDM-based systems is divided into two main classes: Pre-
IFFT encryption and Post-IFFT encryption. In the former class, frequency-
domain symbols are encrypted (before passing through the IFFT block), while
in the latter, time-domain symbols are encrypted (after the IFFT block). Hence,
data confidentiality schemes can be applied at different instances (locations) in
the OFDM system as shown in Fig. 3.5, where either the time-domain symbols
or the frequency-domain symbols or both, are encrypted and secured. However,
there is no clear study in the literature that shows the effect of each case on the
security level of data confidentiality techniques. Moreover, the domain of the
data (frequency or time), which is subject to encryption using different schemes,
is not justified. One question that directly comes to mind is: which of the follow-
ing schemes is more secure, “Pre-IFFT” encryption or “Post-IFFT” encryption?
Therefore, in Chapter 6, various data confidentiality schemes are tested under two
scenarios: performing encryption before the IFFT transformation and afterwards.
Results have shown that frequency-domain encryption (Pre-IFFT) performs bet-
ter in terms of performance (lower Bit Error Rate (BER)), while time-domain
encryption (Post-IFFT) is more secure.

Permutation:

One simple approach to secure transmitted data is through permutation and
interleaving. In [103], the “cyclic delay perturbation on effective channel” scheme
is presented for the MISO (Multiple-Input Single-Output) single-antenna-eavesdropper
wiretap channel. The scheme improves PLS in OFDM systems by introducing
a random cyclic delay (perturbation) to the transmitted signals. The random
perturbation, which changes on symbol-by-symbol basis, depends on the CSI
between the legitimate users and the total transmit power, both of which are
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Figure 3.5: Existing OFDM PLS encryption schemes

available at the intended transmitter and receiver. Basically, the scheme is sum-
marized as follows: before appending the cyclic prefix (CP), the time-domain
signal, resulting from the IFFT block on a specific antenna, is cyclically shifted
by a specific delay. As a result, the effective channels experienced by both the
intended receiver and the eavesdropper are changed into linear combinations of
phase-rotated channel gains. At the receiver’s side, the cyclically shifted signal is
multiplied by a weighting factor in the frequency-domain, such that only the in-
tended receiver is able to generate this factor and recover the real signal. For this
scheme, no additional information about the eavesdropper’s channel is required
at the transmitter’s side and no additional information with the transmitter is
necessary at the receiver’s side.

Another technique for enhancing PLS is through signal interleaving, in which
the time- and/or frequency-domain signals are shuffled based on chaotic pseudo-
random sequences [104]. In [105] and [106], interleaving is done before and after
the IFFT block based on a key stream (pseudo-random sequence) generated by
a chaotic map, which results in a two-level data encryption since both the time-
and frequency-domain signals are interleaved. This method is similar to the
one presented in [107], except for the fact that securing the OFDM system is
achieved using time-domain scrambling, only, which is based on a pre-shared
secret key. On the other hand, chaotic-based encryption solutions have proven to
be inefficient and not fully secure due to their poor cryptographic structure, in
addition to having several disadvantages such as high computational complexity,
memory and energy consumption.

In contrast, a new technique that provides practical secrecy is presented
in [108]; OFDM sub-channels are shuffled based on the intended user’s channel.
Basically, the transmitter extracts the unitary matrices from the amplitude of the
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channel frequency diagonal matrix of the legitimate user. The resulting unitary
matrices are then decomposed using Singular Value Decomposition (SVD) and
used as channel frequency-based pre-coder and post-coder. In this method, the
authors rely on the channel randomness for achieving OFDM system security.

Moreover, random permutation can also be realized when the real and imagi-
nary components of a symbol are interleaved, as is the case in [109]. Specifically,
this is done when the channel phase of a sub-carrier symbol is larger than a
predefined threshold.

The main advantages of the techniques presented in this subsection are sim-
plicity, low computational complexity and low energy. However, these techniques
lack the notion of secrecy, in which data shuffling is done based on known pa-
rameters that can be acquired easily.

Phase Encryption:
In [110], a PLS encryption scheme based on pseudo-random phase permuta-

tion is presented at the time-domain signal level. Basically, two pseudo-random
sequences (Seq1 and Seq2) are generated using secure stream ciphering, where the
first sequence is multiplied by the real part of the time-domain signal, and the
second sequence is multiplied by the imaginary part. This, in turn, represents
pseudo-random phase shuffling of the in-phase and quadrature symbol compo-
nents. The two utilized sequences can either be +1 or −1, consequently, each
symbol has only four possible combinations, making this scheme vulnerable to
brute force or dictionary attacks, especially if a static secret key is used.

Channel-Based Data Encryption:
In order to achieve PLS, most researchers rely on the physical properties of

wireless channels to derive shared secret keys.
One way of doing so is through active sub-carrier index selection. In the index

selection scheme of [111], the data bits are divided into two groups. The first
group of bits represents the indices of the active sub-carriers that will carry the
second group of data bits, which are part of the real data. The selection of active
sub-carriers depends on the CSI between the transmitter and receiver. These
sub-carriers are arranged in descending order of their channel gains observed
at the transmitter. Here, the eavesdropper receives incorrect symbols due to
the unknown CSI used for index selection and data modulation. However, this
is not always true since in case the eavesdropper is able to synchronize to the
transmitted data, the CSI can be easily estimated. The authors of [112], also
use sub-carrier index selection for securing physical layer data. The difference
here is that only the sub-carriers experiencing high channel gains are used to
transmit data. The main motivation behind this scheme is that while the channel
gains of some sub-carriers are high between two users, these sub-carriers might
experience low channel gains between another set of users. The main drawback
of this approach is that it affects the data rate, dramatically.
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A novel OFDM physical layer encryption scheme using dummy data insertion
is presented in [4] and [14]. The main idea is to obfuscate the encrypted data
streams by randomly inserting dummy data at random OFDM sub-carriers. As
such, the encrypted data will be secured and only legitimate users will be able to
1) know the locations of the dummy data, 2) remove them in order to decrypt
the sent signals and 3) recover the real data at the intended receiver. In [4], the
location of dummy data differs between OFDM symbols. These locations depend
on a secret shared “seed” between legitimate users. Thus, the seed serves two
purposes; first, it is used for generating a stream cipher that represents the sub-
carrier location of dummy data and second, it is used to generate another stream
cipher, which represents the dummy data itself. At the receiver’s side, data
can be correctly recovered, since only the legitimate users share the encryption
information. In this technique, the data rate is inversely proportional to the
security level. Basically, the security of the presented scheme improves with the
increased number of dummy data, which in turn, leads to reduced data rates.
The authors also introduced an added security feature: training sequence re-
arranging, which prevents an eavesdropper from performing synchronization and
channel estimation, since the eavesdropper has no access to the new training
sequence (only shared between the transmitter and receiver).

The authors of [14] design secure pilot signals to help the legitimate receiver
differentiate between real and dummy data and in turn recover them. In particu-
lar, secure pilot signals are designed in such a way that only the intended user is
able to locate the sub-carriers carrying real data. In the two previous methods,
the eavesdropper has to guess the location of the real data and extract them from
the received signal. This is only true when the eavesdropper has absolutely no
knowledge about the channel between the legitimate users.

In [8], the authors present a novel scheme in which the traditional IFFT/FFT
blocks are replaced with new ones. The new blocks are based on the channel
between the legitimate transmitter and receiver and they are used to perform the
modulation operation in a secure manner. Basically, new orthogonal bases are
extracted from the channel, decomposed into new matrices using Singular Value
Decomposition (SVD), and used to transmit and receive data. As such, only the
legitimate receiver is capable of retrieving the sent data since he is able to estimate
the channel and derive the basis used for transmission. Like previous schemes,
the security of this method degrades when the eavesdropper is able to correctly
estimate the channel, through preamble synchronization. In addition, this scheme
requires matrix multiplication which introduces considerable overhead in terms
of resources and latency.

Similarly, the transmitter in [113] estimates the channel between itself and the
intended receiver and then, modifies the transmitted signal according to the CSI
using pre-equalization. At the receiver, the pre-equalized signal will be received
undistorted, only when passing through the intended channel.

The data encryption scheme presented in [114] works as follows: legitimate
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users estimate the CSI between them, share transform orders and modulate data,
accordingly. In this scheme, only users with valid transform orders are able to
demodulate the data.

On the other hand, the authors of [115] exploit the fact that the imaginary
part of transmitted symbols is usually unloaded, to introduce a new physical layer
encryption method for OFDM/OQAM systems based on intrinsic interference.
Consequently, the imaginary part of the symbol can be used as an encryption
key to obfuscate the transmitted data symbols. For eavesdroppers, it is very
difficult to recover the data since a secret key is required. In contrast, legitimate
receivers are able to recover data by eliminating the interference completely.

Different from what preceded, the authors of [116] introduce the idea of each
sub-carrier having a distinct initial phase. In particular, a new mechanism to
achieve angle-range-dependent physical layer security for point-to-point commu-
nications is presented, in which the transmitted OFDM symbols are well pre-
served in a specific location, while symbols are scrambled at all other locations.
The algorithm produces a unique phase for each sub-carrier of the OFDM symbol
in baseband. Here, a MISO system is considered. In traditional beamforming,
each element is equipped with a phase shifter and each symbol is weighted with a
specific weight to target a desired transmission direction [116]. At the receiver’s
side, the modulated OFDM symbols are recovered, correctly, along a specific
direction but not elsewhere. However, this method cannot guarantee good secu-
rity when an eavesdropper is equipped with a sufficiently sensitive receiver. For
this reason, the authors resort to an enhanced and more secure technique than
conventional beamforming.

Two types of encryption techniques are presented in the literature, Exclu-
sive OR (XOR) and phase encryption. In [117], these techniques are compared in
terms of decoding symbol rate, where the first technique is a conventional encryp-
tion scheme: stream cipher encryption using the XOR operation, and the second
is achieved by multiplying the real and imaginary components of the time-domain
OFDM samples by two binary key streams {1,−1}.

The chaos I/Q-encryption (Inphase/Quadrature) technique presented in [118]
is also a step forward towards a more secure physical layer. The technique can
be summarized as follows: after serial-to-parallel conversion and QAM mapping,
QAM symbols are split into two parts: In-phase and Quadrature-phase. Each
part is then multiplied separately by a phase sequence, which is generated using a
chaotic map. The technique presented in [119] is also based on a chaotic system,
which generates 3-D chaotic sequences. However, in this scheme the generated
sequences are used to form the training sequences of the OFDM frames, perform
OFDM sub-carrier masking and control the fractional order of the FFT operation.
Similarly, this approach suffers from the previously mentioned limitations and
challenges of chaotic systems.

Another technique that utilizes chaotic mapping is presented in [120]. Here,
authors apply logistic chaotic maps to enhance the security of OFDM systems

38



in Visible Light Communication (VLC). More specifically, the proposed scheme
exploits the random nature of the physical channel, mainly CSI, and the symbol’s
CP to:

1. Permute frequency-domain symbols using column/row permutation,

2. Encrypt time-domain signals using a secret key.

Typically, a chaotic system introduces a significant overhead in latency and re-
sources, since it is based on floating-point arithmetic. Moreover, the secret key
depends on the symbol CP, which copies the last bits of the previous symbol and
multiplies them with the channel-based chaotic sequences to encrypt the current
symbol. This is considered a major weakness since a secret key should be inde-
pendent of plaintext/ciphertext. In fact, the secret key should never depend on
the transmitted payload and consequently shouldn’t depend on the CP due to
interference and transmission errors.

In contrast, authors in [121] exploit both, channel characteristics and the
OFDM symbol structure (CP), to enhance the security of OFDM systems using
the channel shortening method. More specifically, they propose using a smaller
CP and applying channel shortening at the transmitter’s side, in such a way
that the effective channel at the receiver’s side does not cause ISI, while effective
channel of the eavesdropper causes ISI.

What is common between all of the presented techniques, is that the extracted
CSI is used as a secret key between legitimate users to encrypt/decrypt data (data
confidentiality). The main motivation behind this approach is that wireless chan-
nels are unique, dynamic (always varying) and pseudo-random. Hence, channel
characteristics and parameters can be used in the encryption process, specifically,
in the secret-key generation process to enhance the security of exchanged data.
However, the above techniques suffer from a major drawback since they all rely
on the estimated CSI, solely, and assume that the eavesdropper is unable to esti-
mate the CSI between legitimate users. In reality, the eavesdropper can acquire
the CSI if he is able to synchronize to the transmitted data, which is achieved
through preamble detection and synchronization.

Artificial Noise and Artificial Fast Fading:

The technique presented in [122] requires the cooperation of both the sender
and receiver, on one hand, and the addition of Artificial Noise (AN) to the trans-
mitted time-domain signal, on the other. Also, an OFDM single-antenna relay
system is considered. Unlike most existing AN techniques, which only consider
MIMO systems, the authors consider a system where all users are equipped with
a single antenna. The mechanism is summarized as follows: the sender and re-
ceiver estimate the channel and obtain the CSI. Using the IFFT block, the sender
transforms the frequency-domain signal to time-domain, appends the CP at the
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beginning of each OFDM symbol, adds the AN, which is derived from the es-
timated CSI, and transmits the signal to the relay. Then, the receiver sends a
jamming signal to the relay, which is regarded as self-interference and which,
in turn, cancels the AN. Consequently, the eavesdropper receives the distorted
signal and is unable to recover it.

In [123], the authors use the CFO as a new feature to incorporate AN in a PLS
scheme. In principle, CFO is the difference between the frequencies generated
by the transmitter’s and receiver’s local oscillators. The basic idea is to pre-
compensate the CFO in the transmitted data in such a way that when it passes
through the legitimate receiver’s channel, the signal will be received without ICI.

Additionally, Artificial Fast Fading (AFF) is exploited in [3] to improve the
energy efficiency of MISO systems using OFDM. This method is also beneficial to
PLS since the pre-introduced weights at the transmitter’s side, which are derived
from the CSI of the channel shared between two users, will be cancelled out when
propagating through the intended channel. Thus, only the intended receiver will
be able to recover the real data.

As it can be inferred, the mentioned schemes use CSI to pre-equalize or pre-
compensate the transmitted signal such that this added noise would cancel out
when passing through the legitimate user’s channel. Considering that the eaves-
dropper is able to access the needed information (eavesdropper is near legitimate
user, same channel conditions), the performance of these techniques would suffer
greatly.

Preamble Encryption:
In order to prevent an eavesdropper from estimating the channel between two

users and extracting the CSI through signal synchronization, preamble security
should be enhanced.

Generally, especially in OFDM-based systems, the receiver doesn’t know the
exact signal of the preamble but knows its structure. This has motivated the
authors in [41] to construct several new, but compliant preamble waveforms.
To generate such waveforms, a new technique, called preamble modulation (P-
modulation), is presented. P-modulation is a combination of two signal processing
techniques: a shift in time-domain and a phase rotation in frequency-domain.
Differently, the mechanism presented in [124] manipulates the preamble sequence
based on the CSI between two users. Here, two power efficient algorithms are
introduced, enabling the intended receiver to correctly estimate the channel.

Moreover, another way to improve preamble security is through embedding
user-specific data, or sequence permutation. In [4], as mentioned earlier, the LTS
is re-arranged in a manner only known to the legitimate users, which will prevent
CSI and CFO estimation at the attacker’s side.

Securing the packet preamble is necessary to prevent eavesdroppers from syn-
chronizing with legitimate users, thus, acquiring the channel state information.
However, this is just one layer of security which should complement other data
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confidentiality schemes that secure the transmitted data itself.

Power Allocation:
A technique referred to as “frequency diverse array beamforming” is presented

in [125] and [126]. The main idea is to maximize the secrecy rate by carefully
designing the following parameters: frequency offsets across the antennas and
the transmit beamformer. First, the channels of both the legitimate user and the
eavesdropper should be maximally decoupled by optimizing the frequency offsets
across the array elements. Essentially, the frequency offset values affect the phase
lags among different array elements, which consequently leads to independent
channel characteristics among different users. Given the set of frequency offsets,
the transmit beamformer can be optimized.

The commonly used PLS schemes such as beamforming and AN-insertion fail
in certain environments due to the high correlation between the eavesdropper’s
channel and the legitimate users’ channel, such as the case in Line-of-Sight (LOS)
mmWave communications. To solve this issue, several techniques related to power
allocation for securing communication are presented in the literature [127, 128].

One of the main features in OFDM-based networks is that each sub-carrier
experiences different gains values. In [129], a two-step PLS scheme is presented
which includes optimal power distribution and multi-user sub-carrier allocation.
Initially, the transmitter estimates and then allocates the optimal transmit power
for each sub-carrier. Afterwards, two algorithms are introduced to effectively
allocate sub-carriers among several users. Accordingly, both the secrecy rate and
the performance in terms of fairness among users are greatly improved.

In [130], authors jointly optimize sub-carrier power allocation and the co-
variance matrix of the time-domain artificial noise to improve the secrecy rate
(non-concave function).

The resource allocation problem to achieve PLS in heterogeneous networks
is also addressed in [131]. The main idea is similar to the one presented above:
finding transmit power vector (also referred to as sub-carrier allocation vector),
which is modeled as an optimization problem. In other words, the main target is
to find the optimal power for each sub-carrier, in addition to finding the optimal
set of active sub-carriers.

A similar concept to power allocation is optimal resource allocation for secure
communication networks. The work presented in [132, 133, 134] is based on the
fact that the security in a multi-user OFDMA-based system can be significantly
improved by well-designed resource allocation schemes, which enhances greatly
the secrecy rate of users.

On another note, the basic idea behind the approach presented in [135] is
that the cooperative jammer uses the harvest-then-jam protocol to ensure the
protection of confidential information transmission. The transmission block is
divided into two time slots. In the first slot, the source sends dedicated energy
signals to the receiver, which acts as the jammer. In the second slot, the jammer
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Figure 3.6: Proposed data confidentially technique classification for OFDM sys-
tems

uses the harvested energy to interfere with the eavesdropper.
In this type of PLS schemes, transmitted data is not secured (encrypted), but

rather sent according to an optimal resource/power allocation mechanism. This
is not enough to ensure robust data confidentiality in wireless networks.

Jamming-Based Encryption:
In order to avoid the challenge of key generation and distribution between

users, authors in [136] design and implement a keyless acoustic short-range com-
munication system, PriWhisper, which exploits a friendly jamming technique
from radio communication. The system allows the receiver to send a random jam-
ming signal while the transmitter is transmitting, and since the receiver knows
the jamming signal it is emitting, it can simply remove the noise and receive the
intended data. However, jamming cancellation can be a very exhaustive and com-
putationally complex task, which can be done by either generating an antidote
signal or estimating the jamming signal from the received signal. Both techniques
require a lot of resources and, thus, are not feasible for implementation.

Joint PLS Enhancement and PAPR Reduction:
A major disadvantage of OFDM is having the overall instantaneous power

more than the average power, leading to high PAPR. In principle, high PAPR
values result from high time-domain peaks that are produced when independently
modulated sub-carriers are coherently added. Therefore, several works in the
literature have been presented to jointly reduce PAPR and enhance PLS such as
in [118] and [137]. These techniques have already been discussed earlier.

The different schemes that target data confidentiality are summarized and
compared in Figure 3.6 and Tables 3.2 and 3.3.

3.1.4 Source Authentication and Message Integrity

Message integrity is the absence of inconsistent data, which should be correct,
valid, and accurate at all times [138]. The main rationale behind the concept of
message integrity is to make sure that the sent data has been correctly received
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with no alterations or modifications, which might result from different factors such
as malicious attempt, human error or hardware failure. Usually, message integrity
is realized using hash functions. A MAC (Message Authentication Code) [139],
on the other hand, ensures source authenticity along with message integrity, in
which the intended sender and the correctness of the message are both verified.
The difference between a hash and a MAC is that a MAC requires a key. In
a MAC operation, a user hashes the intended message and then encrypts the
resulting digest with a key. At the receiver’s side, the same steps are followed to
generate the keyed or un-keyed hash digest. The obtained value should be equal
to the received value.

Generally, keyed hash functions employ HMAC [140], or a robust block ci-
pher such as AES (Advanced Encryption System) with CBC mode (CMAC [141]
and GMAC [142]). The AES technique can be employed using various key sizes:
128, 192 and 256 bits [143], which determines the number of required encryp-
tion/decryption rounds. For instance, 10, 12, and 14 iterations are required for
a 128-, 196-, and 256-bit key, respectively. Typically, block ciphers are faster
to execute while hash functions are more secure. Hence, there exists a trade-off
between security level and efficiency.

In contrast, un-keyed hash functions, which are referred to as modification
detection codes, only provide message integrity (proving that the received data is
unaltered, without authenticating the origin of received data) [144]. Examples of
traditional un-keyed hash functions include: MD4 [145], MD5 [146], SHA-1 [147],
SHA-2 [148] and SHA-3 [149]. This class of hash functions also requires multiple
rounds, for example, the SHA-256 and the SHA-512 require 64 and 80 rounds,
respectively. As a result, conventional keyed and un-keyed hash functions suffer
from large delays and high complexity, which is not suitable for resource-limited
devices.

Regarding source authentication and message integrity at the physical layer,
very few work have been presented, so far. In particular, message authentica-
tion techniques based on PLS are divided into two classes: Channel State In-
formation (CSI)-based message authentication and Channel Pre-coding (CPC)-
based message authentication. Both of these methods suffer from major draw-
backs [150, 151]. The first class mainly depends on the CSI between two users
to authenticate exchanged messages. However, CSI is a public parameter and
it can be acquired by illegitimate users, hence, this method is not completely
secure. In contrast, CPC-based message authentication leverages hash functions
and secure channel codes to achieve information-theoretic security and guarantee
the needed requirements. The issues associated with this type of solutions are:
low efficiency and high computational complexity. Also, these schemes always
assume that the legitimate receiver is closer to the legitimate transmitter than
the adversary which is not necessarily true. Therefore, new solutions should be
studied and proposed in this field [150, 151].

Recently, a different paradigm has been proposed and studied for the con-
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struction of hash functions. It is based on chaotic systems, which are complex
non-linear transformations that possess a high level of randomness. In general,
chaotic maps can be either based on an integer transformation or a non-integer
transformation [152].

3.1.5 Data Availability

Jamming attacks are one type of Denial-of-Service (DoS) attacks that threaten
the performance of wireless communications, where jamming signals are inten-
tionally emitted to disrupt communication in terms of throughput degradation
and network availability, by simply occupying the channel and blocking legitimate
communication [153].

In [154], the authors present a novel jamming-resistant scheme that estimates
the channels of the legitimate receiver and the jammer using an unused orthog-
onal pilot sequence. The transmitter picks a specific pilot sequence from a pilot
codebook after a certain number of symbols in a coherence block. It is assumed
that there is at least one unused pilot sequence and that the transmitter uses a
pilot hopping scheme (pseudo-random) such that the jammer is unable to know
the user’s current pilot sequence. The communication between the transmitter
and receiver is divided into two phases. In the first phase, the transmitter sends
a pilot sequence to enable channel estimation at the receiver, and in the second
phase, the transmitter sends its payload data. It is assumed that the jammer
performs jamming in both phases. To eliminate jamming in the first phase, the
receiver (BS) projects the received signal (legitimate user’s pilot sequence and
jamming signal) onto the unused orthogonal pilot sequence, so, the user’s pi-
lot signal is eliminated leaving the jamming signal only. Note that the jammer
chooses a jamming signal not orthogonal to the signal present in the pilot code-
book. Now, the receiver has estimated the channel of both the legitimate user
and the jammer and is able to amplify the desired signal on one hand and miti-
gate the jamming signal on the other. It should be noted that this technique is
ineffective if the jamming targets the whole band.

Another defense mechanism to achieve jamming resilient OFDM systems is
presented in [153]. This scheme tracks the direction of the jamming signal using
multiple pilots and then cancels it out. The authors rely on the fact that the
jamming signal is most effective when the angle between itself and the transmitted
signal is zero, that is, when both signals are aligned, and is least effective when
both signals are orthogonal. In other words, the angle between the transmitted
signal and jamming signal should be close to 90 degrees. As a result, the presented
scheme aims to project the received signal to a direction orthogonal to that of
the jamming signal. In order to do so, multiple pilots are inserted in the payload.
Upon jamming, the inserted pilots, which are already known, will be corrupted
(jammed). Afterwards, the jammer’s channel is estimated by comparing the
original pilots to the jammed ones. Consequently, the receiver will be able to
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know the direction of the jammed signal and will be able to rotate the received
signal in a direction orthogonal to that of the jammed signal.

In [155], an anti-jamming technique is presented whereby a friendly jammer
blocks unauthorized wireless transmission whenever unauthorized users are de-
tected (by jamming) and stays silent, otherwise. Specifically, the friendly jammer
has to identify whether the ongoing transmission is authorized or not using a spe-
cial preamble, that is generated by the authorized user using a shared secret key
between itself and the friendly jammer. Consequently, the friendly jammer veri-
fies the special preamble using the secret key and stays silent, otherwise, launches
a jamming attack to prevent unauthorized communication.

Table 3.4 summarizes and compares the existing anti-jamming solutions present
in the literature, in terms of multiple factors.

3.2 PLS Schemes for NOMA

In this section, various PLS schemes for NOMA systems (PD-NOMA and CD-
NOMA), are reviewed. It should be noted that all of the listed schemes address
data confidentiality, and no work targeting other security services have been
presented, so far.

3.2.1 Data Confidentiality for PD-NOMA

In [156] and [157], authors have recommended using two user-specific parame-
ters, which are the media access control address and the international mobile
equipment identity, to improve the security of the SIC algorithm in PD-NOMA.
Generally, conventional SIC provides no privacy or data protection, since near
users can sequentially decode the information of farther users. Hence, the secu-
rity of users with weaker channel conditions (FU), is compromised. The proposed
scheme modifies the conventional SIC scheme by introducing two keys or two veri-
fication steps. The first verification step is applied before selecting the signal with
the highest strength, and it is used to ensure that the user performing this proce-
dure is a legitimate user (“Key-1”). The second modification adds a second key,
“Key-2”, after the “decode selected user” step, to restrict the correct decoding
of messages to legitimate users, who own the corresponding media access control
address and the international mobile equipment identity. The proposed technique
prevents internal users from acquiring all messages except their own, which also
guards against illegitimate users. It modifies the conventional SIC algorithm and
increases the delay for recovering the intended messages by using hash functions.
Although authors in this work claim that the presented scheme enhances the
confidentiality and security of exchanged messages, the presented scheme only
proves that communicating users are legitimate users (user authentication only).

On the other hand, the work in [158] evaluates the secrecy performance of
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a cooperative PD-NOMA network. The legitimate users are paired randomly
such that one user is the strong user (NU) and the other is the weak user (FU).
Also, two cases are considered: 1) security is provided for the message of the
stronger user (when the data rate of the stronger user is greater than that of
the weaker user) and 2) security is provided for the messages of both users. The
lower and upper bounds of the secrecy outage probability are derived for cases 1
and 2, respectively. Consequently, two strategies are presented: in the first, the
stronger user acts as a relay and allocates all of its transmitting power for sending
the message of the weaker signal, whereas, in the second, the stronger user acts
as a friendly jammer, in which it allocates some of its transmitting power for
sending the message of the weaker user and the rest of its power for sending
noise. Here, it should be noted that this technique is rather complex since it
requires additional resources, overhead, and synchronization between users.

A cooperative relay network is also considered in [159]. The network in-
cludes two transmitters and two receivers and a set of relays, where one relay
is selected to decode-and-forward the information to the two destinations, re-
spectively. Here, PD-NOMA strategies are applied in the uplink and downlink.
Specifically, two users send their information to the selected relay, which performs
SIC to recover both signals. Then, the relay re-generates the superimposed com-
posite signal from the signals of users 1 and 2, and transmits it to both receivers.
First, the stronger user decodes the signal of the weaker user, then it obtains its
own. The weak user directly decodes its signal, treating the other signal as noise.
Here, the strong user is still able to acquire the information of the weak user,
which is a major drawback.

Authors in [160] present a new and secure PD-NOMA transmission strategy
for cognitive radio inspired NOMA networks, having multiple primary and sec-
ondary users. Using this approach, both primary and secondary users are paired
(superimposed) according to their channel gains to perform PD-NOMA. The
power allocation and transmit rate control techniques are investigated to prove
that the SIC process has been performed successfully at primary users. Besides,
closed-form expressions for connection outage probability, secrecy outage proba-
bility, and effective secrecy throughput are also derived.

Another approach for enhancing the security of MISO-NOMA systems (Multiple-
Input Single-Output) is presented in [161]. This solution is based on an AN-aided
(Artificial Noise) beamforming problem, which is studied under a practical non-
linear energy harvesting model. In particular, the transmission beamforming
and AN-aided covariance matrix are jointly optimized to minimize the transmit
power of the base station, while the secrecy rates of users and the energy har-
vesting requirement are satisfied. Two algorithms have been presented to solve
this non-convex problem. Similarly, an interference-alignment transmitting zero-
forcing-beamforming approach is presented in [162] for downlink MIMO-NOMA
in cognitive radio networks. Here, two base stations design their transmitting
zero-forcing-beamforming vectors in order to improve PLS for cell-center and
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cell-edge users in both cells. The main drawback of this technique is that when-
ever the adversary is near the legitimate user (or aligned), he will be able to
intercept the transmitted signals, easily.

Artificial noise is also utilized in the scheme presented in [163], where a net-
work, consisting of a relay and two users, is considered. The relay is assumed
to be operating in full-duplex mode to receive signals from the legitimate users,
while radiating jamming signals simultaneously, to guard against eavesdroppers.
The main advantage of introducing artificial noise as jamming signals is to con-
fuse the eavesdropper without interfering with the signals of the legitimate users
(exploiting the null space of the legitimate channels). This technique is beneficial
only when illegitimate users are far from legitimate users. Authors in [164] also
follow a similar methodology.

A different technique for securing PD-NOMA using AN is presented in [165].
The presented technique is summarized as follows: first, users send uplink training
sequences to the base station (minimum mean-squared-error estimation at the
base station). Based on the estimated Channel State Information (CSI), the
base station pre-codes the confidential information and injects AN. This noise
will be canceled out when passing through the intended channel.

Currently, beamforming is a popular technique used to ensure and enhance
security in PD-NOMA systems. Authors in [166] present a novel hybrid beam-
forming scheme for PD-NOMA systems, where the utilized beamforming vectors
of the weak and strong users are linear functions of their channel vectors, respec-
tively. In this scheme, AN is also used to further improve the secrecy performance
of PD-NOMA systems.

Authors in [167] utilize the null space approach of interference cancellation
in their proposed system. Specifically, this scheme cancels the interference be-
tween different multi-cast groups, which are mainly divided into three groups:
the “NOMA group” (high-security group), the low-security group and the “non-
NOMA group”. The signals of the “NOMA group” users and the low-security
group users are superimposed. On the other hand, the low-security group sub-
space is orthogonal to the “non-NOMA” group subspace. Once the relationship
is established, the null space of every group can be utilized. To cancel the inter-
ference among different multi-cast groups, the authors in this work have proposed
a projection matrix for a certain group by null space. In this way, the signals of
the “NOMA group”, which have a higher security priority, will not be obtained
by the low-security group. Moreover, the “NOMA group” employs SIC to obtain
signals of the low security users, and its own signals. In contrast, the low-security
group does not employ SIC, hence it will only be able to obtain its signals. The
main drawback of this scheme is that the signals of the low-security group are
still being obtained by another group of users, and no security measures are em-
ployed to solve and overcome this issue. In principle, all users should be able
to protect their information (confidentiality and privacy) from other legitimate
and illegitimate users. A similar technique is applied in [168], where the base
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station degrades the eavesdropper’s channel using a jamming signal, that is in-
jected into the system by means of null-steering beamforming, without affecting
the legitimate users.

A lot of research work in the literature focuses on deriving and optimiz-
ing analytical expressions for the secrecy outage probability, connection out-
age probability and secrecy capacity, to evaluate the security performance of
a power allocation scheme, a resource allocation scheme or a scheduling algo-
rithm [169, 170, 171, 172]. However, very few papers in this area target the
confidentiality and privacy of data transmitted in networks utilizing the PD-
NOMA technology. In particular, authors in [173] have proved that solving the
joint optimization problem of power allocation, user pair selection, and time-
frequency resource allocation amounts to solving a so-called iterated function
without a closed form, where the algorithm reaches optimality with fast conver-
gence. Also, in [174] novel beamforming strategies for the direct transmission
PD-NOMA and cooperative jamming PD-NOMA with a helper are presented.
The problem is formulated as the worst-case sum power minimization subject to
secrecy rate constraint. An iterative algorithm, which is based on successive con-
vex approximation is presented to transform the non-convex problem into convex
approximations.

In contrast, the presented cluster-based downlink PD-NOMA system model
in [175] groups legitimate users into two sub-categories: security-required users
and QoS-required users (Quality-of-Service). Then, several clusters that consist
of one security-required user and multiple QoS-required users are formed. Users
in each cluster are served by a common beam using PD-NOMA. Since random
classification leads to poor performance, authors design an effective user schedul-
ing mechanism to achieve better secrecy performance and spectral efficiency.

In [176], authors utilize cooperative PD-NOMA to improve the performance
of weak users. Since users with better channel conditions have prior informa-
tion about the messages of other users, strong users can help in enhancing the
performance and security of users with weaker channel conditions.

Authors in [177] benefit from public/private key encryption to secure the data
of each user in two steps. Specifically, the data of each user is encrypted using
its public key, such that other superimposed users can decode, but not recover,
signals expect theirs. Also, the base station encrypts the entire transmitted sig-
nal (composed of multiple superimposed signals) with its private key (symmetric
encryption) so that only legitimate users can correctly recover the transmitted sig-
nals. However, public/private cryptography is complex and requires a significant
overhead (multi-round operations), hence, it is not practical and un-preferable in
today’s systems.

On the contrary, authors in [178] adopt the concept of a timing channel,
which refers to the interval between every two transmitted symbols. This fea-
ture is exploited, here, to secure data. Specifically, authors have designed a time
constellation, in which every point represents several symbols and the intervals
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between these symbols. Different points carry different information using several
intervals of varying lengths. Accordingly, one-time constellation point is trans-
mitted to different users, carrying different data since different mapping rules are
allocated to different users.

Finally, authors in [179] utilize several techniques to secure primary users in
cognitive radio networks. The presented scheme is divided into two phases (two
time-slots). In the first time-slot, the primary signal is transmitted from the pri-
mary transmitter to the relay. Simultaneously, the relay uses some of its antennas
to generate AN to disrupt the eavesdropper. In the second time-slot, the relay
superimposes and transmits the signals of the primary and secondary users (the
primary user is assumed to be farther than the secondary user). Primary secu-
rity is guaranteed by the modified decoding order and beamforming optimization,
which is converted to convex and solved by an iterative algorithm. This method
is only applicable in a subset of networks, which have relays.

The PLS schemes for PD-NOMA are summarized in Tables 3.5 and 3.6, along
with their advantages, limitation, overhead, and complexity.

3.2.2 Data Confidentiality for CD-NOMA

In [180], authors present a novel chaos scrambling NOMA scheme that out-
performs Multi-User Shared Access (MUSA) and Sparse Code Multiple Access
(SCMA). In particular, each scrambling sequence is generated by a specific chaotic
equation and it is user-specific (secure). At the transmitter, the modulated sym-
bols of each user are, first, scrambled by a unique chaotic sequence (acts as
the unique code of each user), and then sent on the same frequency spectrum.
However, this technique is considered rather unpractical since generating chaotic
sequences requires a lot of resources and overhead. Hence, the presented method
is not efficient to implement.

Differently, in [181], authors target downlink Space Code Multiple Access
(SCMA) systems to enhance the security and confidentiality of exchanged mes-
sages, in the presence of external eavesdroppers. Specifically, a novel and secure
transmission approach, based on a highly structured SCMA codebook is pre-
sented using physical layer security. Using the extracted channel phases from the
Channel State Information (CSI) of each user, the base constellations are rotated
pseudo-randomly, hence, data confidentiality is achieved. The security of this
technique, mainly, depends on public parameters extracted from the shared wire-
less channel between users. Since the CSI of users can be acquired by illegitimate
users, the security of the presented technique is compromised (limitation). To
overcome this issue, the security of the SCMA coding process can be enhanced by
using pseudo-random non-orthogonal matrices that depend on a dynamic secret
key. This solution can be based on the work in [182, 183]. The main advantage of
this method is that the encryption and the coding processes are combined in one
step, which means less computational resources and requirements are needed.
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3.3 PLS Schemes for MIMO

The MIMO-based PLS solutions in the literature are classified into: device au-
thentication schemes, key generation and distribution schemes, data confidential-
ity schemes and data availability schemes. It should be noted that no PLS source
authentication and message integrity schemes exist for MIMO systems.

3.3.1 Device Authentication

In [184], authors proposed two mechanisms to overcome the fake client attack and
the fake access point attack. In the first attack, the attacker provides the access
point with forged CSI upon receiving the training sequence, while in the second,
the attacker impersonates the access point and sends fake training symbols to
the client, which generates wrong CSI and reports them back to the access point.
To overcome the Fake client attack the following procedure is proposed:

1. The access point sends a training frame.

2. The client receives the training frame multiplied by the channel coefficient,
estimates the obtained channel coefficient and sends it back to the access
point.

3. The access point performs beamforming based on the received estimated
channel coefficient and sends a pre-coded verification code.

4. Again, the client estimates the verification code and sends back the result
to the access point.

5. The AP verifies the authentication code and authenticates the client.

In case the attacker sends a forged channel coefficient to the transmitter, the
transmission of the verification code will result in a received signal at the attacker
equal to null. However, if the eavesdropper is physically located near the receiver
or transmitter, he will be able to obtain the verification code.

The second method which prevents the fake access point attack is summarized
as follows:

1. The access point broadcasts a random sequence instead of the known train-
ing sequence.

2. The client receives the random number multiplied by the channel coefficient,
and sends back an estimated channel coefficient value that is equal to the
random number multiplied by the real channel coefficient value and divided
by the training sequence.
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3. Having the random value, the training sequence and the estimated channel
coefficient, the access point estimates the real channel coefficient value.

It should be noted that the random number and the estimated channel coef-
ficient are not encrypted, hence, any eavesdropper is able to recover the channel
coefficient value in the same way as the access point.

On the other hand, the authors of [185] specify and compare three authenti-
cation schemes, that depend on the channel randomness between two users. The
first scheme, physical layer authentication, compares the pilots transmitted at
different instances to determine the authenticity of the source based on the sim-
ilarity between these pilots. The asymmetric-key based authentication scheme
exploits the channel as a random number generator to derive the public/private
key pairs for each user, which will be used to encrypt and decrypt the informa-
tion. The third scheme, symmetric-key based authentication, also extracts the
common channel information between two legitimate users to derive a symmetric
key, which is used in the authentication process. Here, it is assumed that the
channel is secure, private and unique which is not the case since any user is able
to synchronize to transmitted frames, perform channel estimation and extract
channel-based information.

In [186] and [187], a channel-based MIMO authentication scheme based on
game theory is presented. Basically, the spoofing node chooses its transmission
rate in the zero-sum game. The receiver specifies its test threshold in order to
detect spoofing and compares the estimated channel with the channel record of
the transmitter.

The aforementioned authentication techniques, which are summarized in Ta-
ble 3.7, exploit channel characteristics to authenticate communicating parties,
especially those sharing the same channel. However, these techniques can’t rely
on channel characteristics solely and should depend on a shared secret between
the users to enhance the security robustness of these methods and prevent forged
messages.

3.3.2 Key Generation and Distribution

In [188], the authors present a key extraction scheme for PLS in a 2× 2 MIMO-
OFDM system. Basically, the channel matrix is clustered into groups, which are
converted into key bits. This technique extracts the secret key between two users,
directly, from the channel. However, this technique is considered weak since the
channel matrix can be known by any eavesdropper. The authors of [189, 190,
191, 192, 193] also rely on channel reciprocity between any two users to generate
the secret shared key. Having a secret key depending on the channel solely is
inefficient since it can be easily intercepted by eavesdroppers.

Similarly, the presented phase randomization scheme in [194] evaluates the
CSI between two users and consequently embeds key bits within a set of pre-
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shared phase randomizing sequences, which are indexed based on a specific chan-
nel metric (key establishment). More specifically, the transmitter and receiver,
first, collect the needed information for the generation of the phase randomization
vectors. The extracted information, mainly, include the number of sub-carriers,
the channel state information and the phase randomization vector size. Then, the
indices of the obtained phase randomization vectors are re-ordered based on the
capacity response, to achieve indexing privacy. This step is referred to as prereq-
uisite planning and it is done at each of the transmitter and receiver, separately.
Finally, key exchange and privacy amplification is applied, where the transmitter
generates pseudo-modulated symbols to convey the indices of the phase random-
ization vectors to the legitimate receiver, who will, thus, be able to detect the
secret key. In particular, the transmitter multiplies the modulated symbol vector
with a shared phase vector. At the receiver, a maximum likelihood algorithm is
applied to detect the phase randomization vector index bits. Only users having
access to the legitimate channel information will have sequences indexed in the
same order.

The authors of [195] and [196] adopt the same concept as above but use a
different approach in which multiple incorrect symbols are transmitted, simulta-
neously, along with the correct symbol to confuse eavesdroppers. The legitimate
receiver, on the other hand, can retrieve the correct symbol using the shared CSI
with a legitimate transmitter.

Differently, a key generation method based on channel quantization with SVD
is presented in [197]. This technique is divided into four main steps:

1. Estimation of the complex channel coefficients’ matrix: Both users
exchange reference signals to estimate the channel between them.

2. Decomposition of the channel matrix: First, the magnitudes and
phases of the channel matrix are identified. Then, these matrices are de-
composed using SVD.

3. Generation of random matrices: Based on the decomposed matrices,
random matrices are derived.

4. Reshaping to generate phase randomization vector: From the ran-
dom matrices, secret bits are obtained.

As it can be inferred, this technique suffers from the same fate as the previ-
ously mentioned techniques in which the secret key becomes publicly known if
the channel matrix is recovered.

A secret key exchange scheme based on private random pre-coding in a MIMO
system is presented [198, 199, 200]. In this scheme, the conventional MIMO
codebook is manipulated based on pre-coding, where the pre-coding matrix index
feedback is used to exchange secret keys among users. This procedure is divided
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into three steps. First, the users find a common source of randomness through
exchanging private preambles, which are jointly assigned to each of the already
generated pre-coding matrices that are provided by the codebook. Based on the
receiver’s feedback, which conveys the optimal pre-coder index, a private version
of the codebook is created after applying index rotation to the subspaces’ indices.
Finally, the secret bits are generated and shared in a secure manner between the
sender and the receiver.

In contrast, the scheme presented in [201], divides the antennas at the trans-
mitter’s sides to two groups. The first group sends the secret key to the legitimate
user while the second transmits jamming signals to the eavesdropper, simultane-
ously. Here, the location of the eavesdropper is considered to be known, also the
antennas at the transmitter’s side are considered to utilize different sub-carriers.

Finally, the main idea behind key exchange scheme presented in [202] and [203]
is to rotate the constellation mapping based on the antennas channel gain between
legitimate users.

3.3.3 Data Confidentiality

All of the PLS schemes, that are presented next, exploit the random prop-
erties/characteristics of the physical channel, to secure transmitted data and
achieve data confidentiality using different techniques. In particular, three schemes
(scrambling matrix, encryption based on CSI, artificial noise and artificial fast
fading) require a channel-based key (extracted from the channel characteristics
and properties) to achieve data privacy/secrecy, while the other three don’t.
Hence, data confidentiality can be achieved with or without a channel-based
key.

Scrambling Matrix:
A channel scrambling scheme is presented in [204] to enhance the security of

visible light communication systems against eavesdroppers and malicious attacks.
First, the data stream is multiplexed into parallel independent data streams by a
serial-to-parallel converter. These parallel data streams are then scrambled using
a scrambling matrix, which is constructed from the location of the legitimate
user and includes the angle of incidence, the angle of irradiance and the distance
between the legitimate users. After constructing the scrambling matrix, iterative
orthogonal non-negative matrix factorization is applied to reduce the correlation
between the scrambling matrix and the channel gain matrix. At the receiver’s
side, the construction of the inverse scrambling matrix is straightforward since
both the transmitter and receiver share the same location information and thus,
the receiver is able to retrieve the needed information even when the CSI is im-
perfect. The concept of information scrambling is also applied in [205] and [206].

Artificial Noise and Artificial Fast Fading:
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The authors in [207] present a new PLS technique for multi-user MIMO-
OFDM systems. The technique assumes a non-existent receiver (imaginary re-
ceiver/imaginary channel response). The base station generates a pre-coding
matrix in consideration of the imaginary users. When passing through the le-
gitimate user’s channel, the pre-coded signal will be successfully demodulated
without interference only at the legitimate user. The advantage of this scheme
is that the imaginary receiver does not feedback its channel response to the base
station and hence, the eavesdropper is not able to recover the pre-coding matrix.
Also, the authors modify the AN and the AFF schemes originally proposed for
OFDM systems to cope with multi-user MIMO-OFDM systems.

The work in [208] and [209] also leverages the concept of AN to enhance the
security of MIMO systems; however, the Alamouti scheme and artificial noise are
combined. The main rationale is to generate the AN such that it lies in the null
space of the receiver’s channel.

AN is also utilized in [210] to provide secure communications between two
legitimate users. More specifically, the main concept is based on the idea of using
a portion of the antennas to send secret information to the intended receiver while
using the other portion to transmit AN. The AN is chosen such that it lies in the
null space of the receiver’s channel. In other words, the receiver’s channel can null
out the AN, unlike the eavesdropper’s channel, which is different from that of the
receiver. This scheme is beneficial if the eavesdropper is at a different location,
specifically, if the eavesdropper is not aligned with the receiver. Otherwise, both
will experience the same channel conditions and the security of this scheme is
jeopardized.

In addition, AN is used in [211] but in a different manner whereby AN is split
and added to the message before and after the IFFT blocks.

Similar to [207], an AFF generation scheme for MIMO-OFDM systems is
presented in [212] and [213]. The proposed AFF weight matrix is composed of
two parts: a random weight matrix based on complex Gaussian random variables
representing the AFF and the canceling weight matrix. The AFF is generated in
such a way that it is successfully canceled out at the legitimate receiver, only.

Differently, the authors in [214] redesign AN signals in the form of constructive
interference to the intended receiver and destructive signals to the eavesdropper.
The AN signal will be constructive if the intended receiver moves the received
symbols away from the decision thresholds of the constellation, that is the angles
of both the received signal and the desired symbol should be aligned. Using the
AN signals, the authors push the decision symbols towards the constructive re-
gions of the modulation constellation. On the other hand, the eavesdropper will
observe a distorted version of the transmitted signal.

Channel-based Data Confidentiality:
A mode selection scheme for MU-MIMO downlink networks is presented

in [215]. Particularly, the MIMO BS broadcasts a pre-coded training vector to
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a number of single antenna secure users. Then, each user calculates its received
Signal-to-Interference-plus-Noise Ratio (SINR) over each beam and feedbacks the
index of the beam with the highest SINR to the BS. Consequently, the BS selects
the optimal user with the highest SINR for each beam. In each time slot, the BS
communicates with a fixed number of users.

In [216], the CSI of the legitimate users’ links and the buffer state information
of the relay are leveraged to provide PLS to the considered relay system. Here,
the users are assumed to be equipped with multiple antennas and a direct link
between each of the communicating nodes is considered. In this scheme, either the
transmitter or the relay sends useful information, while the other sends AN such
that this noise will only be eliminated when passing through the intended channel.
The selection of transmitting nodes depends on the CSI, more specifically, it
depends on the rate between any two nodes and the buffer state information of
the relay.

The authors of [217] study the security of physical layer transmission of multi-
antenna beamforming with imperfect channel estimation by comparing the sys-
tem transmission performance under perfect and imperfect CSI. The MIMO pre-
coding technique used in this study is based on the channel between the legitimate
users, in which the channel matrix is decomposed using the SVD technique. This
technique is similar to previously discussed techniques and its weaknesses have
already been highlighted.

An original symbol phase rotated secure transmission strategy to defend
against eavesdroppers, is presented in [218]. The basic idea is to change the phase
of original symbols, at the MIMO BS before transmitting the symbols, according
to the estimated channel matrix. As such, the massive MIMO eavesdropper can
only intercept the phase rotated symbols, while legitimate single-antenna users
are able to recover the original symbols by reversing the phase rotation operation.

In [219], data confidentiality is achieved through random symbol rotation. The
procedure works as follows: the BS transmits a reference signal to each of the
single antenna users through a uniformly and randomly chosen antenna (antennas
randomly assigned to each user). In turn, each user estimates the channel between
itself and the corresponding antenna, which is randomly assigned to it, and sends
the encrypted data after performing phase rotation based on the estimated CSI.

Differently, the concept of chaos modulation is used in [220] to achieve PLS in
MIMO systems. In this technique, the modulated signals, which follow a Gaus-
sian distribution, are generated from chaos signals correlated to transmit bits.
In addition, the initial chaos signal is shared between the two communicating
parties and it serves as a secret key.

Jamming and Beamforming:
A virtual MIMO-based cooperative beamforming and jamming scheme for the

clustered wireless sensor networks is presented in [221]. The authors consider a
wireless sensor network where the sensor nodes are divided into several clusters
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each having a cluster head and some normal nodes. Moreover, each node is
assumed to be equipped with a single antenna and the inter-cluster distance is
assumed to be much smaller than the intra-cluster distance. The security scheme
is based on cooperative beamforming and jamming and consists of two phases:
in the first phase, the transmitter sends the pre-processed data to a number of
cooperative nodes in its cluster, and at the same time, some of the nodes in the
receiver’s cluster transmit jamming signals to the receiver. In the second phase,
the transmitter and the nodes send data to the receiver, which results in a virtual
MISO system. Also, the jamming nodes in the receiver’s cluster send again the
same jamming signals to the receiver. The receiver can recover the real signal by
subtracting the received signals in phases one and two. The authors assume that
the eavesdropper is in a different cluster, which might not be always the case.
Moreover, cooperative jamming requires a high level of synchronization between
all nodes, which cannot be always attained.

The PLS scheme presented in [222] highly depends on the concept of beam-
forming. This scheme splits the cylindrical array, consisting of several circular
arrays stacked on top of each other, into two arrays: the first is used to transmit
useful information to the intended user with little leakage from the second array,
which is used to transmit jamming signals to the eavesdropper. This can be
achieved through beamforming in which the main beam used for sending useful
information is directed towards the intended user and the array transmitting the
jamming signal is directed towards the eavesdropper. It should also be noted
that some of the useful information will be leaked to the eavesdropper; however,
the effect of the jamming signal will completely mask the real data. The au-
thors assume that the antennas operate in multiple bands, since it is impossible
to transmit real and jamming signals simultaneously and on the same band of
frequencies.

Many works in the literature are interested in the MIMO information theo-
retic secrecy and analysis of the achievable secrecy capacity, to provide practical
security algorithms against eavesdroppers. These techniques focus on improv-
ing the received signals at the legitimate user while degrading the reception of
the eavesdropper. However, to do so, the transmitter should be aware of the
eavesdropper’s CSI, which is impossible in many passive attack scenarios. One
way to achieve secrecy is through beamforming; however, when both receiver and
eavesdropper share the same conditions, the eavesdropper is able to decode and
recover the data, correctly. Therefore, the authors in [223] and [224] combine the
concept of beamforming with the concept of security codes to achieve a Bit Error
Rate (BER) close to 0.5 at the eavesdropper (desired secrecy performance).

On another note, the PLS protocol presented in [225] utilizes the concept of
jamming to secure communications between two legitimate parties. The trans-
mitter selects two antennas that maximize and minimize the instantaneous SNR
at the receiver. Then, it uses the strongest and the weakest transmit antennas
to transmit valid data and jamming signals, simultaneously. Since the strongest
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antenna is transmitting useful information, the useful channel capacity will be
maximized while the other one will minimize the effect of jamming. At the eaves-
dropper’s side, the strongest and weakest antennas at the receiver, correspond to
random antennas for the eavesdropper, hence, the authors claim that the effect
of jamming is larger at the eavesdropper’s side, which in turn enhances system
security. This mainly depends on the location of the eavesdropper; whenever the
eavesdropper is closer to the legitimate receiver, its channel conditions will be
similar to that of the receiver, hence, this technique will not be effective.

Cooperative Jamming based on Simultaneous Transmission:
In [226, 227, 228], authors consider a relay system and rely on the idea that

all users in a specific cell send traffic simultaneously, to create interference at the
eavesdropper’s side in the first time slot, while in the second time slot the relay
broadcasts all the received signals to the users in the cell. Hence, the users will
be able to cancel the inter-user interference and recover their data.

A PLS scheme for MIMO-D2D communications is presented in [229]. The
physical layer network coding is divided into two stages over two-time slots. In
the multiple access stage (first-time slot), two D2D devices transmit symbols
simultaneously to the relay, which will prevent the eavesdropper from intercepting
any of the two symbols due to the interference from the other device. During
the broadcast stage (second-time slot), the relay XORs the received symbols
after decoding, and sends the encrypted message to the D2D devices. Here,
the eavesdropper is unable to intercept either symbols since both symbols are
unknown to the eavesdropper. Moreover, in this technique, the notion of network
coding is utilized to jointly increase the throughput and decrease traffic overhead.

The authors in [230], also exploit channel state information to enhance the
PLS of MIMO cognitive radio networks. In this scheme, the concepts of both,
energy harvesting and transmit antennas selection, are used. First, the cognitive
transmitter harvests the energy from the Radio Frequency (RF) signal of the
primary transmitter using all its antennas. Then, the secondary transmitter
(cognitive) selects the optimal transmit antennas based on the channel between
itself and the secondary receiver.

In [231] and [232], directional modulation is used to achieve data secrecy. Un-
like traditional beamforming, directional modulation distorts the same signal in
all directions other than the desired one. This technique assumes that the eaves-
dropper is not aligned with the receiver, however, in some cases the eavesdropper
can be at almost the same location of the legitimate receiver. Therefore, this
method is not fully secure in such cases.

In [233], the authors present a cooperative jamming scheme to improve the
security of MIMO cooperative cognitive radio networks. The model includes pri-
mary and secondary transmitter-receiver pairs, a relay node and an eavesdrop-
per. Each node is half-duplex, hence, transmission is divided into two phases.
The eavesdropper can wiretap in both phases. In the first phase, primary and
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Figure 3.7: The comparison of different anti-jamming and interference techniques

secondary transmitters transmit their signals to the relay, while the secondary
receiver sends jamming signals to disrupt the received signals at the eavesdrop-
per’s side. In the second phase, the relay forwards the two signals received from
the primary and secondary transmitters to the primary and secondary receivers,
respectively. At the same time, the secondary transmitter transmits a jamming
signal to the eavesdropper. This scheme depends on multiple antennas in which
users can adjust their jamming beamformers to jam the eavesdropper and simul-
taneously null out the interference at legitimate receivers. However, in this case,
the location of the eavesdropper should be known. In most cases, eavesdroppers
remain passive, therefore, their locations and their CSI cannot be known.

The MIMO-PLS presented in [234] depends on cooperative transmission and
is described as follows: two source-destination pairs, one exchanging secret infor-
mation while the other is sharing a public message, transmit simultaneously. The
main concept is that the message and the interference lie in different subspaces at
the intended destination (interference is eliminated), however, are aligned along
the same subspace at the eavesdropper, which will not be able to detect the con-
fidential message. This scheme also depends on the location of the eavesdropper.

The MIMO PLS scheme presented in [235] depends on the concept of both
cooperative jamming and AN, to secure data transmission. The legitimate user
and the cooperative jammer concurrently transmit pilot signals and AN, respec-
tively, to prevent the eavesdropper from detecting the transmitted data. The
cooperative jammer introduces the AN in a spatially selective manner without
affecting the data transmission of the legitimate user.

Table 3.8 summarizes and evaluates the presented data confidentiality schemes
for MIMO systems.
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3.3.4 Data Availability

Traditionally, there are two popular ways to mitigate jamming attacks, which
are: Direct Sequence Spread Spectrum (DSSS) and Frequency Hopping Spread
Spectrum (FHSS). Both techniques fall under the same type of modulation tech-
niques that is spread spectrum modulation. DSSS, which is similar to CDMA,
multiplies a bit sequence by a (faster) chip sequence. As a result, transmitted
signals spread over a wide range of bandwidth leading to the suppression of inter-
ference and jamming signals. FHSS, on the other hand, uses narrow-band signals
and allows users to randomly hop from one frequency to another during trans-
mission [236]. Beamforming also overcomes jamming and intentional interference
since antenna weights are adjusted in a way that a specific beam is directed to-
wards the intended user. However, for this technique to be successful, one should
know the adversary’s location. Similarly, subspace processing requires informa-
tion about the interfering signal in order to design a signal subspace orthogonal
to the interference. Link adaptation and adaptive filtering, on the other hand,
adapt transmission parameters to decrease the error between the received signal
and the original signal. However, both are not effective in the presence of unpre-
dictable and strong interference. Time-Frequency analysis is a different technique
that only reveals the power localization of the jamming signal in the time and
frequency domains. Finally, MIMO decoding simultaneously transmits multiple
streams which are recognized separately at the receiver. This requires knowing
the CSI corresponding to all streams [237]. Figure 3.7 compares the techniques
presented in [237].

Authors in [238] and [239], prove that massive MIMO is naturally resilient to
standard jamming and eavesdropping attacks unless jamming is done during the
training phase when pilot signals are transmitted by mobile users. To this end, the
authors present a PLS scheme to secure pilot signals in the initial training phase.
More specifically, the index of the pilot signals, transmitted to different users,
is encrypted with a unique shared key between the base station and each of the
corresponding users. This way, the eavesdropper will not be able to distinguish
which pilot signal corresponds to which user and consequently, will not be able
to conduct jamming attacks later on in the communication phase.

Similar to existing anti-jamming techniques, which depend on the concept of
jamming the jammer, a virtual MIMO mechanism is introduced in [240]. Several
single-antenna relays are grouped to form a virtual MIMO system in order to
defend against jamming attacks in cognitive radio networks by nulling out the
jamming signals through jamming.

On the other hand, the authors in [241] present the multi-channel ratio de-
coding scheme to overcome jamming attacks and recover jammed signals. This
technique doesn’t require shared keys or the transmitter’s channel state infor-
mation. Here, a multi-antenna receiver (2× 2) and a single-antenna jammer are
assumed. Basically, the receiver computes the multi-channel ratio by dividing
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the jamming signals received by both antennas of the receiver. This ratio de-
pends on a strong assumption that the receiver and the jammer are static, which
means that the ratio channel remains constant since in this case, the CSI will not
change during a short period of time. When the transmitter starts transmission,
the receiver will be able to subtract the jamming signal and recover the intended
messages having the multi-channel ratio.

The different types of jamming and mitigation techniques are listed in [242]
and shown below:

• Physical jamming: Physical jamming is one kind of DoS attacks, which
is realized by either continuous transmission or random bit transmission.

• Virtual jamming: This attack is launched at the media access control
layer through attacks on the request to send and clear to send frames or
the data frames.

• Synchronization signal jamming: Here, a user is denied access to both
the primary synchronization signal and the secondary synchronization sig-
nal, which are used by a UE at the beginning of the connection establish-
ment phase with a specific node in its cell.

• Primary synchronization signal jamming: This attack forges a pri-
mary synchronization signal (bogus primary synchronization signal) and
tricks a UE into using this primary synchronization signal instead of the
real signal.

• Physical uplink control channel jamming: Physical uplink control
channel jamming will result in assigning additional uplink resources to every
active UE that are probably not needed, which will cause degradation of
service.

To prevent jamming attacks, the authors present two schemes: the rate adap-
tation scheme and the mapping to commitment scheme. The former allows op-
timal transmission mode selection based on the maximum expected throughput,
while the latter depends on the notion of cryptography in which only the intended
receiver is able to recover the real information conveyed by the transmitter.

Table 3.9 summarizes and compares the existing anti-jamming solutions present
in the literature.
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Chapter 4

Device Authentication

Device authentication is crucial for any digital system as it represents the first
step towards accessing data and resources. Currently, most authentication mech-
anisms in the literature, are based on single-factored cryptographic solutions.
These techniques are often not sufficient in the context of 5G systems due to
the limited computational power of employed devices and the severity of security
concerns, especially that these devices are physically not well protected. Conse-
quently, any weakness in the identification or authentication process will allow
a compromised entity to establish communication, inject false data and launch
dangerous attacks leading to system malfunction.

To overcome the above-mentioned limitations and achieve high authentication
accuracy, two lightweight and secure multi-factor device authentication protocols
are presented. The schemes are based on two concepts, configurable Physical Un-
clonable Functions (PUF) within 5G devices (such as IoT devices), and channel-
based parameters. Both protocols use few and simple cryptographic operations
such as the bit-wise Exclusive-OR (XOR) operation and a one-way hash function.
The unique PUF value serves as the mutual secret between a pair of users, which
frequently changes for every session. Moreover, the proposed protocols exploit
the random channel characteristics to provide high robustness against different
kinds of attacks, while maintaining low complexity. Security and performance
analysis prove the superiority of the proposed protocols, which are designed with
minimum overhead in terms of computations, communication costs and execution
time.

4.1 System Models

Before presenting the authentication protocols, the network model, the threat
model, the utilized fuzzy system and the basic properties of PUFs, are briefly
discussed.

69



4.1.1 Network Model

A 5G IoT communication system is considered, where different IoT devices (such
as smartphones) are able to communicate directly with each other [243]. The sys-
tem consists of several mobile devices and a fixed number of communication units
(gateways). Here, it should be noted that the presence of aggregation nodes is
not mandatory since in most cases, IoT devices are able to communicate with the
gateway directly (for example: the LoRa (Long Range radio) technology [244]).
The presented authentication protocols are not specific to 5G IoT devices; any
5G device communicating with a gateway or another 5G device can perform any
of the presented mutual authentication protocols (generic protocols that can be
applied by any 5G device using any multiple access technique).

The following assumptions are considered:

• 5G IoT devices communicate with the gateway directly over public wireless
links (star topology).

• The gateway resides in the network server. If not, users can perform au-
thentication with the network server, using the proposed protocols.

• The proposed solutions target single-hop networks (no aggregation nodes).

• Channel between two entities is non-reciprocal.

• The gateway has high computational power and large memory. This unit
is responsible for storing unique parameters (unique identification values:
XID), each corresponding to a different IoT user in the cell.

• Unique user-identification values, XID, are kept secret by the corresponding
parties.

• The unique user-identification values, XID, are first generated by the gate-
way/network server and then relayed to each IoT device (physically). The
user-identification values are saved in the memory of the gateway/network
server (initial configuration). Consequently, the gateway will be able to
have the XID values of all IoT devices, including new devices joining the
network.

The main advantage of introducing PUFs is to eliminate the need of secret
symmetric keys.

For the case of M2M communication systems (direct communication/ no gate-
ways), devices relay the user-identification values (XID) by physically connecting
to the other device or by using a secure exchange scheme (for example, using
public/private keys). Afterwards, the same authentication steps are followed.
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4.1.2 Threat Model

End-points are assumed to be untrustworthy nodes and the adversary is able to
read, forge, manipulate, reply, delay and delete messages. Moreover, end-points
communicate with the gateway (gateway residing in the network server) directly,
as is the case in the LoRaWAN system [244].

In addition, it is assumed that the only way to compromise the authentication
session, is by obtaining the long-term and short-term secrets. However, this is not
possible since the attacker will have to guess the values of these secrets. Based
on the work presented in [245], it is assumed that the underlying cryptography is
perfect: each cryptographic primitive is modeled as an abstract symbolic function
with strong properties [246]. For example, hash functions are irreversible (one-
way) [246].

4.1.3 Fuzzy System

In the proposed protocols, the advantages of fuzzy systems are exploited to over-
come the non-reciprocity of wireless channels. Generally, a fuzzy system, which is
based on a collision resistant extractor, takes as input a binary string, Seq(binary),
of some metric space Sp ∈ {0, 1}n (n is a positive number) and outputs a random
string σ ∈ {0, 1}l (l is a positive number) and an auxiliary string, τ ∈ {0, 1}r,
where r is a positive number that can be equal to l or n [247]. This mapping
procedure is denoted by:

Gen(Seq(binary)) = (τ, σ). (4.1)

Typically, τ is a public reproduction parameter, that is known by all users.
However, in the proposed schemes, this is not the case since the input to the
Gen(.) function is a parameter only known by communicating entities. Therefore,
the resulting outputs, τ and σ, will not be public parameters.

Another procedure that is also used in fuzzy systems is the recovery function,
in which a different string, Seq′(binary), of the same metric space Sp ∈ {0, 1}n is

fed, along with τ ∈ {0, 1}r, to produce σ ∈ {0, 1}l [247]. This mapping procedure
is denoted by:

Rep(Seq′(binary), τ) = σ. (4.2)

Both of these functions are used in the proposed mutual authentication pro-
cesses, which combine the secrecy of the PUF output values, and the randomness
and dynamicity of wireless channels (PLS).

4.1.4 PUFs: Basic Properties and Characteristics

A PUF circuit has a specific architecture, which is typically added to a chip to
extract its unique fingerprint. The input to a PUF circuit is a sequence of bits,
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which is referred to as the challenge, and the output is another sequence of bits,
which is referred to as the response. Each chip (5G IoT device) has its own
fingerprint related to the unique pairs of challenges/responses; that is no two
chips (5G IoT devices) are able to produce the same response for the same chal-
lenge [248, 249], which is mainly due to the variability within the manufacturing
process.

In general, PUFs are widely used for the authentication of resource-limited de-
vices since no cryptographic operations are required in this case. The use of PUF
circuits is a very popular technique for authenticating IoT devices. Specifically,
PUF-based authentication is divided into two phases: enrollment and authenti-
cation [248, 249].

In the first phase, the chip, which contains the PUF circuit, is physically
linked to the server (connected). The server generates challenges, and the PUF
circuit returns back the corresponding responses which are stored in the server.
Next, the chip is attached to the IoT device [248, 249].

During the second phase, the server sends a dynamic random PUF challenge
to the device. If the device produces and transmits the correct corresponding
response, the device is authenticated [248, 249].

The enrollment and authentication steps are slightly modified in the proposed
protocols. Here, it is assumed that the gateway (or network server in case the
gateway does not reside in the network server) already has the PUF inputs (chal-
lenges) of each IoT device in the network.

During the enrollment phase, the chip of each IoT device is connected to the
gateway (in case it resides in the network server). The gateway generates the
challenge, which is a unique identification value for each device (XID), and the
IoT device returns the corresponding response (IDS). Finally, both of the device
and the gateway store the challenge/response pair (XID, IDS).

4.2 First Device Authentication Protocol

The first authentication protocol is based on two main factors, the secret session
identifier (IDS), and the secret channel-based parameter, σ [250]. The secret
session identifier IDS is derived from a PUF output value that is only known
by the communicating entities (IDS is the response of the challenge XID). More
specifically, the gateway keeps a list of input PUF values (initial challenge), which
are the unique identification values of each IoT user (XID). This list is private
and is only accessible by the gateway. The parameter, IDS, serves as the common
shared secret. This allows the gateway to distinguish the different IoT devices.

The proposed scheme depends only on two lightweight operations, a cryp-
tographic one-way hash function (h(.)) and the XOR operation. Moreover, the
widely used fuzzy extractor technique is used to overcome the issue of channel
non-reciprocity. In general, most PLS techniques in the literature assume that the
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channel between a pair of users is reciprocal, consequently, both communicating
entities extract the same channel parameters and use them for device authenti-
cation and data encryption [8]. However, this is not always true. In fact, channel
characteristics and features of the same channel may differ slightly between the
transmitter and receiver, and they may change from time to time. As result, a
channel-based nonce extracted by User A is not always equal to a channel-based
nonce extracted by User B (N0,A �= N0,B). Common sources of channel-based
nonces are the Channel State Information (CSI), the Received Signal Strength
(RSS) and Angle of Arrival (AoA) [94]. For this purpose, the fuzzy extractor,
which depends on two functions, Gen(.) and Rep(.), is used in this scheme.

• Gen(.): This function is a probabilistic function that generates a uniform
string of random bits given a specific input. In the proposed scheme, the
input is the channel nonce extracted by User A (transmitter of authen-
tication request) and is represented by N0,A. The produced outputs are
the l-bit channel-based key σ and the reproduction parameter τ . Hence,
Gen(N0,A) = (σ, τ).

• Rep(.): This function recovers the uniform string of random bits from an
input that is slightly different from the original input (Hamming Distance
less or equal to a predefined threshold value th): HD(N0,B, N0,A) ≤ th. In
particular, N0,B and τ are given as inputs to produce the channel-based
key, σ. Hence, σ = Rep(N0,B, τ).

Cryptographic hash functions are employed in the proposed protocol to ensure
the one-way property of exchanged messages, in addition to high input sensitivity.
This prevents attackers from recovering any secret information (irreversibility)
from the collected traffic. Only legitimate entities, sharing similar features and
unique parameters (secret), are able to calculate the same hash digest. Hence,
eavesdroppers will not be able to acquire any useful information from the trans-
mitted messages, unless they have all of the correct parameters, which is very
unlikely. This step is crucial for ensuring proper and secure authentication.

Finally, in order to guard against replay attacks, both a Time Stamp (TS)
and a Random number (R) are used.

4.2.1 First Authentication Protocol and Key Agreement

This phase is executed by the IoT device (User A) and gateway (User B).

1. Step 1: User A first extracts a channel nonce, N0,A, and generates (σ,
τ) from N0,A using Gen(N0,A) = (σ, τ). User A also generates a random
number RA. The secret session identifier, IDS, derived from the PUF
challenge, XID, is concatenated with the current time-stamp TSA. The
resultant is hashed, then XORed with RA to generate M1 = h(IDS||TSA)⊕
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Figure 4.1: First PLS authentication protocol

RA. A second message M2 is calculated by XORing the random number RA

and τ , M2 = RA ⊕ τ . Finally, User A transmits the authentication request
composed of < M1,M2, TSA >, to User B over a public channel. Here, it
should be noted that the reproduction parameter, τ , is used to protect and
securely transmit RA to User B. In this protocol, τ is derived from the
shared physical channel between legitimate users, hence, this parameter is
not publicly available and cannot be acquired by adversaries. On the other
hand, σ is kept as a secret by the transmitter.

2. Step 2: Once the authentication request is received, User B validates the
currency of TSA using |TSA − TS∗

A| ≤ ΔT , where ΔT is the maximum
transmission delay, and TS∗

A is the received time of the message. If this
condition fails, User B terminates the connection.

3. Step 3: User B calculates M3 = h(IDS||TSA) using the stored information
IDS and the received information TSA. Next, User B calculates RA =
M1 ⊕M3 and τ = M2 ⊕RA. Using τ , σ′ = Rep(N0,B, τ) is generated.

4. Step 4: Afterwards, User B generates M4 = h(IDS||TSA||TSB||RA)⊕RB

using a random number RB and the current time stamp TSB. In addition, a
secret session key SK is derived using the stored and received information,
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such that SK = h(IDS||σ′||RA||RB||TSA||TSB). User B replies to User A
using the message < M4,M5, TSB >, where M5 = h(SK ⊕RA ⊕RB).

5. Step 5: User A receives the message < M4,M5, TSB > and checks the
currency of the messages based on |TSB − TS∗

B| ≤ ΔT . If this condition
fails, User A terminates the connection.

6. Step 6: Then, UserA extracts TSB and generatesM6 = h(IDS||TSA||RA||TSB).
RB, which is obtained by XORing M6 with M4, is used to derive SK ′ =
h(IDS||σ||RA||RB||TSA||TSB). Using SK ′, RA and RB, User A calculates
M7 = h(SK ′||RA||RB). If M7 = M5, User A authenticates User B and
verifies that both users were able to derive the same secret session key
SK = SK ′.

7. Step 7: User A sends a message < M8, TSA′ > to User B as an acknowl-
edgment, where M8 = h(SK ′||IDS) and TSA′ is the new time stamp.

8. Setp 8: Finally, User B checks |TS∗
A′ − TSA′ ≤ ΔT | and generates M9 =

h(SK||IDS). If M8 = M9, then User B verifies that User A has produced
the same secret session key, hence, User A is authenticated. If any of the
above steps fails, the connection will be immediately terminated.

At the end of this phase, both users A and B reserve the same secret session
key SK, which will be used for secure communication, after performing the mu-
tual authentication phase (Fig. 4.1).

In order to increase the robustness of the proposed protocol, an additional
factor is used to enhance the mutual authentication of users. This factor em-
ploys non-cryptographic parameters such as physical channel parameters, traffic,
and energy consumption. Different features (parameters) are chosen for each
entity to generate a unique user profile (fingerprints). This means that device
fingerprinting is generated from a set of features that can be obtained from dif-
ferent layers (application layer, network layer, data link layer, physical layer,
. . . ). For example, the network traffic of each device is frequently monitored and
compared to its history log (or any feature in the device’s profile). Upon any
change in network traffic (for example sudden increase), both devices will have
to re-authenticate each other. Moreover, new user-specific credentials are used in
every new authentication session. The proposed protocol mainly depends on the
shared channel parameters between a pair of devices and a secret session identi-
fier. Since wireless channels are random and dynamic, channel-based parameters
will differ greatly from one time period to another. On the other hand, the secret
identifier, IDS, which is derived from the device’s PUF using XID, is constant.
To enhance security even further, variable challenges and responses are employed
(using configurable PUFs). More specifically, input values (XID) are updated
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Figure 4.2: Second PLS authentication protocol

based on the previous output (recursive function). As such, the secret identifier
will be dynamic and able to resist different kinds of attacks.

4.3 Second Device Authentication Protocol

The second device authentication protocol also aims at ensuring a lightweight mu-
tual authentication process (cryptographic approach), in order to build a trusted
relationship between IoT objects for access control [251]. Existing cryptographic
protocols, rely on symmetric or asymmetric cryptography (public key infrastruc-
ture), which are not suitable for resource-limited 5G devices. Moreover, existing
cryptographic protocols are prone to physical attacks, such as side channel and
fault attacks, which are possible in the context of 5G devices since they are not
physically protected [252].

Similar to the first authentication protocol, the protocol presented in this
section also depends on two main factors, which are PUFs and channel-based pa-
rameters. It assumes that a gateway/server stores the unique identification value
(XID) of each device. Initially, the device is physically connected to the gate-
way and XID is relayed. Asymmetric cryptography can also be used for relaying
XID. As for the initial challenge/response of the PUF, it depends on the random
channel characteristics and extracted properties. More specifically, a channel-
based parameter (τ) is fed as an input to the PUF (unlike the first protocol
which uses XID as input/challenge to the PUF). The challenge/response pair (τ ,
XPUF ) is stored at the IoT device and gateway. After each authentication cycle
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between the IoT device and the gateway, a fresh (variable) challenge/response
(new channel-derived parameters) is generated and updated in a secure and syn-
chronized manner. The new challenge/response will be used in the next authen-
tication cycle with the gateway. It will also be used to form the next session key
and, consequently, derive the required authentication and encryption secret keys,
which solves the key management issue in IoT systems, and improves the system
scalability. The dynamicity of the challenge/response values is attributed to the
fact that wireless channels are dynamic and random.

The main advantage of this approach is that the used structure and its param-
eters are dynamic in nature, and are independent of the previous and next states
for every new communication session. Once mutual authentication is established,
both the transmitter and the receiver can communicate securely using a shared
session key (SK). The main authentication factors used in the proposed protocol
are the unique identification value (XID), the secret channel-based parameter (σ)
and the output PUF value, XPUF . It should be noted that XID is pre-shared
(using physical connection of the device and gateway as mentioned previously)
and is only known by the communicating entities.

The proposed scheme depends on two lightweight operations only, the cryp-
tographic one-way hash function and the XOR operation. Additionally, it uses
the fuzzy extractor technique in order to overcome channel non-reciprocity in
wireless systems.

4.3.1 Second Authentication Protocol and Key Agreement

The proposed scheme consists of the following steps:

1. Step 1: User A first extracts a channel nonce, N0,A, and generates (σ,
τ) from N0,A using Gen(N0,A) = (σ, τ). τ is fed to the PUF to produce
XPUF . This value is later used in the authentication process to generate
the session key SK. User A also generates a random number RA. The
stored unique identification value XID is hashed, then XORed with τ to
generate M1 = h(XID)⊕ τ . A second message M2 is calculated by XORing
the random number RA and τ , M2 = RA⊕ τ . Finally, User A transmits the
authentication request, composed of < M1,M2 >, to user B over a public
channel.

2. Step 2: Once the authentication request is received, user B calculates
M3 = h(XID) using the stored information XID. Next, user B calculates
τ = M1 ⊕M3 and RA = M2 ⊕ τ . Using τ , σ′ = Rep(N0,B, τ) is generated
(σ=σ′). Moreover, τ is used to derive the output value, XPUF .

3. Step 3: User B generates M4 = h(XID||σ′||RA) ⊕ RB using a random
number RB, the obtained RA, and the generated σ′. In addition, a secret
session key SK is derived using the stored and received information such
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(a) OFMC (b) CL-AtSe

Figure 4.3: Simulation results of the first authentication protocol using the
AVISPA tool under (a) OFMC and (b) CL-AtSe backends

that SK = h(XID||σ′||RA||RB||XPUF ). User B replies to user A using the
message < M4,M5 >, where M5 = h(SK).

4. Step 4: User A receives the message < M4,M5 > and generates M6 =
h(XID||RA||σ). RB, which is obtained by XORing M6 with M4, is used
to derive SK ′ = h(XID||σ||RA||RB||XPUF ). Using SK ′, user A calculates
M7 = h(SK ′). If M7 = M5, user A authenticates user B and verifies that
both users were able to derive the same secret session key SK = SK ′.

5. Step 5: User A sends a message < M8 > to User B as an acknowledgment,
where M8 = h(SK ′||(RA + 1)||(RB + 1)).

6. Setp 6: Finally, User B generates M9 = h(SK||(RA + 1)||(RB + 1)). If
M8 = M9, then user B verifies that user A has produced the same secret
session key and hence, user A is authenticated. If any of the above steps
fails, the connection will be immediately terminated.

At the end of this phase, both users A and B reserve the same session key
SK, which will be used to secure communication after performing the mutual
authentication phase (Fig. 4.2). More specifically, SK is used to derive the keys
that will be used for data confidentiality, source authentication and message
integrity.
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Figure 4.4: Simulation results of the second authentication protocol using the
AVISPA tool under (a) OFMC and (b) CL-AtSe backends

4.4 Security Evaluation of the Presented Au-

thentication Protocols using AVISPA

In this section, the security of the proposed authentication schemes is verfied using
the widely used AVISPA tool [116, 253, 254, 255, 256, 257, 247]. The AVISPA
tool includes four backends which are: 1) On-the-Fly Model Checker (OFMC), 2)
Constraint-Logic-based Attack Searcher (CL-AtSe), 3) SAT-based Model Checker
(SATMC) and 4) Tree Automata based on Automatic Approximation for the
Analysis of Security Protocols (TA4SP). Here, the results of the proposed schemes
under the SATMC and TA4SP backends are omitted since these backends don’t
support the XOR operation (result: “inconclusive”). The proposed schemes are
implemented using the High-Level Protocol Specification Language (HLPSL),
and are simulated in Security Protocol Animator for AVISPA (SPAN). It should
be noted that this tool captures the replay and the Man-In-the-Middle (MIM)
attacks, only.

Figures 4.3 and 4.4 prove that the proposed protocols are “safe” against replay
attacks and MIM attacks, hence, both satisfy the design properties of secure
authentication protocols.
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4.5 Security Analysis of the Proposed Authen-

tication Schemes

In this section, the proposed schemes are analyzed in the context of different
authentication attacks.

4.5.1 Resistance Against Privacy Threats

A mutual authentication protocol is considered immune against privacy threats,
if the following metrics are satisfied: indistinguishability, anonymity and identity
privacy.

Indistinguishability:

In both authentication protocols, the identity-related information (XID and
the PUF-derived IDS) of users is guaranteed by the one-way property of the hash
function, the randomly generated numbers and the freshness of time stamps (RA,
RB, TSA and TSB). Here, the attacker cannot obtain plaintext information re-
lated to the users’ identity or the transmitted data, hence, it is indistinguishable.

Anonymity:

In the presented schemes, communicating entities do not show their true iden-
tity in either the authentication stage or later in the data communication stage.
In other words, data is anonymous during transmission across the public channel.
Even if data is stolen, it is difficult to identify the data owner. Assuming that the
adversary intercepts the exchanged messages of the first authentication protocol:
Message1 = < M1,M2, TSA >, Message2 = < M4,M5, TSB > and Message3
= < M8, TSA′ >. Since, TSA, TSB, RA and RB are unique and dynamic, all
of the three messages are distinct where M1, M2, M4, M5 and M8 vary greatly
with any slight change in the above parameters. Similarly, assuming that the ad-
versary intercepts the exchanged messages of the second authentication protocol:
Message1 = < M1,M2 >, Message2 = < M4,M5 > and Message3 = < M8 >.
Since, N0,A, N0,B, RA and RB are unique and dynamic, all of the relayed mes-
sages, M1, M2, M4, M5 and M8, are random and secured.

Identity Privacy:

One of the main security requirements for exchanging information is privacy.
Using a set of secret parameters hides the real identity of communicating entities.
The real identity of the IoT users is, thus, preserved and threats related to the
user location tracking attacks are not possible in this case.
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4.5.2 Man-In-the-Middle (MIM) Attack

The MIM attack is a form of active eavesdropping, where the attacker initiates
independent connections with victims and relays messages between them. For
the first authentication protocol: assume that the adversary intercepts the first
message issued by the sender, < M1,M2, TSA >. Afterwards, he creates another
message using the current time-stamp TSE and a randomly generated number
RE. The resulting message will be < [(h(IDE

S ||TSE))⊕ RE], (RE ⊕ τE), TSE >.
IDS and τ are unknown to the adversary, consequently, another secret identifier
IDE

S and a different channel parameter Gen(N0,E) = (σE, τE) will be used to
generate ME

1 and ME
2 . In this case, connection will be terminated since both

users will not be able to authenticate each other and derive the same secret session
key SK. Therefore, the proposed approach is immune against MIM attacks since
it relies on a secret and on channel parameters which are unknown to adversaries.
The second authentication protocol is also immune against MIM attack since it is
based on a pre-shared secret XID, a random number and a channel-based nonce
(which is fed to the PUF) to ensure the authentication of users.

4.5.3 Resistance Against Replay Attacks

Even if the attacker was able to intercept authentication credentials and resend
these credentials back to the legal entity, it is difficult to pass legal authentication
due to the validity of the random numbers and time stamps. Consequently, replay
attacks are easily prevented.

4.5.4 Camouflage Attack and Tracking Prevention

At the authentication stage, adversaries shouldn’t acquire information related
to the real user’s identity or their secret credentials. For this purpose, random
numbers, fresh time stamps and a one-way hash function are used, in which every
new challenge is updated with a fresh time-stamp and new random number.

Moreover, the authentication mechanisms use a new channel-derived parame-
ter (Gen(N0) = (τ, σ)), which makes it impossible for attackers to get the content
of previous authentication sessions. This is attributed to the fact that the wire-
less channels are random and dynamic, hence, extracted channel parameters vary
greatly from one session to another. Accordingly, the proposed protocols, effec-
tively, resist camouflage attacks and prevent tracking.

4.5.5 Masquerading, Forgery & Impersonation Attacks

In the impersonation/masquerading attack, adversaries try to deceive users by
pretending to be a legitimate sender/receiver. In the proposed schemes, all of
the exchanged messages require a valid secret identifier XID, which only known
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to the legitimate users. Consequently, the impersonation attack is only feasible
if the adversary acquires XID (very unlikely).

4.5.6 Forward Secrecy

Forward secrecy is achieved by the one-way property of the hash function. Even if
the adversary acquires the used channel-based parameters at the authentication
stage, he will not be able to derive the same secret session key SK since a secret
and unique identifier is utilized.

4.6 PUF-Based Threats

Since both of the presented authentication protocols utilize PUFs, it is important
to assess these schemes in the context of different PUF-based attacks. In [248],
authors consider two main attack models. The first model assumes that the ad-
versary is able to intercept the communicated messages between devices (Man-In-
the-Middle attack), and the second one assumes that the adversary has physical
access to the device (side channel attack).

4.6.1 Man-In-the-Middle Attack

The MIM attack allows adversaries to capture messages that are communicated
between two devices such as the exchanged challenges and responses. However,
it has been proven earlier that the proposed protocols are immune against this
type of attacks.

4.6.2 Side Channel Attack

In such an attack, the adversary has physical access to the device. The attack can
be invasive, semi-invasive or non-invasive, and it can be either passive or active,
according to [258].

In general, invasive (active) attacks are complicated and costly since adver-
saries have to move the compromised IoT device to a specialized lab, where
expensive laboratory equipment are available. This type of attacks is not conve-
nient for IoT devices, especially when devices are located in public places; hence,
bringing them to a laboratory is not possible.

On the other hand, semi-invasive (active) attacks require the emission of pho-
tonics and electromagnetic sampling, and they depend on much simpler tech-
niques compared to invasive attacks. In particular, the semi-invasive attacker
should have access to the chip surface, which will not be damaged by the attack.
However, this technique also requires moving the IoT device to the laboratory
and utilizing special equipment.
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Unlike invasive and semi-invasive attacks, the equipment needed for conduct-
ing non-invasive attacks can be transported and installed near the attacked IoT
devices. These equipment are relatively small and inexpensive.

Moreover, non-invasive (passive) attacks do not require direct access to inter-
nal components. In this technique, secret information is extracted by exploiting
data related to power consumption and time delay. Non-invasive attacks use
analysis tools based on machine learning algorithms. Therefore, IoT devices are
prone to this type of attacks. To prevent non-invasive attacks, dynamic chal-
lenge/response authentication protocols have been presented, based on physical
channel parameters. The introduced dynamic physical properties prevent side
channel attackers from recovering any useful information (channel parameters
have a high level of randomness).

In order to reinforce the resistance against side channel attacks, proper defense
strategies (restrictions on physical access) for IoT devices should be taken into
account.

4.7 Security of Produced Secret Session Keys

This section provides a brief formal (mathematical) analysis to assess the security
of the proposed protocols. Similar to [72, 74, 75], the Real-Or-Random (ROR)
model is used to prove the robustness of the produced secret session key SK.
This is important since SK will be used to ensure data confidentiality, source
authentication and message integrity. Note that not all attacks are captured by
mathematical modeling.

In this analysis, it is assumed that the adversary is able to eavesdrop, modify,
inject, and fabricate messages using the following queries [72, 74, 75]:

• Execute(Λv,Λw): This represents a passive attack, where an adversary is
able to read the transmitted messages between legitimate participants at
instances v and w (Λv and Λw).

• Reveal(Λv): This query reveals SK to the adversary.

• Send(Λv,M): This models an active attack, where an adversary sends a
message M to a participant instance Λv, and receives a reply back.

• Test(Λv): This corresponds to the security of the secret session key SK
between the IoT user and gateway following the indistinguishability style in
the RORmodel [72]. Here, an unbiased coin is flipped before the experiment
starts. Λv returns SK if coin = 1 otherwise, it returns a random number.

The adversary initiates Test queries to either the IoT device or the gateway. If
the guessed bit coin′ is equal to the random bit coin, the adversary wins the game
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(Succ). According to [72, 259], the adversary’s advantage in breaking the secu-
rity of the proposed approach and deriving SK is Advproposed = |2.P r[Succ]− 1|.
Using the ROR model, the proposed scheme is secure if Advproposed ≤ ε, where
ε > 0 is very small.

Theorem 1. The secret session key SK is secure against adversaries. Using

the ROR model, Advproposed ≤ q2h
|Ha| , where qh and |Ha| are the number of access

times to a collision-resistant hash function h(.) and the range of space of a hash
function h(.), respectively.

Proof. The approaches in [72, 74, 75] are modified, where three games,
Gamei(i = 0, 1, 2) are defined.

• Game0: This represents the original attack on the protocol using a random
bit test. Since coin should be guessed by the adversary before the game
starts, by definition:

Advproposed = |2Pr[Succ0]− 1|. (4.3)

• Game1: Game0 is transformed to Game1. Here, the adversary intercepts
(eavesdropping) the transmitted messages between the sender and receiver
(Execute query). The adversary uses the Test and Reveal queries to test
whether the Test query gives the real value of SK. Since the secret session
key contains short and long-term secrets, the adversary’s chance of win-
ning this game is not increased by eavesdropping the exchanged messages.
Hence, it is clear that:

Pr[Succ0] = Pr[Succ1]. (4.4)

• Game2: Game1 is transformed to Game2, which is an active attack. The
adversary performs several Send queries in order to guess the output of
the hash functions of the transmitted messages. However, these messages
also include long and short-term secrets. As a result, this will lead to no
collision which gives the following:

Pr[Succ1] ≤ q2h
2|Ha| + Pr[Succ2]. (4.5)

Since the adversary has no choice other than guessing the bit coin in order
to win the game:

Pr[Succ2] =
1

2
. (4.6)
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From Equations (4.5) and (4.6), it follows that:

Pr[Succ1] ≤ q2h
2|Ha| +

1

2
, (4.7)

Pr[Succ0] ≤ q2h
2|Ha| +

1

2
. (4.8)

Using Equation (4.3):

Advproposed ≤ |2[ q2h
2|Ha| +

1

2
]− 1|, (4.9)

Advproposed ≤ q2h
|Ha| . (4.10)

Since the range of space of a hash function |Ha| is much greater than the

number of Test queries,
q2h
|Ha| is negligible. Consequently, Advproposed ≤ ε, which

proves that SK and data transmitted using the proposed scheme are secure. For
a detailed discussion, refer to [72, 74, 75].

4.8 Performance Analysis

In this section, the performance of the presented protocols is evaluated in com-
parison to similar protocols presented in the literature [72], [73], [74], and [75].
The tested parameters include communication cost, computational cost and ex-
ecution time. Although, the protocols in [72], [73], [74], and [75] do not utilize
the notion of PLS, they use PUFs in the authentication process. In contrast, the
proposed schemes benefit from both PUFs and PLS, to increase the robustness
and efficiency of 5G IoT systems.

4.8.1 Communication Costs

For comparative purposes, the unique identification value and the secret session
identifier are both set to 160 bits, the random number is also 160 bits, the time
stamp is 32 bits, and the hash digest is 160 bits (using the SHA-1 hash function
as in [72]).

The protocol presented in [72] requires the exchange of three messages, which
consist of 512, 512, 192 bits, respectively. Consequently, the total communication
cost is 1, 216 bits. On the other hand, the total communication cost of the scheme
presented in [73] is 1, 856 bits, where four messages are needed to achieve mutual
authentication. Similarly, the authentication protocols in [74] and [75] require
four messages as a communication overhead, and a total of 2, 752 bits and 2, 080
bits, respectively.
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The first authentication protocol involves the exchange of three messages:
1) < M1,M2, TSA >, 2) < M4,M5, TSB > and 3) < M8, TSA′ >, however, it
requires a fewer number of bits. The first message consists of (160 + 160+ 32) =
352 bits. The second message is also composed of (160 + 160 + 32) = 352 bits
whereas the final message requires (160 + 32) = 192 bits only. Hence, the total
number of required bits is (352 + 352 + 192) = 896 bits, which less than 1, 216
bits [72]. In other words, the proposed scheme is more efficient than the scheme
presented in [72] in terms of communication cost (Table 4.1).

Three messages are also required to achieve mutual authentication using the
second authentication protocol, 1) < M1,M2 >, 2) < M4,M5 > and 3) < M8 >.
The first message requires (160 + 160) = 320 bits. The second message is also
composed of (160 + 160) = 320 bits, whereas the final message requires 160 bits
only. The total number of required bits is (320 + 320 + 160) = 800 bits, which is
less than the number of bits required for the schemes in [72, 74, 75, 73].

Table 4.1: Communication cost

Scheme Required messages Required bits

Protocol in [72] 3 1, 216

Protocol in [73] 4 1, 856

Protocol in [74] 4 2, 752

Protocol in [75] 4 2, 080

First protocol 3 896

Second protocol 3 800

4.8.2 Computational Cost

In order to asses the computational costs of the proposed schemes, the following
parameters are identified: Th, Txor, Tf and TE, which denote the time of the hash
function, the time of the XOR operation, the time of the fuzzy extractor, and the
time of the elliptic curve cryptosystem point multiplication, respectively. The
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total computational delay of the schemes presented in [72], [73], [74] and [75] are:

Delay[72] = 17Th + 8Txor + 1Tf , (4.11)

Delay[73] = 21Th + 3TE, (4.12)

Delay[74] = 31Th + 4TE + 1Tf , (4.13)

Delay[75] = 19Th + 7Txor. (4.14)

On the other hand, the total computational delay of the first and second
protocols is:

Delayfirst = 10Th + 10Txor + 1Tf . (4.15)

Delaysecond = 10Th + 6Txor + 1Tf . (4.16)

Since the time required by the XOR operation is much less than that of
the hash operation (negligible), one can conclude that the proposed schemes
outperform the schemes in [72], [73], [74] and [75]. In particular, the first and
second authentication protocols perform 10 hash operations, only, which is less
than the number of hash operations in the previously listed schemes (17, 21, 31
and 19 hash operations). Table 4.2 summaries the computational cost in terms
of delay.

Table 4.2: Computational cost

Scheme Computational delay

Protocol in [72] 17Th + 8Txor + 1Tf

Protocol in [73] 21Th + 3TE

Protocol in [74] 31Th + 4TE + 1Tf

Protocol in [75] 19Th + 7Txor

First protocol 10Th + 10Txor + 1Tf

Second protocol 10Th + 6Txor + 1Tf

4.8.3 Execution Time

In order to evaluate the execution time of the proposed authentication protocols,
“OpenSSL” is used. It is a very popular tool and is widely used since it is
considered as one of the most important and efficient cryptographic libraries that
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Figure 4.5: The number of hashed messages in one second using different hash
functions, versus message length

provide robust, commercial-grade, and full-featured toolkit for Transport Layer
Security (TLS) and Secure Sockets Layer (SSL) protocols. Moreover, OpenSSL
is implemented on a common IoT hardware which is Raspberry Pi 2, which has
a Broadcom BCM2836 SoC with a 900 MHz 32-bit quad-core ARM Cortex-
A7 processor. To show the efficiency of the proposed authentication protocols,
the time required by different hash functions is computed, mainly the SHA-256
and SHA-512 functions (Table 4.3 and Fig. 4.5). It is important to assess the
delay introduced by hash functions since, among all of the listed operations,
hash functions require the largest execution time (the execution time of other
operations is considered negligible in comparison to hash functions).

For different message sizes (block size in bytes), it is evident that the SHA-512
requires less time, hence, it is more efficient. In contrast, the SHA-256 is efficient
for small-size messages only (16 bytes).

Considering the SHA-512 scheme and a 256-byte message, the total execution
time that is required by the tested authentication schemes is shown in Table 4.4.
The obtained results prove that both of the presented mutual authentication
schemes are more efficient than similar schemes in the literature. Since the first
and second schemes require the same number of hash functions, their total ex-
ecution time values are equal. Moreover, both protocols reduce the introduced
delay, significantly, where a reduction of 41.17%, 52.38%, 67.74% and 47.36%
are achieved with respect to the protocols presented in [72], [73], [74] and [75],
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Table 4.3: Execution time (sec) of the SHA-256 and SHA-512 hash functions

Type 16 bytes 64 bytes 256 bytes 1024 bytes

SHA-256 2.1209e-07 3.7359e-07 7.7219e-07 2.3952e-06

SHA-512 2.9697e-07 2.7289e-07 6.3527e-07 1.7382e-06

respectively.

Table 4.4: The total execution time of the tested schemes using SHA-512 and a
256-byte message

Scheme Total execu-
tion time

Percentage re-
duction using
the first protocol

Percentage re-
duction using
the second pro-
tocol

Protocol in [72] 1.0799e-05 41.17% 41.17%

Protocol in [73] 1.3340e-05 52.38% 52.38%

Protocol in [74] 1.969e-05 67.74% 67.74%

Protocol in [75] 1.2070e-05 47.36% 47.36%

First protocol 6.3527e-06 - -

Second protocol 6.3527e-06 - -
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Chapter 5

Key Generation

The presented dynamic key generation scheme is considered as a cryptographic
primitive and a basis for realizing any of the PLS data confidentiality techniques
in the literature [260, 182, 261]. In order to achieve robust data secrecy, encryp-
tion and confidentiality schemes should depend on a unique, pseudo-random and
dynamic secret key between two legitimate users, and not only on the physical
channel characteristics. This key can also be utilized to achieve other security
services such as source authentication and message integrity, and data availability.

Figure 5.1 illustrates the key derivation function, which takes as input a secret
session key SK and a nonce N0 (or σ in case the channel between users is not
reciprocal). These parameters are updated every new session [260, 182, 261].

• Secret session key SK: This secret session key is exchanged between
communicating entities during the mutual (device) authentication step (dis-
cussed in the previous chapter).

• Nonce N0: This nonce is extracted from the shared channel parameters
between the legitimate users. For each new session, a new nonce is gener-
ated (wireless channels are dynamic; they change frequently). When the
channel is reciprocal, both the transmitter and receiver are able to extract
the same nonce, separately (N0 = N0,A = N0,B). In case of channel non-
reciprocity, users can utilize σ instead of N0, which is derived from the fuzzy
extractor functions (Gen(·) and Rep(·)) using N0,A, N0,B and τ . In partic-
ular, the transmitter (user A) generates τ and σ using its extracted nonce:
Gen(N0,A) = (τ, σ). On the other hand, the receiver (user B) generates σ′

using its own nonce and τ : Rep(N0,B, τ) = σ′. Whenever the hamming dis-
tance between N0,A and N0,B is less than a pre-defined threshold (slightly
different), σ′ will be equal to σ. Here, it should be noted that τ is relayed
securely from the transmitter to the receiver as discussed in the previous
chapter.

The obtained SK and N0 (or σ) are XOR-ed and then hashed (using SHA-
512), to produce the dynamic key DK, which is composed of 512 bits. Hashing is
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Figure 5.1: The key generation function

utilized to ensure the irreversibility property of DK. In case the two parameters
don’t have the same lengths, zero padding is applied to the shorter sequence in
order to match the length of the other parameter. The dynamic key is sensitive
to any change that occurs in the channel, and hence, its dynamic property guar-
antees a high level of security since it is directly related to a secret key between
two users. The proposed key approach is generic and can be used to generate
any cipher primitive.

In order to realize several security services, such as data confidentiality, source
authentication and message integrity and data availability, the obtained dynamic
key is divided into smaller sub-keys, each used to generate a specific cipher prim-
itive (for example: permutation table, substitution table, . . . ). DK, being 512
bits long (64 bytes), is split into multiple different sub-keys, each having a dif-
ferent length. The generation of the sub-keys will be further discussed in the
following chapters, since for each security service a different number of sub-keys
is derived from DK.
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Chapter 6

Data Confidentiality for
OFDM-based IoT Systems

After generating the channel-based dynamic key (DK), data confidentiality can
be achieved. For consistency purposes, the privacy of data in IoT systems is
addressed, however, the presented schemes can be applied for any 5G technol-
ogy, utilizing any multiple access scheme. In particular, four data confidentiality
schemes are presented, each targeting a different type of IoT systems: an OFDM-
based IoT system [183], a general IoT system utilizing any multiple access scheme
(general scheme) [261, 182], a NOMA-based IoT system and a MIMO-based IoT
system. Each case is discussed in a separate chapter.

OFDM is the basic building block for multi-carrier modulation in most con-
temporary networks such as Vehicular Ad Hoc Networks (VANETs), Internet of
things (IoTs), as well as 4G/5G systems. Most existing OFDM-based security
solutions lack the notion of secrecy and dynamicity when combining a secret key
with random information extracted from the physical channel. Yet, some solu-
tions perform encryption Pre-IFFT (Inverse Fast Fourier Transform) and some
Post-IFFT, without clear guidelines concerning the impact on performance and
security. In this chapter, OFDM-based encryption schemes at the physical layer
are investigated, analyzed, and weaknesses are identified. It is shown that en-
cryption in the frequency-domain slightly mitigates the effects of channel fading
and improves the bit error-rate performance. On the other hand, time-domain
encryption is shown to be more secure. Furthermore, a dynamic secret key ap-
proach that enhances the security level of OFDM-based encryption schemes, in
addition to a new technique for updating cipher primitives for input OFDM sym-
bols or frames, are proposed. These schemes are shown to strike a good balance
between performance and security robustness as demonstrated through experi-
mental simulations.
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6.1 Proposed 2-D Permutation Scheme

Algorithm 1 describes the proposed 2-D permutation scheme, which is a variant
of the traditional permutation scheme. First, the real and imaginary parts of
each complex symbol in one OFDM frame symbol, (before or after the IFFT
transformation: time-domain or frequency-domain complex symbols) are split,
and saved in a temporary vector. The odd indices of this vector contain the
real components of the complex symbols (CS), and the even indices contain the
imaginary components. Then, pseudo-random permutation is performed based on
the permutation table Pbox (Pbox is twice the size of one OFDM frame symbol,
that is 2×NBFS, since each complex symbol in one frame symbol is split into real
and imaginary). As such, the real and imaginary parts of the complex symbols
are completely shuffled. Finally, a new complex-valued vector is constructed from
the permuted vector such that the odd and even indices of the permuted vector
represent the new real and imaginary components of the complex symbols in
the new vector, respectively. To improve the security level even further, Pbox
is randomly shuffled/updated using the channel-based dynamic key for each new
frame symbol.

By dynamically changing the permutation table using the obtained dynamic
key, the proposed method becomes very effective and robust against several at-
tacks. This approach, on the other hand, introduces additional overhead in terms
of latency and resources since the size of the permutation table is doubled.

Algorithm 1 Proposed 2D-permutation cipher scheme

1: procedure 2D Perm Encr(CS, Pbox)
2: for i = 1 to NBFS do
3: vec[2i− 1] = Re(CS[i])
4: vec[2i] = Im(CS[i])
5: end for
6: for i = 1 to 2×NBFS do
7: temp[i] = vec[Pbox[i]]
8: end for
9: for i = 1 to NBFS do
10: vecnew[i] = temp[2i− 1] + j × temp[2i]
11: end for
12: return vecnew
13: end procedure
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6.2 Enhanced Phase Encryption Scheme

In order to enhance the security of the scheme presented in [110], a simple swap-
ping operation is introduced, based on the sequence Seq3 (size equal to NBFS,
which is the number of elements in one frame symbol). Whenever Seq3 is equal to
−1, the real and imaginary components of the complex time-domain or frequency-
domain symbols are swapped and then multiplied by sequences Seq1 and Seq2
(Algorithm 2). Both sequences, Seq1 and Seq2, have random values of 1 and
−1 (each has a length equal to the number of complex elements in one OFDM
frame symbol, NBFS). Such an enhancement has proven to greatly improve the
security level of the scheme presented in [110]. The decryption process is also a
two-step process similar to encryption but with a reversed order.

This solution reduces the required key-stream length in comparison to the
traditional cipher stream technique for symbols having a length more than 3
bits.

Algorithm 2 Proposed enhanced phase encryption algorithm

1: procedure Enhanced Phase(CS, Seq1, Seq2, Seq3, NBFS)
2: for i = 1 to NBFS do
3: R[i] = Re(CS[i])
4: I[i] = Im(CS[i])
5: if Seq3[i] == −1 then
6: temp = R[i]
7: R[i] = I[i]
8: I[i] = temp
9: end if
10: R[i] = R[i]× Seq1[i]
11: I[i] = I[i]× Seq2[i]
12: vecnew[i] = R[i] + j × I[i]
13: end for
14: return vecnew
15: end procedure

6.3 Sub-key Generation and Encryption Model

The dynamic key,DK (512 bits), can be divided into two main sub-keysDSKcipher

and DSKPboxU
, each having a length of 256 bits (Fig. 6.1).

• Sub-key DSKcipher: It consists of the most significant 32 bytes of DK and
it is used to construct the cipher primitives of any cipher scheme such as
the permutation scheme and the enhanced phase encryption scheme (Pbox,
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Seq1, Seq2 and Seq3). The size of the cipher primitive depends on the size
of one OFDM frame symbol, that is NBFS. Here, encryption is done at
the frame symbol level, where one frame symbol consists of several complex
modulation symbols.

• Sub-key DSKPboxU
: It consists of the least significant 32 bytes of DK and

it is used to produce a dynamic key-dependent update permutation table
(PboxU), which allows the dynamic permutation of cipher primitives for
each new input OFDM frame or frame symbol. The length of the PboxU

depends on the used cipher primitive (usually the size of PboxU is equal to
the size of cipher primitive). For example, the PboxU has a length of NBFS,
2×NBFS, 2×NBFS, and 3×NBFS for the traditional permutation scheme,
the 2-D permutation scheme, the phase encryption scheme [110], and the
enhanced phase encryption scheme, respectively (encryption is realized at
the frame symbol level).

For any change in the secret key or the nonce, a new dynamic key and a new
set of sub-keys will be generated. This will result in a completely different set of
encrypted OFDM symbols.

The proposed scheme is based on a dynamic key approach, which can be used
by two entities sharing the same channel in wireless link-to-link or end-to-end
communication. The motivation behind this approach is to benefit from chan-
nel characteristics and extract a nonce, which is combined with a secret key to
produce a dynamic secret key. Accordingly, cipher primitives and dynamic per-
mutation tables are generated (according to the selected cipher scheme) leading
to enhanced security levels. The update permutation tables are used to permute
the cipher primitives after each new input OFDM frame or symbol, making the
cryptanalysis task unfeasible (Fig. 6.2). In other words, the permutation oper-
ation is introduced to pseudo-randomize the cipher primitive. This operation
is robust against possible future attacks and consequently, ensures a higher se-
curity level compared to the existing cipher approaches that use static cipher
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layers. The proposed update process introduces a negligible latency overhead
(only permutation process), and does not degrade performance.
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Figure 6.3: Signal values, recurrence, and PDF of the chosen original message
having a normal distribution

6.4 A Comparative Security Study of Different

Cipher Schemes in OFDM Systems: Pre-

IFFT versus Post-IFFT

In this section, the security level of the proposed cipher schemes is studied and
compared to some of the well-known encryption schemes in the literature. These
schemes are tested under two scenarios: Pre-IFFT and Post-IFFT. It is assumed
that the adversary knows the characteristics of the channel and the protocols
used for transmission, and is able to intercept the encrypted messages exchanged
between the transmitter and receiver. Various techniques and attacks are used to
recover key streams. Hence, the security level of the enhanced phase encryption
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Figure 6.4: Probability density functions of the various tested encryption schemes
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Figure 6.5: Recurrence plots of the various tested encryption schemes

scheme is analyzed to demonstrate its robustness against several attacks. For
simplicity, the phase encryption scheme will be referred to as the “AB” scheme
in the following figures and legends, and the proposed enhanced version of this
scheme will be referred to as the “ABC” scheme. It should be noted that the
security level of the proposed 2-D permutation scheme is similar to that of the
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traditional permutation scheme, consequently, the test results of the former are
omitted.

6.4.1 Uniformity and Independence of OFDM Symbols

A secure OFDM encryption algorithm should ensure high levels of 1) uniformity,
2) recurrence, and 3) independence [17].

Uniformity: To evaluate the uniformity of a specific cipher scheme, the
Probability Density Function (PDF) is plotted. In Figures 6.3c and 6.4, the PDF
of 1,000 original OFDM symbols and their encrypted versions (using different
encryption schemes) are shown, respectively. In principle, having a PDF close to
a uniform distribution testifies that the data has a good level of mixing and that
the encrypted OFDM symbols are spread over the entire space.

As shown in Fig. 6.3c, the original data has a normal distribution. Figures 6.4a
and 6.4e show that the stream cipher XOR scheme (Pre-IFFT) and the permu-
tation scheme (Post-IFFT) have PDFs very close to a uniform distribution. The
“AB” scheme, however, performs poorly in the frequency-domain (Fig. 6.4b) but
has a better distribution for time-domain encryption (Fig. 6.4f). The proposed
cipher (“ABC”) scheme, on the other hand, has a better uniform distribution in
both domains compared to the “AB” scheme (Figures 6.4c and 6.4g). Addition-
ally, the proposed “ABC” scheme in the frequency-domain (Fig 6.4c), has a PDF
closer to a uniform distribution than the PAPR reduction scheme, which is also
applied before the IFFT transformation (Fig. 6.4d).

Recurrence Test: A good cipher scheme should reach a high level of ran-
domness within the OFDM cipher symbol space. In other words, the recurrence
plot for a certain encryption algorithm should be scattered as much as possible to
be considered as a ‘good’ encryption candidate. In order to evaluate the level of
randomness of the proposed encryption algorithm (“ABC”), the recurrence test
is used to measure the randomness and estimate the correlation among the data
by considering the variation between the received demodulated stream of bytes
Seqbyte(t) (encrypted), and a delayed version of it for t ≥ 1 given by Seqbyte(t+1).
For comparison purposes, the recurrence plot of the original message is presented
in Fig. 6.3b, in which all points are grouped within one region (not randomized).

Figure 6.5 shows the correlation (ρ) between Seqbyte(t) and Seqbyte(t+ 1) for
different encryption schemes. The ciphertext space of the XOR scheme (Fig. 6.5a)
as well as the Pre-IFFT permutation scheme (Fig. 6.5e) exhibit the highest levels
of randomness compared to other schemes, and no clear pattern can be clearly
discerned after the encryption process. In contrast, recurrence plots correspond-
ing to the “AB” scheme and the proposed “ABC” cipher variant Pre-IFFT block
are less scattered, as shown in Figures 6.5b and 6.5c. These schemes exhibit
more random recurrence plots when performing encryption Post-IFFT, which

98



(a) QPSK (b) 256-QAM

Figure 6.6: Percentage of bits changed between original and encrypted OFDM
symbols for (a) QPSK, and (b) 256-QAM

validates the significance of time-domain encryption in enhancing the security
level (Figures 6.5f and 6.5g) and the importance of the IFFT diffusion property
in increasing symbol randomness. Finally, the PAPR reduction scheme has a
randomness level similar to that of the “ABC” scheme when applied before the
IFFT transformation (Fig. 6.5d).

Independence: In order to ensure a secure OFDM encryption technique, the
difference in bits between the encrypted and the original OFDM symbols should
be close to 50%, and the cross-correlation of the data itself should be as low as
possible (close to 0).

Figure 6.6 plots the difference in terms of percentage of bits changed between
the original and encrypted OFDM symbols, assuming QPSK and 256-QAM sym-
bol modulation. Figure 6.7 plots the corresponding correlation coefficients for
1,000 OFDM symbols. Here, the correlation between the received demodulated
ciphertext (in bytes) and the original data (bytes) is considered, where the cor-
relation coefficient ranges between −1 and 1.

As depicted in Fig. 6.6a, all encryption schemes expect for the Pre-IFFT
permutation scheme, have a difference value close to the desired value of 50%.
This indicates that these schemes are considered good encryption candidates
when using QPSK modulation. On the contrary, Fig. 6.6b shows that only the
encryption schemes performed Post-IFFT reach a difference value equal to 50%
using 256-QAM, expect for the PAPR reduction scheme (Pre-IFFT) which has
a difference value equal to 48%. On the other hand, the permutation, “ABC”,
and “AB” schemes all have difference values below 50% (43.5%, 28% and 13%
respectively), when applied in the frequency-domain. Moreover, it should be
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(a) QPSK (b) 256-QAM

Figure 6.7: Correlation coefficients between original and encrypted OFDM sym-
bols using (a) QPSK, and (b) 256-QAM

noted that for higher order modulation schemes, the proposed variant “ABC”
shows a better difference value (28%) compared to the “AB” scheme (13%) in
the frequency domain.

Figure 6.7a shows that the correlation coefficient between the original and
encrypted OFDM symbols for all encryption schemes is close to the desired value
of 0, using QPSK. However, when using 256-QAM (Fig. 6.7b), slight variations
in the correlation coefficient occur whereby schemes performed Post-IFFT re-
main around 0, while those applied Pre-IFFT take values between 0.1 and 0.24.
Again, the proposed variant “ABC” exhibits a better performance compared to
the “AB” scheme in the frequency domain, achieving values around 0.13 and
0.24, respectively.

It is also evident from Figures 6.6 and 6.7 that the performance of some
encryption schemes, especially those performed Post-IFFT block, degrades when
using higher-order modulation schemes. For example, the difference value of the
“AB” scheme decreases from 50% when using QPSK to 13% when using 256-
QAM.

These results demonstrate that performing encryption Post-IFFT in the time-
domain ensures a better cryptographic performance in terms of difference and
correlation properties. The reason is that the IFFT block acts as a diffusion
layer, which in turn increases the level of independence.

6.4.2 Key Sensitivity

The key sensitivity test quantifies a specific scheme’s sensitivity against any slight
change in the key. Key sensitivity also refers to one of the most important prop-
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erties in a robust cryptosystem, which is confusion. Confusion is achieved when
half of the bits in the ciphertext change upon a one bit-change in the key stream.
For all tested encryption schemes, the original OFDM symbols are encrypted sep-
arately with two dynamic keys (DK1 and DK2) and the Hamming distance be-
tween the two corresponding encrypted OFDM symbols is computed. In Fig. 6.8a,
the results of the corresponding tests are presented for 1,000 OFDM symbols. The
majority of values is close to 50%, which indicates that even the slightest change
in the dynamic key leads to a different set of OFDM encrypted symbols (at least
50% difference) in the case of QPSK modulation. However, when using 256-QAM
(Fig. 6.8b), the performance of Post-IFFT encryption schemes is better than their
Pre-IFFT counterparts since, as mentioned previously, time-domain symbols are
more random and scattered after the IFFT transformation (diffusion), therefore,
encrypting Post-IFFT plaintext results in more secure ciphertext. The “AB”
scheme of [110] has a major advantage, which is simplicity; however, when using
256-QAM, its performance is the worst since in this scheme only the phases of the
symbols are changing, which results in low key sensitivity value close to 13%. In
contrast, the proposed cipher “ABC” scheme adds a swapping operation, which
enhances the key sensitivity (29%). The same test was applied for nonce sensi-
tivity and similar results were obtained. The results demonstrate the robustness
of the proposed scheme against attacks, especially key-related ones, compared to
the “AB” scheme.

It should be noted that the stream cipher (XOR) achieves the best cryp-
tograpic performance among all encryption schemes in all simulated tests since
this scheme performs bit-level encryption where each bit in the transmitted
scheme is randomly changed. However, this is computationally intensive since
long pseudo-random key streams need to be generated for each OFDM frame or
frame symbol. The permutation scheme is also a good cipher candidate, having a
performance (security) close to the stream cipher scheme. However, this scheme
has a longer processing delay since encryption is done on fixed block sizes and
requires large key streams (permutation tables).

6.5 Cryptanalysis in OFDM Systems: Pre-IFFT

versus Post-IFFT

An attacker has to overcome two obstacles: data dispersion and data encoding.
An efficient data protection scheme should resist most known types of attacks such
as statistical, differential, brute-force, chosen/known plaintext and ciphertext
attacks [262]. This section discusses the proposed “ABC” scheme in the context of
these attacks and compares its performance with other schemes in the literature.
Note that the “ABC” scheme is considered to be public, and a cryptanalyst is
assumed to have complete knowledge of all the steps, but none regarding the
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(a) QPSK (b) 256-QAM

Figure 6.8: Key sensitivity test results. Measuring the bit difference between two
encrypted OFDM symbols obtained from the same OFDM symbol but with two
slightly different dynamic keys

secret key.

6.5.1 Statistical Attacks

To resist statistical attacks, the encrypted OFDM symbols should meet the re-
quirements related to uniformity and random nonlinear recurrence. The results
in the previous section prove the random nonlinear recurrence of OFDM en-
crypted symbols, especially those Post-IFFT. Furthermore, it has been shown
that the encrypted OFDM symbols have a uniform distribution, and that no
correlation exists between the encrypted and original symbols. Finally, the pro-
posed dynamic key approach safe-guards against conducting statistical attacks.
Therefore, no useful information can be inferred from the encrypted OFDM sym-
bols, which validates the robustness of the proposed cipher “ABC” and its high
resistance to statistical attacks.

6.5.2 Linear and Differential Attacks

Since the proposed scheme is based on a dynamic key approach, it is very dif-
ficult for an attacker to determine the rate at which the dynamic key changes,
and to know the dynamic key itself in each session. Hence, the issues related to
single data failure and accidental key disclosure are avoided using this approach.
A differential attacker exploits the relation between the results of two encrypted
OFDM symbols. However, in the proposed scheme, different dynamic keys and
different cipher primitives are used for each OFDM symbol, making the relation
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between two consecutive symbols highly uncorrelated. The key sensitivity test
has demonstrated that two encrypted OFDM symbols originally derived from
the same OFDM symbol using different keys, are significantly different. Conse-
quently, differential and linear attacks become ineffective.

6.5.3 Brute-Force and Key-Related Attacks

The secret key space can be 2128, 2196, 2256, which is sufficiently large to render
any brute-force attack unfeasible. In addition, the tests conducted on the 512-bit
dynamic key as well as the Nonce sensitivity tests indicate that any bit change
in the secret key or the nonce causes a significant difference in the encrypted
OFDM symbol (Fig. 6.8). This demonstrates the efficiency of the proposed key
derivation function against key-related attacks.

It should be noted that in order to overcome replay attacks, a time stamp can
be appended to each frame or frame symbol.

6.6 Performance Analysis in OFDM Systems:

Pre-IFFT versus Post-IFFT

In this section, simulations are conducted using MATLAB to study the perfor-
mance of different cipher schemes. The average number of symbols used in each
simulation run is equal to 103. Several simulation runs are performed, and the
Pre-IFFT encryption schemes are compared with Post-IFFT encryption schemes,
in terms of BER, PAPR, as well as security level in the presence of Additive White
Gaussian Noise (AWGN) and different frequency selective fading levels. QPSK
and 256-QAM symbol modulation are used. Doppler frequency is equal to 200Hz.
Moreover, the performance of encryption schemes is studied under different FFT
sizes and different values of Signal-to-Noise Power ratio (Eb/N0).

6.6.1 BER Performance of Pre- and Post-IFFT Encryp-
tion Schemes

Here, the performance of existing OFDM encryption schemes is studied before
and after the IFFT block for various levels of Eb/N0, assuming an FFT size of
128, and a frequency selective channel with 6 paths. Figure 6.9 plots the BER
versus Eb/N0 using QPSK and 256-QAM, respectively. Note that the two BER
curves in each figure correspond to the average BER value of the encryption
schemes before and after IFFT, respectively.

As depicted in both figures, the gap between the two curves representing
encryption before and after IFFT, increases for higher order modulation schemes
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(a) QPSK (b) 256-QAM

Figure 6.9: BER performance of Pre- and Post-IFFT encryption schemes versus
Eb/N0 using (a) QPSK, and (b) 256-QAM modulation

(a) QPSK (b) 256-QAM

Figure 6.10: Variation of PAPR as a function of FFT size for different encryption
schemes

due to higher error propagation within symbols after the IFFT block, which
results from diffusion. Additionally, the BER in the case of Post-IFFT encryption
is higher than that of the Pre-IFFT case, since any bit error in the time-domain
encrypted symbols will propagate further after passing through the FFT block
due to the diffusion property of FFT. On the other hand, the BER for QPSK
modulation is much lower than that for 256-QAM. For example, the BER in
both cases (Pre- and Post-IFFT) is less than 5% in the case of QPSK, while it

104



(a) Execution Time (sec) (b) Number of encrypted symbols per sec-
ond

Figure 6.11: (a) Execution time (sec), and (b) number of encrypted symbols as
a function of FFT size (log2) for different encryption schemes

is equal to 30.2% and 31.7% in the case of 256-QAM modulation, respectively.
This difference is attributed to the modulation scheme itself since in QPSK, the
distance between the 4 possible symbols is larger than that in 256-QAM, where
any error (deviation in phase or amplitude) in the received symbol demodulates
into a completely different set of data bits.

The difference in performance of each of the two classes of schemes is rather
small. However, this difference becomes relevant when higher order modulation
schemes are used. Consequently, there exists a trade-off between BER perfor-
mance and the security level. More specifically, it has been shown that frequency-
domain encryption schemes reduce the effect of channel fading and improve the
BER compared to time-domain encryption schemes. However, time-domain en-
cryption is more secure.

6.6.2 PAPR Simulations

High PAPR is a major drawback in OFDM. It is the maximum power of a sam-
ple in a specific OFDM symbol divided by the average power of that symbol.
Figures 6.10a and 6.10b plot the PAPR values for the tested encryption schemes
with QPSK and 256-QAM. The PAPR-reduction scheme, which chooses the se-
quence with minimum PAPR to be transmitted, performs better than the other
schemes. The minimum attained PAPR is equals to 7 dB and 8 dB corresponding
to QPSK and 256-QAM, respectively, for an FFT size of 2,048.

On the other hand, the proposed “ABC” scheme in the frequency domain
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Figure 6.12: The ratio (%) of overheard in terms of execution time for different
FFT sizes

achieves smaller PAPR values compared to all other schemes, expect the PAPR-
reduction scheme, with values close to 9 dB for QPSK and 256-QAM modulation
schemes when encrypting time-domain symbols. These values increase signifi-
cantly for frequency-domain encryption schemes when using “ABC” encryption,
resulting in very high PAPR values close to 25 dB, for FFT size equal to 2,048.
Hence, these results validate the effectiveness and the need for time-domain en-
cryption to ensure both low PAPR and better security performance.

Additionally, high PAPR values arise from the coherent addition of time-
domain signals which have multiple high peaks. Consequently, increasing the
FFT size leads to higher PAPR since a larger number of time-domain signals are
being added. For instance, the PAPR reduction scheme has PAPR values equal
to 7 dB and 8 dB for FFT sizes equal to 1, 024 and 2, 048, respectively. Moreover,
simulation results show that PAPR is not affected by the order of the modulation
scheme.

6.6.3 Execution Time

In principle, low execution time leads to reduced latency (fewer calculations),
which is critical for devices with limited battery power. Therefore, evaluating
the execution time is necessary when comparing cipher schemes.

The average time to encrypt OFDM symbols, having different FFT sizes of
32, 64, 128, 256, 512, 1024, 2048, is calculated assuming the following software and
hardware environment: MATLAB R2017b simulator, Intel Core i5 3GHz CPU,
2GB RAM, and Microsoft Windows 7 operating system.

In this subsection, IoT devices that utilize OFDM at the physical layer are
considered. Simulation experiments are emulated in software, however, the ob-
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tained results reflect the performance of encryption schemes in hardware imple-
mentation.

According to Fig. 6.11a, the “ABC” scheme ensures an acceptable execution
time of 1.5ms for FFT size of 2,048. The encryption with the longest execution
time is the PAPR-reduction scheme (around 6.7ms for FFT size = 2, 048), which
is logical since this scheme generates several random sequences and then takes
the sequence with minimum PAPR. On the other hand, the stream cipher attains
the lowest execution time due to its simplicity (below 0.2ms).

In order to assess the overheard associated with encryption, the ratio (percent-
age) of encryption execution time over the total OFDM system execution time
is plotted in Fig. 6.12. Logically, the execution time of an encryption scheme
increases with the increase of FFT size and the number of operations required by
a cipher scheme, as depicted in the Fig. 6.12. Being the simplest cipher scheme,
the permutation technique has the lowest encryption overhead compared to the
PAPR reduction scheme, the “AB” and the “ABC” schemes (below 50% for all
FFT sizes). On the other hand, the PAPR reduction scheme has the highest
overhead in terms of execution time, where this ratio increases beyond 100% for
FFT sizes greater than 128. The “AB” and “ABC” schemes are less complex
than the previously mentioned cipher scheme, having an overhead below 100%
for all FFT sizes.

The plots shown in Fig. 6.11b corroborate the previous results. They show
that the PAPR-reduction scheme encrypts fewer OFDM symbols per second than
other schemes, while the stream cipher scheme attains a higher throughput owing
to its small processing latency.

6.7 Security of OFDM Cipher Variants: The

FBMC System

The OFDM-based scheme, presented in this chapter, can also be adapted and
applied to any OFDM variant system. As such, the security of the filter bank is
discussed in the following.

The encryption process at the FBMC transmitter side is depicted in Fig. 6.13.
After serial-to-parallel conversion, the OQAM symbols (frequency-domain) are
transformed into time-domain symbols via the IFFT block.

The IFFT output is then encrypted before entering the PPN filter bank. The
encryption process is simply based on shuffling the post-IFFT symbols using the
permutation table, Pbox, which changes the order of data symbols. Here, Pbox
depends on two main parameters, which are the pre-shared secret key and the
common physical channel characteristics between users.

Afterwards, the encrypted symbols are processed with the prototype filter
before being transmitted. This procedure is accomplished in two steps: first, the
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Figure 6.13: Block diagram of proposed FBMC-based cipher scheme

encrypted symbols are duplicated and then multiplied by the impulse response of
the filter (in the time-domain). The resulting filtered frames are shifted by half
a symbol period and are then added all together to form the final transmitted
signal.

At the receiver side, the decryption process depends on the inverse permu-
tation table, Pbox−1, where the received signal is first processed by the PPN
and then decrypted using Pbox−1. The resulting time-domain symbols are trans-
formed into frequency-domain symbols using the FFT transformation and then
demodulated.

Note that having a static permutation table (Pbox) makes a cipher scheme
vulnerable to chosen/known plaintext/ciphertext attacks. Therefore, in the pro-
posed scheme, the permutation table is shuffled for every input frame where a new
permutation box is generated to ensure robust security for FBMC systems. By
dynamically changing the permutation table using the proposed channel-based
key, this method becomes very effective and robust against several attacks while
maintaining a low complexity (one round and one operation).

In order to generate the cipher primitives, the dynamic key is divided into two
sub-keys (256 bits each). One sub-key is used for data encryption and the other
is used to shuffle the permutation box. Similar to the OFDM case, DSKcipher

is used to produce a dynamic key-dependent permutation table (Pbox), which
allows the dynamic permutation of unfiltered time-domain symbols (before PPN).
The length of Pbox depends on the size of the IFFT output block. On the other
hand, DSKPboxU

is used to shuffle Pbox for every new input frame (updating the
permutation box).

The dynamic key is sensitive to any change that occurs either to the channel
or to the secret key, and thus, its dynamic property guarantees a high level of
security.

For the security assessment of this solution, several security tests have been
performed (uniformity, recurrence, independence, entropy and sensitivity tests).
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The obtained results confirm the robustness of the FBMC physical layer security
solution. Moreover, performance has been evaluated using the bit error rate and
execution time. Both validate the efficiency of the proposed scheme.
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Chapter 7

Generic Data Confidentiality for
IoT Systems

The data confidentiality scheme, proposed in this chapter, also exploits the ran-
dom and dynamic features of the physical layer to secure data transmitted over
wireless channels. This scheme is an enhanced version of the previously discussed
approach. By introducing the notion of dynamicity to the secret session key and
the cipher primitives, one guards against confidentiality attacks and other at-
tempts to acquire any useful information related to the utilized keys and the
relayed data. The proposed scheme is generic in the sense that it applies to
all post-modulation data frames in any 5G system (such as the IoT system),
independent of the multiple access scheme (not necessarily OFDM systems).

Existing schemes based on PLS rely on the channel randomness as a key
feature for securing data, where both the transmitter and receiver estimate the
channel state information (CSI), and then encrypt data using an encryption key
that is derived from the common channel information [8, 263]. However, such
techniques are considered weak; channel parameters can be acquired easily, if
one is able to synchronize to the transmitted frames (detecting the preamble
and performing correlation). Accordingly, any eavesdropper is able to estimate
the channel between two users and extract the CSI. To overcome this issue, the
proposed scheme also encrypts the packet preamble to safeguard against any
packet synchronization or channel estimation attempts by illegitimate users.

7.1 Dynamic Sub-key and Cipher Primitive Gen-

eration

Here, a general input frame is considered. It is divided into three main parts:
preamble, header and data. The data field consists of NBF frame symbols and
each frame symbol contains NBFS complex modulation symbols. To enhance
the level of security, it is recommended to encrypt the frame preamble and the
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Figure 7.1: Proposed dynamic sub-key generation technique for the generalized
scheme

data field with two different dynamic keys. Data confidentiality is achieved by
encrypting the transmitted data using physical channel characteristics. However,
if the adversary is able to synchronize to the transmitted frames, he will be able
to extract channel characteristics, derive the keys used for data encryption and
decrypt the transmitted ciphertext. To overcome this vulnerability, the frame
preamble should be encrypted using a common dynamic key, only known to the
legitimate users. The generation of the dynamic sub-keys is discussed next.

The produced DK, which has a length of 512 bits, is divided into four dif-
ferent sub-keys (128 bits each) DK = {DSK1, DSK2, DSK3, DSK4}. While,
DSK1 is needed for preamble encryption, DSK2 is required for the generation
of cipher primitives. DSK3 and DSK4 are used for the generation of the up-
date permutation boxes (Pbox2 and Pbox3) and the Pseudo-Random Sequence
(PRS), respectively (Fig. 7.1).

• Preamble encryption: The first dynamic key, DSK1, is divided into two
equal parts: DSK1 = {DSK1,1, DSK1,2}, which represent the seed and the
initial vector (inputs to any stream cipher) needed to produce the required
binary key-stream, BKS. Afterwards, the packet preamble is encrypted by
XORing it with BKS.

• Cipher primitives: DSK2 is used to generate the cipher primitives for
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any encryption scheme: the permutation table, Pbox, for the permutation
encryption scheme, the two binary pseudo-random sequences (Seq1 and
Seq2) for the phase encryption scheme, or the sequences Seq1, Seq2, and
Seq3 for the enhanced phase encryption scheme. To produce the dynamic
key-dependent permutation table, the technique presented in [264], which is
based on the modified key setup algorithm of RC4, can be used. Sequences
Seq1, Seq2 and Seq3 can be produced by using any stream cipher.

• Updating cipher primitives: In order to enhance the security of en-
crypted symbols, new cipher primitives can be generated for every frame
symbol (FS). This can be very complex and computationally exhaustive.
Hence, it is recommended to change the cipher primitives based on the
update permutation tables, Pbox2 or Pbox3. Using either one of the per-
mutation tables depends on the generated Pseudo-Random Sequence PRS.
If the ith PRS bit, corresponding to the ith frame symbol, is equal to
0, Pbox2 is used to update the cipher primitive, otherwise Pbox3 is used
(i ≤ NBF , where NBF is the size of one frame (number of frame symbols
in one frame)). In this step, DSK3 is used to derive both update tables
Pbox2 and Pbox3. It should also be noted that the length of these tables is
related to the length of the cipher primitives.

• Pseudo-Random Sequence (PRS) generation: A sequence equal to
the number of frame symbols in a frame is generated using DSK4. This
sequence consists of 0’s and 1’s. For every frame symbol, Pbox2 is used if
the corresponding bit is 0 and Pbox3 is used if the bit is equal to 1.

Using this approach, any bit change in the secret key or in the nonce, will
result in a new dynamic key and will lead to a completely different set of sub-
keys, cipher primitives and permutation tables, which renders the cryptanalysis
task very challenging.

7.2 Data and Preamble Encryption

The proposed two-level encryption process is shown in Fig. 7.2. First, the dy-
namic key and the corresponding dynamic sub-keys are generated. Then, the
packet preamble is XORed with the generated key-stream, BKS, which is ob-
tained using an initial vector, a seed and a stream cipher. Similarly, an encrypted
frame symbol (EFS) is derived from the original frame symbol by performing
physical layer encryption using the produced cipher primitives (any cipher prim-
itive can be utilized). This cipher primitive is updated after each new frame
symbol (FS). Finally, the encrypted preamble and the encrypted data symbols
are reconstructed to form the complete transmission frame. Here, encryption is
performed at the modulation symbol level, and error propagation is minimized
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Figure 7.2: Proposed generalized cipher scheme

and mitigated since error in one symbol doesn’t propagate or affect other symbols
in the frame.

A legitimate receiver will use the same steps and the same dynamic key to pro-
duce the same cipher primitives. The only difference at the receiver’s side is the
use of the different decryption algorithms for the data and the preamble in order
to recover the original frame. The decryption algorithm has minor modifications
compared to the encryption algorithm; it requires inverse cipher primitives (for
example inverse permutation box Pbox−1) and reverse operations depending on
the used cipher scheme.

7.3 Update Cipher Primitive Process

For the permutation encryption scheme, Pbox, Pbox2 and Pbox3 have lengths
equal to NBFS (size of each frame symbol in a frame). On the other hand, Pbox2

and Pbox3 have lengths equal to 2×NBFS for the phase encryption scheme and
3×NBFS for the enhanced phase encryption scheme.

In the following, the proposed techniques for updating the cipher primitives of
the permutation (Algorithm 3) and the phase encryption schemes (Algorithm 4),
are described.
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Algorithm 3 The proposed update permutation process

Input: A cipher primitive Pbox,
two update permutation tables (Pbox2 and Pbox3),
and the ith bit element of PRS.
Output: Updated permutation table Pbox

1: procedure Up Permu Tab(Pbox, Pbox2, P box3, PRS[i])
2: if PRS[i] = 0 then
3: Pbox = Perm(Pbox, Pbox2)
4: else
5: Pbox = Perm(Pbox, Pbox3)
6: end if
7: return Pbox
8: end procedure

Algorithm 4 The proposed update phase encryption process

Input: Two binary sequences Seq1 and Seq2,
two update permutation tables(Pbox2 and Pbox3),
and the ith bit element of PRS.
Output: Update Seq1 and Seq2 cipher primitives

1: procedure Up AB Prim(Seq1, Seq2, P box2, P box3, PRS[i])
2: vectemp ← Seq1||Seq2
3: vec′temp ← Up Permu Tab(vectemp, P box2, P box3, PRS[i])
4: Seq1 ← vec′temp[1 → NBFS]
5: Seq2 ← vec′temp[NBFS + 1 → 2×NBFS]
6: return (Seq1, Seq2)
7: end procedure

The phase encryption and enhanced phase encryption schemes use the per-
mutation table Pbox2 or Pbox3 (based on the corresponding PRS) to permute
the temporary vector, vectemp, that contains the concatenated pseudo-random
sequences. From the obtained permuted vector, new pseudo-random sequences
are derived. In contrast, no additional operations are needed for the permutation
scheme, since Pbox is directly used to encrypt a frame symbol (Pbox is directly
permuted using either one of the update permutation boxes).

Note that the steps required for updating the enhanced phase encryption ci-
pher primitives are similar to those of the phase encryption scheme (Algorithm 4),
except for the fact that vectemp is equal to Seq1||Seq2||Seq3 instead of Seq1||Seq2
and Seq3 will be equal to the vec′temp[2×NBFS + 1 → 3×NBFS].
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7.4 Security Analysis of the Generalized Cipher

Scheme

The security analysis in this section is divided into three main parts, which are:
the security of the dynamic key, the security of the update process and the security
of the produced encrypted data.

The utilized metrics are well-known metrics used to quantify the security and
performance of traditional cryptographic algorithms. Here, these metrics are
adapted to quantify the security of the proposed scheme at the physical layer.
In this study, four cipher schemes are employed: the permutation scheme, the
2-D permutation scheme, the phase encryption scheme and the enhanced phase
encryption scheme.

7.4.1 The Security of the Dynamic Key

The security level of the proposed cipher scheme depends on the security of
the dynamic key. Therefore, testing the randomness degree of the proposed
dynamic-key generation function is necessary. For this purpose, the empirical
NIST statistical test [265] is applied on 100 sequences of one million bits, produced
with 100 different secret keys (SK) and channel-based nonces in order to validate
the security of the proposed dynamic-key derivation scheme. In Fig. 7.3, the
obtained NIST proportion values and their corresponding P-values are shown.
The obtained P-value is greater than 0.01, which indicates that the null hypothesis
is not rejected and the produced sequences reach a high level of randomness. As
it can be inferred, the plotted proportion values (marked in blue) are above the
threshold represented by the red line, which proves that the proposed dynamic key
generation scheme passes all of the statistical tests and attains a high randomness
level.

7.4.2 The Security of the Update Process

Next, the security level of the proposed “update cipher primitive technique” is
studied and quantified in order to prove its secure deployment in the ciphering
process. In this context, the recurrence and the correlation coefficient, ρ, are
used to examine the randomness of the produced dynamic permutation boxes for
different input frames. These tests were applied for 1, 000 random dynamic keys.

In fact, the recurrence plot serves to evaluate the randomness and estimate
the correlation among the data as in [266]. Considering a sequence Seqi =
Seqi,1, Seqi,2, Seqi,3, . . ., a vector with delay t ≥ 1 can be constructed by: Seqi(t) =
Seqi, Seqi,1+t, Seqi,2+t, Seqi,3+t, . . .. Whereas, the correlation coefficient ρ(vec1,vec2)
between two vectors vec1 and vec2 can be calculated using the following equation:
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Figure 7.3: NIST test results: (a) Proportion values, and (b) P-value

ρ(vec1,vec2) =
cov(vec1, vec2)√
D(vec1)×D(vec2)

(7.1)

where

Evec1 =
1

N
×

N∑
i=1

vec1,i

Dvec1 =
1

N
×

N∑
i=1

(vec1,i − E(vec1))
2

cov(vec1, vec2) =
1

N
×

N∑
i=1

(vec1,i − E(vec1))(vec2,i − E(vec2))

Figure 7.4a shows the recurrence of a randomly produced permutation ta-
ble (highly scattered). Figure 7.4b, on the other hand, shows the cumulative
distribution function of the correlation coefficient between the recurrence of the
permuted index versus 1,000 random dynamic keys. It is clear that for any dy-
namic key, the produced permutation table has a high randomness degree since
the correlation coefficient of its recurrence is always close to zero (optimal value).
More specifically, most values, which are uniformly distributed (close to a straight
line), fall within the range {−0.1, 0.1} which is close to the desired value (zero).

Additionally, Fig. 7.4c shows the CDF of the correlation coefficient between
the original (primary Pbox) and the updated permutation table as a function
of the number of iterations. The correlation coefficient is always close to zero
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Figure 7.4: (a) Recurrence of a pseudo-random primary permutation table, (b)
the Empirical Cumulative Distribution Function (ECDF) (1000 times) of the
correlation coefficient of the recurrence of primary permutation tables, (c) the
ECDF of the correlation coefficient between a primary permutation table and
its updated version (permuted version), and (d) the ECDF of the coefficient
correlation between two successive permutation tables

(range {−0.1, 0.1}). This proves the independence of the original Pbox from the
updated permutation boxes. Finally, Fig. 7.4d shows the CDF of the correlation
coefficient between two successive updated permutation boxes for 1,000 iterations.
Similarly, the correlation coefficient is close to zero (range {−0.1, 0.1}), which also
indicates the independence of any two successive permutation boxes.

The obtained results show that no correlation exists between the primary and
the updated permutation boxes, as well as between any two successively updated
permutation boxes. This clearly indicates the high dynamicity and uniqueness
level of the produced permutation tables. Consequently, this provides high immu-
nity against eavesdropping attacks since no useful information can be extracted
from the dynamically permuted ciphered data.
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7.4.3 The Security of Encrypted Data

In order to improve the immunity of a specific cipher scheme against statistical
attacks, encrypted frames should exhibit a high level of randomness. This can
be achieved by performing the uniformity and the independence tests.

Uniformity: One way to evaluate uniformity is by plotting the Probabil-
ity Density Function (PDF) and assessing it visually. Each encrypted symbol
should have an equal existence probability close to 1

NBFS
. Figures 7.5i, 7.5j, 7.5k,

and 7.5l show the PDF of the original message and the encrypted frames using
the generalized cipher approach for different encryption schemes, respectively. As
shown in Fig. 7.5i, original data has a normal distribution, as expected, whereas
Fig. 7.5j, 7.5k, 7.5l show that the “AB”, “ABC” and the 2-D permutation scheme
all have uniform distributions. Therefore, the proposed generalized cipher ap-
proach produces encrypted frames having the desired uniformity level.

Recurrence Test: Another important property of a good encryption scheme
is the high level of randomness of encrypted messages within a message space,
which is demonstrated by the recurrence test and the correlation coefficient. In
other words, the recurrence plot corresponding to good cipher scheme should be
uniformly distributed within the available space for a scheme to be considered as
a good encryption candidate.

Figures 7.5f, 7.5g and 7.5h show the recurrence plots of different frames sym-
bols using the generalized cipher approach, for different encryption schemes. All
of these plots show a good level of randomness in which encrypted symbols are
well scattered and random within the available space, unlike Fig. 7.5e which
corresponds to the recurrence plot of the original data having a normal distribu-
tion (concentrated in one small area). Additionally, the original message has a
fixed range of amplitudes (Fig. 7.5a), while the tested cipher schemes employing
the generalized scheme have random and varying amplitudes (Figures 7.5b, 7.5c,
and 7.5d).

Independence: An encryption scheme is considered secure against statistical
attacks, if it generates encrypted frames that are independent from the original
ones. To do so, one can measure the difference in bits between the original frame
and the encrypted frame (dif), which in principle should be close to 50%. In this
test, plain frame symbol FSi is encrypted to produce the cipher frame symbol
EFSi, where i = 1, 2, . . . , NBFS. The difference test is computed according to
the following equation:

dif =

∑NBFS

i=1 dec2bin(FSi)⊕ dec2bin(EDK(EFSi))

NBFS

(7.2)

Also, the cross-correlation of the symbol itself (original and encrypted) can
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Figure 7.5: Symbol amplitude, Recurrence and PDF of chosen original message
and the corresponding encrypted frames using the generalized scheme

be used. Independence is reached if the cross-correlation is close to 0.

Figures 7.6 and 7.7 correspond to the average difference between the original
and the encrypted frames, as well as their corresponding correlation coefficients
for 1,000 iterations. As it can be depicted in Figures 7.6a, 7.6b and 7.6c, all
encryption schemes have a difference values close to the desired value (50%) when
varying the number of bits per symbol, the number of symbols per frame and the
number of transmitted frames as a whole. On the other hand, Figures 7.7a, 7.7b
and 7.7c show that the correlation coefficients between the original and encrypted
frames, for all encryption schemes, is close to the desired value, 0. This result
is similar for the three cases mentioned above which are: the variation of 1) bits
per symbol, 2) symbols per frame, and 3) number of transmitted frames.

These results clearly indicate that the proposed cipher scheme is immune
against statistical attacks.
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Figure 7.6: Independence tests: Difference measurements versus (a) the number
of bits per modulation symbol, (b) the number of symbols per frame, and (c) the
number of transmitted frames, using the generalized scheme
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Figure 7.7: Correlation coefficients between original and encrypted frames versus
(a) the number of bits per symbol, (b) the number of symbols per frame, and (c)
the number of transmitted frames, using the generalized scheme

Key Sensitivity: The key sensitivity test evaluates the bit difference in
encrypted frames when using different keys (slight change in the keys). This
difference between both encrypted frame symbols at the bit level should be close
to 50%. Indeed, the sensitivity of the dynamic key DK is calculated as follows:

KS =

∑NBFS

i=1 dec2bin(EDK(FSi))⊕ dec2bin(EDK′(FSi))

NBFS

(7.3)

where all the elements of DK are equal to those of DK ′, except for the Least
Significant Bit (LSB) of a random byte, and NBFS is the length of the original
and ciphered frame symbols (in bits).

In this test, and for all encryption schemes, an original data frame is encrypted
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with two dynamic keys (DK and DK ′ of size 512 bits) and the Hamming distance
between the two corresponding encrypted frames is computed at the bit level.

The key sensitivity results are shown in Fig. 7.8 for 1,000 iterations. Fig-
ures 7.8a, 7.8b and 7.8c prove that for all cipher schemes using the proposed
generalized cipher scheme, the key sensitivity has a value very close to 50%. The
key sensitivity values are very close to the desired value, whether the number of
bits per symbol or the number of symbols per frame or the number of transmit-
ted frames, is varied. Consequently, the generalized cipher approach is immune
against linear and differential attacks, weak keys and related-key attacks. More-
over, the dynamic key has a size of 512 bits, which is sufficient to resist brute
force attacks.
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Figure 7.8: Key sensitivity measurements versus (a) the number of bits per sym-
bol, (b) the number of symbols per frame, and (c) the number of transmitted
frames, using the generalized scheme

Plaintext Sensitivity: In this test, two plain frame symbols FS and FS ′

that are different by only one bit are encrypted separately to produce two cipher
frame symbols EFS and EFS ′. The plaintext sensitivity is computed according
to the following equation:

PS =

∑NBFS

i=1 dec2bin(EDK(FSi))⊕ dec2bin(EDK(FS ′
i))

NBFS

(7.4)

For the proposed approach, the plaintext sensitivity is neglected since different
dynamic keys are generated for every new session, and different cipher primitives
are derived for every input frame and frame symbol. Accordingly, the proposed
cipher scheme produces completely different encrypted frames, and thus, ensures
the avalanche effect.
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7.5 Performance Evaluation of the Generalized

Cipher Scheme

In this section, several criteria and tests are presented to prove that the proposed
solution achieves a good and efficient performance and copes with practical wire-
less 5G IoT communications. An efficient PLS scheme should, in principle, have
low latency, low memory consumption and minimal costs in terms of resources.
This will be verified mainly due to using a single round structure that consists of
simple operations.

Simulations tests are conducted in MATLAB to show the performance of the
proposed key generation scheme and cipher schemes (“ABC” and permutation)
in comparison with other encryption methods (“AB”). Throughout this section,
the latency and the required memory consumption are introduced for the different
encryption schemes, in addition to the effect of error propagation. Moreover, the
performance of the encryption scheme is studied under different symbol sizes.
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Figure 7.9: BER performance of the generalized cipher approach using different
encryption schemes versus Eb/N0 using (a) QPSK, (b) 64-QAM and (c) 256-QAM
modulation

7.5.1 Error Propagation

An important criterion that should be considered for any PLS cipher scheme is
error tolerance, which means that there should exist no error propagation among
encrypted symbols. Interference and noise, which exist in transmission channels,
are the main causes of errors. A bit error means that a ‘0’ bit is substituted
with a ‘1’ bit or vice-versa. Consequently, this error might propagate and lead
to data corruption, which is a big challenge since there exists a strong trade-off
between the Avalanche effect and error propagation, as seen in the traditional
cryptographic algorithms [267]. Using the proposed approach, if a bit error takes
place in any modulation symbol of the encrypted data frame, it does not affect
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other modulation symbols since the effect of erroneous bits is restricted to specific
bits (corresponding to the erroneous modulation symbol) at the same position in
the encrypted and decrypted frame. As such, error propagation is mitigated and
minimized.

Furthermore, the performance of the generalized cipher approach using dif-
ferent cipher schemes is analyzed in terms of Bit Error Rate (BER). The average
number of symbols used in each simulation run is equal to 104.

Figure 7.9 shows the average BER curves of the original data sent without
encryption in comparison with the encrypted data frames using the generalized
cipher approach for different encryption schemes. Different values of signal-to-
noise power ratio (Eb/N0) and modulation schemes (QPSK, 64-QAM and 256-
QAM) are taken into account. According to the obtained results, the BER reaches
a minimum value of 4 dB for QPSK, 9 dB for 64-QAM and 13 dB for 256-QAM.
This difference is attributed to the modulation scheme itself since in QPSK,
the distance between constellation symbols (4 symbols) is larger than that in
256-QAM (256 symbols) where any error (deviation in phase or amplitude) in
the received symbol demodulates into a completely different set of data bits.
Hence, Eb/N0 should be increased whenever higher order modulation schemes
are used to achieve an acceptable BER. In fact, if a bit error appears in any of
the modulation symbols in the encrypted data frame, it should not affect other
modulation symbols. This is achieved, as shown in the figures above, since the
effect of erroneous bits in the modulated symbol is restricted to the same position
in the encrypted and decrypted frames where all curves in each of the BER
plots have the same trend (matched curves). This means that the error does
not propagate to other modulation symbols and it will not affect neighboring
modulation symbols. Hence, the proposed generalized cipher scheme is immune
to error propagation, and it does not affect the BER.

It should be noted that soft decision decoding using convolutional encoding
is used for channel encoding/decoding, which justifies the BER performance.
Moreover, several modifications compared to traditional simulations are required
in this case.

7.5.2 Execution Time

A a low execution time reflects into low energy consumption, which is essential
for resource-limited devices. For this purpose, the average time (1, 000 iterations)
to encrypt a frame symbol, having flexible sizes of 32, 64, 128, 256, 512, 1024, and
2048, is calculated. The following software and hardware environment is used:
Matlab R2013b simulator, Intel Core i5, 3 GHz CPU, 2 GB RAM
Intel and the Microsoft Windows 7 operating system. The obtained
results are illustrated in Fig. 7.10 (generalized scheme). As it can be inferred
the permutation cipher scheme has the lowest computation complexity among
all other cipher schemes. One the other hand, the “ABC” scheme requires the

123



0 200 400 600 800 1000
10 -5

10 -4

10 -3

10 -2

Permutation
AB
ABC

(a) Execution Time (sec)

0 200 400 600 800 1000
10 2

10 3

10 4

10 5

Permutation
AB
ABC

(b) Number of encrypted sym-
bols per second

0 200 400 600 800 1000
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9
Permutation
AB
ABC

(c) Overhead ratio

Figure 7.10: (a) Execution time (sec), (b) number of encrypted frame symbols
as a function of frame symbol size (log2) using the generalized cipher approach
for different encryption schemes, and (c) the ratio (%) of overheard in terms
of execution time for different frame symbol sizes compared to modulation and
channel coding

maximum computational complexity and overhead, which is approximately equal
to twice that of the “AB” scheme. Also, the “AB” scheme is twice more complex
than the permutation cipher scheme since it requires conversion and re-conversion
operations (separating each complex symbol into real and imaginary components,
and then, combining them back after encryption). Finally, Fig. 7.10c shows the
execution-time overhead of the encryption process with respect to modulation
and channel coding.
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Chapter 8

Data Confidentiality for
NOMA-based IoT Systems

To achieve robust data confidentiality in NOMA-based IoT systems, a lightweight
cipher scheme based on DK is proposed. Currently, PD-NOMA-based systems
suffer from a major drawback, that is near users (low power coefficients) are able
to decode and obtain the signals of farther users (large power coefficients), using
SIC. One simple and direct approach is to encrypt the signals of each user before
multiplying them with power coefficients and transmitting them.

DK (512 bits)

Construction of 
cipher primitives

Construction of 
update primitive 

for DK

SK

Nonce 

Cipher primitive (permutation 
table, substitution table, pseudo-
random sequence…..)

Update permutation 
table: 
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Construction of 
update cipher 

primitives 

PRS

128 bits

Figure 8.1: The proposed sub-key generation process for achieving data confiden-
tiality in NOMA systems
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8.1 Dynamic Sub-Key Generation

Three sub-keys, of lengths 256, 128 and 128 bits, are produced from the dy-
namic key, as illustrated in Fig. 8.1. The first sub-key is used to generate the
cipher primitives needed to encrypt the data of each NOMA user (depends on
the selected operation such as permutation, substitution, masking, and phase
scrambling). The second sub-key is used to generate an update permutation ta-
ble, Pbox, which is used to update (pseudo-randomly permute or shuffle) the
dynamic key for every new input frame (frame consists of a set frame symbols).
Pbox has the same length of the dynamic key. Finally, the third sub-key is used
to derive PRS which is a pseudo-random sequence, having a size equal to one
frame. More specifically, the number of elements in PRS is equal to number
of frame symbols in one frame (1 × NBF ). For every new input frame symbol,
PRS is used to circularly shift the utilized cipher primitives (updating process
according to the corresponding PRS value).

For the construction of cipher primitives (permutation or substitution tables),
the techniques presented in [264] are adopted. For the masking and phase shuf-
fling cipher primitives, key-stream sequences are required; these can be generated
using any stream cipher.

8.2 Encryption Model

In a typical digital communication system, input data is encoded using source
and channel encoding, and then modulated. Here, any M-QAM (Quadrature Am-
plitude Modulation) scheme can be used such as 4-QAM, 16-QAM, 64-QAM or
256-QAM. The main difference between these schemes is the number of bits, that
gets mapped to one constellation point (modulation symbol). Following modu-
lation, the proposed dynamic key-dependent cipher scheme is applied to each
modulation symbol, to obtain the encrypted frame symbol, and consequently the
overall frame, which contains NBF frame symbols. Any efficient cipher scheme,
such as substitution, permutation, phase encryption or masking, can be used in
this step.

Particularly, the contents of each frame symbol (which contains multiple mod-
ulation symbols) are encrypted using the previously derived cipher primitives. Af-
terwards, the CP and packet preamble are inserted and the corresponding power
coefficient is multiplied. Thus, the superimposed downlink signal becomes:

xD(t) =
K∑
k=1

√
αkPBScD,k(t), (8.1)

where, cD,k(t) is the downlink encrypted signal of the kth user.
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As such, the superimposed signals of PD-NOMA users are secured against
internal (legitimate users sharing the time-frequency resources) and external (il-
legitimate users) users, since each user is only able to recover his signal using the
corresponding physical channel parameters and a shared secret. This is impor-
tant since NOMA allows users with stronger signals (near the base station) to
decode and recover the signals of weaker users (far from the base station).

The proposed scheme can also be applied in the uplink case (against external
users only), since NOMA users and the base station are able to extract the same
channel-based parameters and they share a common secret, hence the base station
will be able to successfully decode the signals of each user. However, the security
of data in downlink NOMA is more critical and crucial (vulnerability against
external and internal users). The proposed uplink signal becomes:

yU(t) =
K∑
k=1

cU,k(t)hk + nok(t). (8.2)

At the receiver’s side, the same steps are required for decryption but in a
reversed order and using the inverse cipher primitives.

8.3 Cipher Primitive Update Process

For every new frame, the dynamic key is updated using the permutation table
Pbox, which is a simple and low cost technique. Circular shifting depends on the
produced PRS having a length NBF . For example, if the ith PRS value is equal
to 3, then the cipher primitive of the ith frame symbol is shifted 3 times.

Figure 8.2 represents the proposed structure of the update cipher primitive
process, which relies on the channel-based dynamic key to create and update the
needed cryptographic primitives. The encrypted data frame symbol (EFS) is
derived by simply applying the proposed one-round, one-operation cipher scheme.
The generated cipher primitive(s) are updated, frequently. Specifically, they are
circularly shifted after each new frame symbol (FS), depending on the value
of PRS. The error propagation effect is reduced since the encryption scheme
is applied at the modulation symbol level, which prevents an erroneous symbol
from affecting other modulation symbols.

The main advantage of the proposed update cipher primitive scheme is en-
abling parallel computing and parallel ciphering, which reduces the required la-
tency and delay. In fact, one can pre-compute all of the updated cipher primitives
and the dynamic keys ahead of time, according to the generated PRS and Pbox.
Moreover, the update cipher primitive operation increases the robustness and
security level of the solution against different types of attacks.

For the CD-NOMA case, the scheme presented in [181] can be further en-
hanced and improved to ensure better security. In particular, instead of using the
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Figure 8.2: The proposed update process of the cipher primitives for NOMA
systems

CSI of each user to pseudo-randomly rotate the base constellations (used to con-
struct the SCMA codebooks) (phase rotation), one can utilize the channel-based
dynamic key DK, to increase the security of the utilized phases. Consequently,
illegitimate users will not be able to know the used phase angles, which enhances
the security level of the utilized codebook and the robustness of the overall SCMA
process.

8.4 Security Analysis of the NOMA-based Ci-

pher Scheme

In this section, the security level of the proposed NOMA-based scheme is tested
and evaluated based on several metrics. Similar to the generalized scheme, four
cipher schemes are considered, and which are: the permutation scheme, the 2-
D permutation scheme, the phase encryption scheme and the enhanced phase
encryption scheme.

8.4.1 Uniformity

The PDF of the plaintext and ciphertext frames are illustrated in Figures 8.3c
and 8.3f, when using the NOMA-based dynamic permutation operation as an
encryption scheme. The obtained ciphertext clearly satisfies the required uniform
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distribution, thus, ensuring the desired randomness level. Similar results are
obtained for phase encryption and enhanced phase encryption schemes.

8.4.2 Recurrence Test

Figure 8.3b shows that the original data has a normal distribution. Whereas,
Fig. 8.3e shows the recurrence plot of the obtained encrypted message using
the NOMA-based permutation scheme (permuted modulation symbols). Results
confirm that encrypted symbols are randomly scattered and distributed, and
that a good randomness level is attained. Moreover, as seen in Fig. 8.3a, the
original frame symbol has a fixed amplitude range, while Fig. 8.3d shows that the
encrypted symbols have random and varying amplitudes. Finally, similar results
were obtained for both, the phase encryption and phase-amplitude encryption
schemes.
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Figure 8.3: Symbol amplitude of (a) original and (d) permuted data. Recurrence
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data, using the NOMA-based cipher scheme
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8.4.3 Independence

Figures 8.4a and 8.4b correspond to the average difference between the original
and encrypted frames when varying the number of bits per symbol and the num-
ber of symbols per frame, for 1,000 iterations, respectively. Figure 8.4c represents
the Effective Cumulative Density Function for 1,000 frames symbols. As it can
be depicted in Fig. 8.4, all NOMA-based encryption schemes have a difference
value close to 0.5 for 1,000 transmitted frames. Moreover, the correlation value
is close to the ideal value, 0, for all NOMA-based encryption schemes (permuta-
tion, phase encryption (“AB” scheme) and enhanced phase encryption schemes
(“ABC” scheme)) based on three cases: 1) bits per symbol (Fig. 8.5a), 2) sym-
bols per frame (Fig. 8.5b), 3) and number of transmitted frames (Fig. 8.5c). This
validates that the proposed NOMA-based solution is immune against statistical
attacks.

8.4.4 Key Sensitivity

Figure 8.6 shows the results of key sensitivity for 1,000 iterations using the
NOMA-based cipher approach. For all simulation cases, the key sensitivity values
are very close to the desired value, 0.5 (the number bits per symbol (Fig. 8.6a),
the number of symbols per frame (Fig. 8.6b) or the number of transmitted frames
(Fig. 8.6c)). Hence, the proposed schemes is able to resist linear and differential
attacks.

8.5 Performance Evaluation of the NOMA-based

Cipher Scheme

In this section, the performance of the proposed solution is assessed in terms of
BER and error propagation.

8.5.1 Error Propagation

The error propagation analysis of the generalized scheme is also true for the
NOMA-based cipher approach (Fig. 8.7). Specifically, the proposed scheme does
not degrade the BER performance of the NOMA system since the plotted curves
overlap (matched curves).

8.5.2 Execution Time

The same analysis of the generalized scheme applies for the NOMA-based ap-
proach (Fig. 8.8).
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Figure 8.4: Independence test to measure the difference between plaintext and
ciphertext using three different NOMA-based cipher schemes, versus (a) the num-
ber of bits per modulation symbol, (b) the number of modulation symbols per
frame symbol, and (c) the corresponding effective cumulative density function for
1000 frame symbols

Figures 7.10c and 8.8c show the execution-time overhead of the encryption
process with respect to modulation and channel coding. The overhead introduced
by the generalized scheme is larger than that of the NOMA-based cipher approach
for all encryption schemes (permutation, “AB” and “ABC”), since the update
process of the NOMA-based cipher approach (circular shifting based on PRS) is
simpler than that of the generalized scheme (a PRS is used to choose between two
update permutation tables). For example, for a frame symbol size of 1, 024, the
encryption overhead of the permutation scheme, the “AB” scheme and the “ABC”
scheme is 23%, 40% and 75% when applying the generalized cipher approach, and
11%, 30% and 45% when utilizing the NOMA-based approach.
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Figure 8.5: Results of the correlation coefficients between the plaintext and ci-
phertext using three different NOMA-based cipher techniques versus three cases:
(a) the number of bits per modulation symbol, (b) the number of modulation
symbols per frame, and (c) the number of frame symbols transmitted
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Figure 8.6: Results of key sensitivity versus (a) number of bits per symbol, (b)
number of modulation symbols per frame, and (c) number of frames symbols
transmitted, using NOMA-based cipher approach
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Figure 8.7: The BER performance of the NOMA-based cipher approach using
different encryption schemes versus Eb/N0 using three modulations schemes: (a)
QPSK, (b) 64-QAM and (c) 256-QAM modulation
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Chapter 9

Data Confidentiality for
MIMO-based IoT Systems

In this chapter, two simple and lightweight PLS solutions that target data con-
fidentiality in MIMO-based IoT systems, are proposed and assessed. The first
solution leverages the concept of encoding, while the second solution takes into
account the OFDM frame symbol length, which can be fixed or varied from one
antenna to another.

9.1 MIMO System Model: Spatial Multiplexing

For transmitting data across a given channel, the MIMO encoder uses one of
two available space time processing techniques, which are: space-time coding
and spatial multiplexing [268]. The first technique ensures a maximum diversity
gain, where multiple copies of the same information are sent across independent
fading channels to combat fading and enhance system reliability. In contrast, spa-
tial multiplexing provides a high multiplexing gain (Degrees of Freedom (DoF)),
since each spatial channel carries independent (different) information, thereby
increasing the data rate [269]. The main advantage of this method is leveraging
the multiplexing gain, which is equal to DoF = min(nt, nr). Here, no explicit
orthogonality is needed, in contrast to space-time block coding [270]. Spatial mul-
tiplexing requires powerful decoding techniques at the receiver [270]. According
to [271, 272], the Maximum-Likelihood (ML) optimum receiver results in a good
performance, but suffers from receiver complexity, which grows exponentially.

In both of the proposed schemes, spatial multiplexing is considered where the
data stream is divided into multiple independent sub-streams. Each sub-stream
is separately transmitted using one of the available transmit antennas. The trans-
mitter and receiver are assumed to have nt and nr antennas, respectively. For
maximum performance and throughput, it is assumed that nt = nr.
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9.2 The First Proposed Cipher Solution: Generic

MIMO Systems

The generated dynamic key is divided into 5 sub-keys, each utilized for a specific
objective.

1. The first sub-key, DSK1: it has a size of 128 bits, and it is utilized for the
generation of a group of invertible matrices, G, which includes γ encryption
matrices: G = G1, G2, . . . , Gγ, each having a size of nt × nt and complex
values between ]0, 1]. First, DSK1 is used to generate a sequence (key-
stream) of bytes including 2×γ×nt×nt elements. Next, the values of these
elements are mapped to the interval: ]0, 1]. For example, if the produced
sequence (key-stream) is in byte representation, it can be converted by
adding 1 and then, dividing each byte by 256. Afterwards, the produced
vector is divided into two sub-vectors: the first one includes the real values
while the second one includes the imaginary values. Both sub-vectors have
γ × nt × nt elements. In order to obtain the γ complex-valued matrices
(G1, G2, . . . , Gγ), one element from the first sub-vector and one element
from the second sub-vector are combined to produce one complex element
in the diffusion matrix. This process is repeated until all nt2 complex
elements in the diffusion matrices are formed (complex representation). The
produced complex values are reshaped to form a diffusion matrix of size
nt×nt. Each matrix will be multiplied by a different matrix of modulations
symbols, which has a size of nt× φ in order to attain data confidentiality.

2. The second sub-key, DSK2: it also has a length of 128 bits, and it
is used to derive a matrix selection table (SG). This table contains a
randomly permuted sequence of repeated numbers ranging between 1 and
γ and it has a length of 1 × NBBL, where NBBL is the total number of
data sub-frames/blocks in each frame (γ ≤ NBBL).

3. The third sub-key, DSK3: with a size of 128 bits, it is used to generate
a link selection table (SL) of size 1 × nt, which has values between 1 and
nt (randomly shuffled values). Every row of the ciphered data matrix is
randomly transmitted on a specific antenna using the corresponding value
in SL.

4. The final two sub-keys, DSK4 and DSK5: these sub-keys have a size
of 64 bits each, and they are used to generate PboxSG and PboxSL (permu-
tation tables), which are used to permute/update SG and SL, respectively,
for every input frame. The Modified key-Scheduling Algorithm (M-KSA)
of RC4 [262] is used to derive SG, SL, PboxSG and PboxSL (Fig. 9.1).

Each frame on every antenna has Φ modulation symbols and it is further di-
vided into NBBL sub-frames, each with φmodulation symbols such that NBBL =
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Figure 9.1: Proposed dynamic key generation procedure and ciphers primitives
construction technique for MIMO systems

Φ
φ
. The first sub-frame (1 × φ) on every antenna are combined/concatenated to

form an nt× φ plaintext matrix, PMi. The sequential process is repeated for all
of the NBBL sub-frames in each frame.

Next, the square diffusion matrix (Gi = G[SG[i]]) with a size of nt × nt, is
multiplied by its corresponding input plaintext matrix PMi (nt×φ). The matrix
Gi is selected according to the corresponding value of the selection table, SG.
The encrypted and diffused matrix CMi (nt × φ) represents the ith encrypted
matrix. Specifically, the encryption/diffusion process of the ith plaintext matrix,
PMi, is described by Equation 9.1:

CMi=Gi · PMi

=

⎡
⎢⎢⎢⎢⎢⎢⎣

CM1,i

CM2,i

...

CMnt,i

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣

Gi
1,1 · · · Gi

1,nt

Gi
2,1 · · · Gi

2,nt

...
. . .

...

Gi
nt,1 · · · Gi

nt,nt

⎤
⎥⎥⎥⎥⎥⎥⎦
·

⎡
⎢⎢⎢⎢⎢⎢⎣

PM1,i

PM2,i

...

PMnt,i

⎤
⎥⎥⎥⎥⎥⎥⎦
, (9.1)

where PMj,i is the ith plaintext data sub-frame/block on the jth antenna
(i = 1, . . . , NBBL and j = 1, . . . , nt). In addition, CMj,i is the ith encrypted
block on the jth antenna, and Gi is an invertible encryption matrix, which is
selected according to the ith entry in SG.

Afterwards, all encrypted blocks are concatenated at the end of encryption
process. The obtained ciphertext is a matrix that has a size of nt × Φ. Each
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row is transmitted using one of the nt antennas. The selection of the antenna is
based on SL (each encrypted frame is transmitted on a pseudo-randomly selected
unique antenna). The proposed ciphering process is shown in Fig. 9.2.

For every input frame, the selection tables (SG and SL) are updated using
the permutation tables, PboxSG and PboxSL. This increases the dynamicity and
randomness of the proposed solution, leading to a higher security level.

At the receiver’s side, the same steps are followed to decrypt the received
ciphertext, but in a reversed order and using the inverse diffusion matrices and
selections tables, SL−1 and SG−1. Since the generated encryption matrices are
invertible, and the selection tables are bijective, the receiver will successfully
construct the inverse of these cipher primitives and consequently, recover the
received data.

9.3 The Second Proposed Cipher Solution: MIMO-

OFDM Systems

The proposed solution, in this section, consists of two variants and it focuses on
the security of data in OFDM-based MIMO systems. The first cipher variant is
used when OFDM frame symbols have different lengths among different antennas,
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whereas the second variant is used when all OFDM frame symbols have a common
and fixed length.

9.3.1 Proposed Key Derivation Scheme

First, the transmitter and receiver estimate the wireless channel between them.
Then, they extract unique features and properties that are specific to their phys-
ical channel. Here, it should be noted that there exists several wireless chan-
nels between two MIMO users, when employing spatial multiplexing. In this
case, users can estimate all of the available wireless channels, extract the channel
properties of multiple channels, and then combine them to enhance security even
further. From these properties, both users are able to derive the same channel-
based nonce, independently. In case of channel non-reciprocity, reconciliation
is applied. Any user outside the proximity of the legitimate users, is not able
to derive the same channel-based nonce since the channel is viewed differently
(different properties). However, this can not be generalized. In particular, sev-
eral works in the literature have proven that adversaries can derive the same
channel properties as the authorized users, when having sufficient resources and
power [260, 27]. Consequently, one should not rely on channel information, only,
to secure a communication session.

In order to overcome this limitation, the pre-shared secret key is combined
(Exclusive-OR (XOR)) with the channel nonce (pseudo-random and dynamic),
to obtain a dynamic key. The resulting key will be used to secure transmitted
data in MIMO-OFDM systems. The SHA-512 hash algorithm is used, following
the XOR operation, in order to make sure that the resulting key is irreversible
(one-way property). From the 512-bit dynamic key, several sub-keys can be pro-
duced. Since the proposed solution considers two cases: 1) frame symbols having
different lengths on different antennas (NBFS1 , NBFS2 , NBFS3 , . . . , NBFSnt) and
2) frame symbols having the same length (NBFS), two sub-key derivation func-
tions are proposed (cipher primitive derivation functions).

Case 1: Frame Symbols of Different Lengths
In the first case, the frame symbols on each antenna branch are assumed to have
different lengths, whereas the second case assumes that all frame symbols have
the same length, NBFS. Both of these cases are real-case scenarios in exist-
ing communication systems. The first case is more challenging than the second
case, hence, a simple cipher scheme with simple cipher primitives is proposed.
Specifically, the 512-bit dynamic key is split into two sub-keys (256 bits each).

• The first sub-key is used to generate a permutation vector (table), Pboxnt,
of length equal to nt × 1 and random values between 1 and nt (number
of antennas). This vector is used to permute the frame symbols on each
antenna in a pseudo-random manner.
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• The second sub-key is used to produce another permutation table, Pboxupdate.
However, this table is used to permute/update the first permutation table
for every new set of frame symbols (both permutation tables having the
same size).

Case 2: Frame Symbols of the Same Length
As shown in Figure 9.3, the obtained dynamic key in the second case is divided
into five sub-keys:

• First sub-key: DSK1 (128 bits) is used to generate a permutation table

140



Pbox. It contains nt×NBFS elements that have randomized values between
1 and nt × NBFS. This table is used to permute/shuffle the 2-D data
matrices, having dimensions equal to nt × NBFS (nt columns and NBFS

rows), at the modulation symbol level. Here, nt is the number of antennas
at the transmitter’s side and NBFS is the number of modulation symbols
in one OFDM frame symbol (size of one frame symbol).

• Second sub-key: DSK2 (128 bits) is used to derive a sequence, Seq,
having a length equal to 2 × NBFS and pseudo-random values of −1 and
1. Seq is used to perform masking (phase shuffling) on each frame sym-
bol (NBFS modulation symbols), independently. Moreover, Seq is divided
into two vectors, Seq1 and Seq2, each having a length of NBFS. The first
sequence Seq1 modifies the phases of the real components in complex sym-
bols. Whereas Seq2 modifies the phases of the imaginary components. In
other words, the phase of the real component and the phase of the imag-
inary component of every modulation symbol are modified based on one
element in Seq1 and one element in Seq2, respectively. Hence, 2 × NBFS

values are needed so that each component in FS (NBFS complex modula-
tion symbols) is modified based on a unique value in Seq1 and Seq2. Note
that phase modification refers to modifying the + and − signs of the com-
plex symbols. If the value in Seq1 or Seq2 is 1, the phase of the component
remains the same. In contrast, when the value is negative, the phase of the
corresponding component is flipped.

• Third sub-key: DSK3 (128 bits) is used produce a sequence SeqU , that
includes 2×NBFS elements having random values between 1 and 2×NBFS.
This sequence is used to randomly shift Seq for every set of nt frame symbols
(circular shift).

• Forth sub-key: DSK4 (64 bits) is used to generate a permutation table,
PboxFS, to permute Pbox for every set of nt frame symbols.

• Fifth sub-key: DSK5 (64 bits) is used to generate a permutation table,
PboxF , to permute Pbox for every frame.

From the channel-based dynamic key, simple and lightweight cipher primitives
are obtained. These primitives are used to ensure data confidentiality for MIMO-
OFDM systems, which will be thoroughly discussed in the following.

9.3.2 Proposed Data Confidentiality Scheme

The proposed data confidentiality scheme consists of two cipher variants. The
first cipher variant assumes that frame symbols on different antennas, vary in
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terms of length. On the other hand, the second variant assumes that all frame
symbols contain the same number of modulation symbols. Both schemes are ap-
plied after the IFFT transformation (time-domain OFDM frame symbols).

Case 1: Frame Symbols of Different Lengths
The first variant of the proposed solution considers a time-domain frame (F ) (af-
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ter IFFT) that includes NBF OFDM frame symbols. The length of these frame
symbols varies from one antenna to another (NBFS1 , NBFS2 , NBFS3 , . . . , NBFSnt

for antennas 1, 2, . . . , nt), as shown in Figure 9.4. The elements of each frame
symbol on each antenna is randomly circularly shifted based on its corresponding
value in Pboxnt. The utilized permutation vector/table has a size of nt × 1 and
random values between 1 and nt. For clarification, a simple example is shown in
Figure 9.4. For the second set of frame symbols (FS2) on the available antennas,
Pboxnt is first updated/permuted using Pboxupdate, and then employed. This step
is repeated NBF times, that is for each new frame symbol in the frame. Con-
sequently, this complicates the adversary’s job and decreases the probability of
successful attacks. At the receiver’s side, the same steps are performed but using a
reversed circular shift operation. It is assumed that nt ≤ NBFSi

, i = 1, 2, . . . , nt.

Case 2: Frame Symbols of the Same Length
The second cipher scheme (variant) is divided into two steps: masking and 2-D
permutation.

Following the IFFT transformation (time-domain), each OFDM frame (F )
will include NBF OFDM frame symbols (FS), and each OFDM FS will include
NBFS complex modulation symbols. Similar to the first variant, this technique
also performs ciphering at the modulation symbol level. More specifically, each
frame symbol on each antenna branch is grouped with the rest of the frame
symbols on other antennas, forming a set of nt× 1 frame symbols (nt < NBF ).
This scheme is repeated for all NBF frame symbols in one frame. Here, every set
of nt frame symbols is processed, independently.

• Masking: This step handles each FS on each antenna (within the set
of nt frame symbols), separately (Figure 9.5). In particular, the phases of
the real and imaginary components of each complex modulation symbol are
modified based on two values in Seq1 and Seq2, respectively. The sequences
Seq1 and Seq2 have a length of NBFS and contain pseudo-random values
of 1 and −1. For the first modulation symbol in the frame symbol, the
real component is multiplied by the first value in Seq1 and the imaginary
component is multiplied by the first value in Seq2. Assuming that the
first values in Seq1 and Seq2 are equal to −1 and 1, respectively, then a
modulation symbol a + jb will become −a + jb. This process is repeated
NBFS times, so that all of the modulation symbols within one FS are
masked. For every new set of FS (on all antennas), Seq is updated using
SeqU (cyclic shift). Once all nt frame symbols are masked within one set,
2-D permutation is applied.

• 2-D permutation: The resulting nt frames symbols are concatenated
vertically (grouped) to compose a matrix, in such a way that the values of
the first FS on the first antenna represent the first row in the data matrix,
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Figure 9.7: Assessment of the original and encrypted messages in terms of recur-
rence and PDF using the MIMO-OFDM PLS solution
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Figure 9.8: Symbol amplitude, recurrence and PDF of the corresponding en-
crypted frames using the proposed MIMO-based cipher scheme

the values of the first FS on the second antenna represent the second row,
and so on. Consequently, the obtained 2-D matrix will have a dimension
equal to nt×NBFS (nt rows and NBFS columns). Next, the permutation
table, Pbox, is reshaped and transformed to an nt ×NBFS matrix, which
is used to randomly permute the 2-D data matrix. The ciphered matrix
which results from the permutation operation, also has nt rows and NBFS

columns. For each subsequent group of nt frame symbols, Pbox is updated
using PboxFS. The permutation table, Pbox, is also updated using PboxF

for every new frame.

After the encryption process, each row in the ciphered matrix will be trans-
mitted on a different antenna (spatial multiplexing), concurrently. The proposed
scheme is shown in Figure 9.6.

At the receiver’s side, the same steps are performed to decrypt and recover the
transmitted data, but, in a reversed order. In addition, inverse cipher primitives
are used, which are Pbox−1, Pbox−1

FS and Pbox−1
F .
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9.4 Security Analysis

In the following, the security level of the two proposed cipher schemes is analyzed
and assessed. For this evaluation, several security metrics and tests are consid-
ered, which are the randomness degree, recurrence, uniformity and sensitivity.

9.4.1 Randomness Degree

The security level of a specific cipher scheme is strongly related to the random-
ness degree of the encrypted frame symbols. Consequently, the randomness of the
resulting ciphertext is evaluated using three different tests, which are uniformity,
recurrence and independence.

Uniformity: To assess the uniformity property, a simple and straightfor-
ward method have been used and which is the PDF. First, normally distributed
data have been generated with a very low randomness degree as depicted in Fig-
ure 9.7c. In particular, the original data has most of its values centered around
a specific value. Next, the original data has been encrypted using the proposed
OFDM-based solution and its distribution has been plotted. From Figure 9.7d, it
is clear that the obtained ciphertext has a uniform distribution, where all values
have an equal probability of occurrence. This is also true for the first proposed
scheme, as shown in Fig. 9.8c.

Recurrence: Figures 9.7a, 9.7b and 9.8b represent the recurrence plots of
the original and encrypted data (using the first and second schemes), respectively.
Unlike the original data which lacks randomness (recurrence points are grouped
in one region), the encrypted data has a highly scattered recurrence plot. There-
fore, this proves that the proposed schemes achieve the required security level.

Independence: The independence property measures the difference proba-
bility between the original frame symbol and its corresponding encrypted version
at the bit level. This value should always be close to 0.5 or 50%. Indeed, the ob-
tained results in Figures 9.9a and 9.10a prove that the proposed cipher solutions
attain the independence property, in which the majority of the difference values
are equal to the ideal value, 50%.

The correlation between the plaintext and ciphertext has also been calculated.
As shown in Figures 9.9b and 9.10b, the correlation coefficients have a normal
distribution centered around the desired value, 0.

This, in turn, confirms that the proposed solutions are immune to statistical
attacks.
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Figure 9.9: Independence test: (a) Difference measurements versus the number
of transmitted frames. (b) Correlation coefficients between the plaintext and
ciphertext (OFDM-based scheme)
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Figure 9.10: Independence test: (a) Difference measurements versus the number
of transmitted frames. (b) Correlation coefficients between the plaintext and
ciphertext using the MIMO-based scheme

9.4.2 Key Sensitivity

This test measures the bit-difference in encrypted frame symbols when using
slightly different keys (one-bit change). The difference value between the ciphered
frames should always be near 0.5 or 50% (at the bit level).

Figures 9.11a and 9.12a prove that the key sensitivity property is achieved
using both of the proposed solutions, since the key sensitivity values are close to
50%. Also, Figures 9.11b and 9.12b show that different nonce values are inde-
pendent and uncorrelated. Hence, linear and differential attacks are mitigated.
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(a) Secret key sensitivity (b) Correlation of nonce

Figure 9.11: (a) The sensitivity measurements of the secret key versus the number
of transmitted frames. (b) Correlation coefficient between the different nonce
values (OFDM-based scheme)
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Figure 9.12: The (a) secret key and (b) nonce sensitivity measurements versus
the number of transmitted frames using the MIMO-based scheme

9.5 Performance Analysis

In this section, the proposed cipher solutions are evaluated in terms of error
propagation and execution time. These criteria are crucial for assessing the per-
formance and efficiency of any cipher approach. Generally, an efficient PLS-based
cipher scheme should have low latency/delay (execution time) and low error prop-
agation. For the proposed schemes, this can be easily verified since a one-round
cipher structure that consists of simple operations is employed.

147



(a) (b)

Figure 9.13: (a) Execution time in seconds versus frame size using the proposed
OFDM-based cipher scheme on one antenna. (b) Number of encrypted frame
versus frame length

9.5.1 Error Propagation

Both of the proposed schemes require a single round and depend on simple oper-
ations to secure the data conveyed in MIMO systems. In particular, the proposed
ciphering processes are applied at the lowest layer, which is the physical layer,
using random and dynamic parameters extracted from the physical channel it-
self. Using these parameters and a secret key, users generate a dynamic key and
derive the needed cryptographic primitives. Both schemes mainly depend on per-
mutation which is a simple, efficient and robust security technique. This scheme
avoids the diffusion operation which one of the main causes of error propagation
in communication systems. Moreover, the shuffling/permutation operation does
not result in the spread of error among bits, where error is restricted to one po-
sition, only. Consequently, the proposed schemes do not affect the bit error rate,
and do not cause degradation in performance. This makes them good security
candidates for emerging communication systems and technologies. It should also
be noted that the proposed schemes are applied at the frame symbol level, that is
on modulation symbols, hence, error does not propagate to other frame symbols
in the frame.

9.5.2 Execution Time

Figures 9.13a and 9.14a show the execution time in seconds versus the input
frame size. This simulation is done using MATLAB, and for one antenna only.
The execution time on other antennas is also similar since the same operations
are carried out on all antennas. As it can be inferred, the proposed solutions
are efficient since they introduce low overhead (low complexity) and acceptable
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Figure 9.14: (a) Execution time in seconds. (b) Number of encrypted frame
symbols versus frame symbol size (log2), using the MIMO-based scheme with
φ =1, 2, 4 and 8

execution time. Figures 9.13b and 9.14b validates the results in Figures 9.13a
and 9.14a since as the frame length increases, more time is required for execution
and less encrypted frames are generated per second. From the presented figures,
it is clear that the decryption process has a higher execution time than the en-
cryption process. This is logical since the decryption process requires generating
the inverse cryptographic primitives (such as inverse permutation tables), which
introduces additional delay.
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Chapter 10

Source Authentication and
Message Integrity

Source authentication and message integrity, also referred to as message authen-
tication, allow communicating users to validate the legitimacy and correctness
of received messages. This security service proves that data has been gener-
ated by trusted entities and that it hasn’t been manipulated while in transmis-
sion [27]. Traditional security mechanisms depend on upper-layer multi-round
cryptographic primitives such as cryptographic hash functions to achieve source
authentication and message integrity [273]. However, these techniques cannot
be applied at the physical layer (computationally complex and expensive) and,
hence, new alternatives should be studied and proposed.

In this chapter, two lightweight and secure PLS message authentication al-
gorithms (keyed hash functions) are proposed for 5G communication systems,
mainly the 5G IoT systems (for consistency purposes). The first algorithm is
a generic keyed hash function that applies to all end-to-end communications
(any multiple access scheme), whereas the second targets 5G IoT systems uti-
lizing OFDM. Both schemes prevent existing source authentication and message
integrity attacks at the physical layer. It should be noted that source authenti-
cation and message integrity is realized following the data confidentiality step,
that is after performing encryption.

10.1 A Generic Message Authentication Algo-

rithm

The first algorithm is based on two main factors, the random physical properties
of wireless channels and a secret session key. Both are combined together to
generate the cipher primitives used in the authentication process. The proposed
keyed hash function is applied on post-modulation symbols in their complex for-
mat. Moreover, it is a dynamic structure whereby the cryptographic primitives
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are updated for every frame symbol, in a lightweight manner, which substantially
increases the security level since it minimizes the risk of an exposed key. The
generic solution is based on a non-linear integer function and on the Merkle-
Dangard structure [274, 275], and it requires only one round for each block. It
should be noted that physical layer parameters are introduced in the proposed
solution to increase the randomness and dynamicity levels. The round function
excludes any diffusion operation at the block level to avoid the associated high
execution time. Additionally, the input to the proposed message authentica-
tion algorithm are modulation symbols in their complex format. Therefore, the
proposed scheme is a generalized scheme that is independent of the modulation
technique and the multiple access scheme. The proposed solution can be applied
at the frame symbol level or at the frame level. For the first case, the Message
Authentication Codes (MACs) are appended at the end of each frame symbol.
Whereas in the second case, the last frame symbol is reserved for the generated
MAC.

Recently, chaotic mapping has been proposed and studied for the construction
of novel hash functions. However, existing and related schemes are considered
inefficient and not practical since they depend on non-integer transformation. In
order to overcome this issue, several chaotic maps have been reformulated into
integer representation such as the integer finite skew tent transformation [276,
277], but this method is rarely used in the design of cryptographic solutions. In
principle, the chaotic cryptographic scheme should involve integer operations as
is the case in traditional cryptographic algorithms. This is necessary for reducing
the costs (energy, memory, delay) of the required computation and conversion
operations. As such, the generic hash function, which is proposed next, is based
on the non-linear integer finite skew tent transformation to achieve an efficient
and secure message authentication scheme at the physical layer.

10.1.1 Sub-key Generation

In order to ensure message authentication, DK is divided into three sub-keys,
which have lengths equal to 128, 128, and 256 bits, respectively (Fig. 10.1).
The first sub-key (128 bits) is used to generate the permutation table Pbox, by
employing a modified version of the key setup algorithm of RC4, M-KSA, as
explained in [278]. This table permutes the vector, vecMS, which contains all of
the possible complex modulation symbols (based on the modulation order), for
every frame symbol. Similarly, the second sub-key (128 bits) is used to derive the
second permutation table PboxP , which is used to permute and update the first
permutation table, Pbox, for every new input frame. Finally, the third sub-key
(256 bits) represents the initial authentication mixing key, DSKI .
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Figure 10.2: The proposed message authentication scheme at the physical layer

10.1.2 Proposed Generic Hash Function

The proposed hash scheme is divided into three main blocks (Fig. 10.2 and Algo-
rithm 5), which are the pre-processing block, the hashing block, and the selection
block which converts the obtained Message Authentication Code (MAC) integer
value into complex representation (complex modulation symbols).

The Pre-Processing Block: After performing modulation (e.g modulation
order MO: MO = 2mb different modulation symbols, where mb is the num-
ber of bits) and encryption, message authentication is applied at the frame
symbol level. In particular, each frame is divided into NBF frame symbols
F = FS1||FS2|| . . . ||FSNBF

and each frame symbol contains NBFS complex
modulation symbols.

In this step, one frame symbol enters the pre-processing block, at a time. The

152



NLF

NLF

+

+

-

NLF

NLF

………… NLF

NLF

+

-…………

+

-

Control 
parameter

Initial 
condition

+

Figure 10.3: The proposed compression hashing function at the physical layer

complex modulation symbols in one frame symbol are separated into real and
imaginary components, which have real values ranging between −(log2(MO)− 1)
and log2(MO) − 1. Then, these values are concatenated and shifted to positive
integers by adding a value of log2(MO) to all. Consequently, the resulting set will
have values within the range of {1, 2(log2(MO))− 1}.

Next, the obtained frame symbol vector, which consists of positive real values,
is divided into nb = 	2∗NBFS

BL

 blocks, each block having BL elements (Fig. 10.2).

In case 2∗NBFS

BL
is not an integer, padding is applied.

The Hashing Block: At this stage, every two blocks enter the non-linear
function in a sequential manner to finally obtain the MAC value, which will be
appended to the frame symbol itself, after nb/2 non-linear operations.

The detailed process is described as follows:

• The first two blocks of the frame symbol vector are combined with the
initial mixing key, DSKI . This key is added (modulo 2

√
MO) to the first

block and subtracted (modulo 2
√
MO) from the second.

• The resulting blocks, then, enter two non-linear functions (NLFs) such that
each block represents the control parameter in one function and the initial
condition in the other, respectively (Fig. 10.3).

• The outputs of the two non-linear functions are added, then combined with
the second pair of blocks (output added (modulo 2

√
MO) to the third block

and subtracted (modulo 2
√
MO) from the forth block, in this case). The

modified pair (modified third and forth blocks), again, enters two non-linear
functions, where each block is the control parameter in one function and the
initial condition in the other. Similar to the previous operation, the outputs
here are also added and then combined with the third pair of blocks.

• This sequential process is repeated nb/2 times, until all of the nb blocks of
one frame symbol are hashed. In case nb has an odd value, the proposed
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non-linear transformation is repeated (nb+ 1)/2 times, and the final block
Blocknb is input twice to both non-linear functions after being added and
subtracted to the output of the previous block.

• The output of the hashing operation is a block of size BL (elements).

Note that the utilized non-linear function takes as input two blocks (initial
condition and control parameter) of size BL and containing values between 1 and
2(log2(MO))−1, and outputs a block with a size equals to BL, containing integer
values between 1 and 2(log2(MO)) − 1. This output is referred to as the integer
MAC, MACinteger.

Algorithm 5 The proposed message authentication algorithm is applied on the
ith frame symbol (FSi).

1: procedure One Round Authentication(FSi, DSKI , vecMS, Pbox)
2: temp ← DSKI

3: vecMS ← vecMS(Pbox)
4: for ind = 1 to NBFS do
5: t[2× ind− 1] ← real(FSi[ind])
6: t[2× ind] ← imag(FSi[ind])
7: end for
8: t ← Pre Processing(t, MO)
9: for it = 1 to 2×NBFS

BL
do

10: Block it ← t[(it− 1)× BL+ 1 → it× BL]
11: Block it+1 ← t[it× BL+ 1 → (it+ 1)×BL]
12: O1 ← NLF (temp+Block it, Block it+1)
13: O2 ← NLF (temp−Block it+1, Block it)
14: temp ← O1 +O2
15: end for
16: MAC ← vecMS(temp)
17: return MAC
18: end procedure

The Selection Block: In order to convert the output back to complex
representation in an efficient way, a lightweight mapping operation is proposed. In
particular, a vector vecMS is initially constructed and it contains all the possible
complex modulation symbols for a specific modulation order. For each frame
symbol, this vector is permuted using the permutation table, Pbox. Finally, the
MAC value, which will be appended to each frame symbol, is obtained using the
following equation:

vecMS = vecMS(Pbox), (10.1)

MAC = vecMS(MACinteger). (10.2)
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Note that for each input frame, the permutation table Pbox is shuffled ac-
cording to the second permutation table PboxP . The size of the final MAC value
is BL. Hence, the size of the final frame symbol, which will be transmitted, is
NBnew

FS = NBFS +BL (Fig. 10.4).

The overheard will be equal to BL
NBnew

FS
. The value of BL is flexible and it

depends on the application. In fact, as BL increases, more overhead is intro-
duced (data rate will be reduced). However, fewer hash operations (non-linear
transformations/functions) are required, reducing the overall delay. Hence, one
can tune the value of BL to achieve the desired balance between the data rate
and the required delay. Moreover, one main advantage is that the physical layer
eliminates the need for implementing message authentication at the upper layers,
which minimizes the required delay, consumed energy, computational complexity
and overall required resources.

For transmitting the MAC values, a second variant of the proposed authen-
tication scheme can be considered (Fig. 10.5). In particular, all of the obtained
MAC values can be grouped into a separate frame symbol, which will be trans-
mitted along with the rest of the frame symbols within one frame, instead of
appending each MAC value to its corresponding frame symbol (Fig. 10.4).

At the receiver side, the proposed approach is used to calculate the MACs of
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the received frame symbols. The obtained MAC values (complex) are compared
to the received MACs. If both values are equal, the receiver proceeds with the
data recovery process. It should be noted that prior to verifying the integrity
and authenticity of received data, the receiver utilizes an equalizer to correct any
possible error in the received messages.

10.1.3 Integer Non-Linear Finite Skew Tent Function

In this sub-section, the utilized non-linear function is discussed in more detail,
for a better understanding of the proposed scheme.

In principal, the proposed hash function depends mainly on the integer finite
skew tent transformation, which is defined as

y =

⎧⎪⎨
⎪⎩

	Q×x
Pri


 x ≤ Pr

� Q(Q−x)
(Q−Pri)

+ 1 x > Pr

Where x and y are the input and output of this transformation, respectively.
Note that the input should always have a positive integer value. In addition,
Pr = {Pr1, P r2, . . . , P ri, . . .} represents a set of control parameters and Pri,
which has values belonging to {1, . . . , Q}, represents the ith control parameter.

This function is non-linear, flexible and invertible (when the control param-
eters are known). In contrast, most traditional hash functions are non-linear,
flexible and non-invertible. To ensure the one-way property, the proposed solu-
tion employs a dynamic key, which is based on a secret key and random physical
channel parameters. This means that dynamic integer-complex mapping and ac-
quiring/modifying the MAC of transmitted data will be extremely difficult for
illegitimate users. Therefore, this function is considered safe for use in emergent
networks.

Figure 10.6a represents a piece-wise linear transformation, which is composed
of two linear segments for the integer NLF, respectively (for different values of
Pr). This figure proves the non-linearity of the utilized integer function in ad-
dition to the bijective property as shown in Fig. 10.6c. It has also been shown
that the input and output values vary within the same range. Additionally, Fig-
ures 10.6b and 10.6d represent the periodicity and sensitivity of each control
parameter, Pr. The periodicity results indicate that certain control parameters
have higher periodicity than others. Low periodicity is obtained from low or high
values of Pr. Therefore, by using variable control parameters, periodicity will be
increased. Finally, it should be noted that the desired sensitivity value, which is
50%, is attained. Similar results are obtained for different values of Q.
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Figure 10.6: (a) The non-linear mapping of the integer skew tent function (Q =
64), (b) the bifurcation diagram represents the obtained values for each control
parameter, which vary within Pr ∈ {1, 64}. (c) The corresponding periodicity of
each control parameter Pr and (d) sensitivity

10.2 OFDM-Based Message Authentication Al-

gorithm

The second message authentication algorithm targets 5G IoT systems utilizing
OFDM. Similar to the first algorithm, this scheme also relies on the dynamic
and random information extracted from the shared wireless channel, along with
a secret parameter, to generate the message authentication code (MAC) of each
OFDM frame symbol. This process is done in the time and frequency domains,
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Figure 10.7: The proposed key generation scheme for the Pre-IFFT message
authentication scheme

that is, before and after performing the IFFT transformation (two variants). Es-
sentially, complex OFDM symbols are first pre-processed and then, key-hashed
to ensure their integrity via a non-linear function (an integer function is used for
the Pre-IFFT case and a non-integer function is used for the Post-IFFT case).
After performing the proposed keyed-hashing algorithm on each OFDM frame
symbol, all of the obtained MAC values are either appended to each frame sym-
bol, or concatenated in a separate OFDM frame and transmitted along with the
rest of the data. The proposed scheme exploits simple operations such as addi-
tion, mapping and permutation, which makes it very efficient and lightweight.
It can be employed in multiple OFDM-based technologies, which include Inter-
net of Things (IoT), VANETs, Power Line Communication (PLC) protocols and
Device-to-Device (D2D) systems. The presented security and performance anal-
ysis prove that the proposed PLS source authentication and message integrity
technique achieves the desired security properties and is suitable for resource-
limited devices.

Since frequency-domain and time-domain symbols have different characteris-
tics and properties, two different message authentications schemes are proposed.
Specifically, one scheme is applied to the frequency-domain OFDM symbols (Pre-
IFFT), while the other is applied to the time-domain symbols (Post-IFFT). In
the security and performance evaluation sections, the effect of hashing in each
case is quantified and assessed. Each of the two proposed schemes is divided into
two phases: the sub-key generation process and the keyed-hashing function.
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10.2.1 Frequency-Domain Message Authentication (Pre-
IFFT)

In this variant of the scheme, hashing is applied to the frequency-domain OFDM
symbols (complex), before the IFFT transformation. Here, it should be noted
that frequency-domain OFDM symbols have a finite set of complex values, which
result from the modulation operation (modulation order MO = 2mb , mb is the
number of bits per constellation point). These values range from −(log2(MO)−1)
to log2(MO)− 1.

Sub-Key Generation: The dynamic key, which is 512 bits, is divided into
three sub-keys:

• The first sub-key (256 bits) is used to generate the initial source authenti-
cation and message integrity key, DSKI . This key is further divided into
sub-keys, DSKreal and DSKimg (128 bits each), which will be combined
with the real and imaginary vectors of each OFDM frame symbol to gen-
erate the corresponding MAC.

• The second sub-key (128 bits) is used to derive a permutation table PboxDSK

using the Modified key-Scheduling Algorithm (M-KSA) of RC4 [262] (Fig. 10.7).
This permutation table is used to permute the initial key, DSKI , for every
new OFDM frame symbol.

• The third sub-key (128 bits) is used to generate a second permutation table,
Pboxvec, which is used to shuffle/permute a vector, vecMS, which contains
all of the possible complex modulation symbols corresponding to a specific
modulation order (MO), for every OFDM frame symbol.

Pre-IFFT Message Authentication Code: The proposed mechanism is
divided into three main blocks (Fig. 10.8): the pre-processing block, the hash-
ing block, and the post-processing block, which converts the obtained Message
Authentication Code (MAC) integer value to complex representation (complex
modulation symbols) (Algorithm 6).

• Pre-processing block: After performing modulation, each OFDM frame
will contain NBF OFDM frame symbols, F = FS1||FS2|| . . . ||FSNBF

, and
each OFDM frame symbol will include NBFS complex modulation symbols
(frequency-domain). Any M-QAM (Quadrature Amplitude Modulation)
scheme, having MO = 2mb different modulation symbols, is applicable in
this case (mb is the number of bits).

Every OFDM frame symbol is divided into NBFS

BL
blocks, each having a size

equal to BL (BL complex modulation symbols). If NBFS is not divisible
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Figure 10.8: The proposed source authentication and message integrity scheme
for frequency-domain OFDM symbols

Algorithm 6 The proposed frequency-domain message authentication algorithm

1: procedure Frequency Authentication(FSi, DSKI , vecMS, Pboxvec)
2: temp1 ← DSKreal

3: temp2 ← DSKimg

4: vecMS ← vecMS(Pboxvec)
5: for ind = 1 to NBFS do
6: Rt[ind] ← real(FSi[ind])
7: It[ind] ← imag(FSi[ind])
8: end for
9: Rt ← PreProcessing(Rt, MO)
10: It ← PreProcessing(It, MO)
11: for it = 1 to NBFS

BL
do

12: BRit ← Rt[(it− 1)×BL+ 1 → it×BL]
13: BIit ← It[(it− 1)× BL+ 1 → it× BL]
14: O1 ← NLF (temp1 + BRit, BIit)
15: O2 ← NLF (temp2 + BIit, BRit)
16: temp1 ← O1 +O2
17: temp2 ← temp1
18: end for
19: MAC ← vecMS(temp2)
20: return MAC
21: end procedure

by BL padding is applied. There are no restrictions on the size of BL in
the hashing scheme, hence padding is discarded after dividing the OFDM
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frame symbol into smaller blocks. For each block, the real and imaginary
components of each complex modulation symbol are grouped into two sepa-
rate vectors (each of size BL). Next, the real and imaginary components in
each vector, which have values between −(log2(MO)−1) and log2(MO)−1,
are shifted to positive integers by adding a value of log2(MO), such that
all values range between 1 and 2(log2(MO)) − 1. This step is necessary
since the input to the non-linear integer function (NLF) should always be
a positive integer.

• Hashing block: In this stage, every OFDM symbol block is processed
(hashed) in a sequential manner to finally obtain the MAC value of the
OFDM frame symbol, which will be appended to the frame symbol itself or
within a separate frame symbol, after 2× NBFS

BL
non-linear operations (two

Non-Linear Integer Functions (NLFs) are utilized in the proposed hashing
scheme). Since the obtained real and imaginary vectors, following the pre-
processing block, contain integer values, a non-linear integer function has
been utilized in the keyed-hashing process.

For the first round of processing (first block), the real and imaginary vectors
are added (modulo 2

√
MO) to DSKreal and DSKimg, respectively. Then,

the two output vectors are added to a value of 1, in order to guarantee
that the input of NLF is a positive integer, greater than zero. Afterwards,
the obtained vectors enter the two NLFs, such that each vector represents
the initial condition in one NLF and the control parameter in the other.
The outputs of the two NLFs are again added (modulo 2

√
MO), to produce

the MAC value of the first input block. For subsequent blocks, the same
steps are applied, however, the obtained MAC value of the previous block
is used instead of DSKreal and DSKimg. The MAC value (size BL) that
is generated for the final block represents the integer MAC of the whole
OFDM symbol.

This two-step process is repeated for all of the OFDM frame symbols in
each frame, and the output is either appended to each frame symbol sep-
arately or concatenated and inserted in one or several OFDM symbols at
the end of each frame (depends on the size of MACs). For every frame
symbol, an updated version of DSKI = DSKreal||DSKimg is generated,
using PboxDSK (Fig. 10.8). The hashing process is repeated NBF times,
which is the number of OFDM frame symbols in one frame.

Here, it should be noted that the utilized non-linear integer function takes
as input two blocks (initial condition and control parameter) of size BL,
containing values between 1 and 2(log2(MO)) − 1, and outputs a block of
size BL, containing integer values between 1 and 2(log2(MO)) − 1. This
output is referred to as the integer MAC, MACInteger. These integer MAC
values should be converted back to complex representation to satisfy system
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compatibility (input of IFFT transformation should be complex), which is
described next.

• Post-processing block: In order to convert theMACInteger values back to
complex representation in an efficient manner, the same lightweight map-
ping operation that was proposed in the generic case is used: a vector
vecMS is initially constructed, containing all the possible complex modu-
lation symbols for a specific modulation order (MO). The complex MAC
values are derived based on the following equation:

MACComplex = vecMS(MACInteger). (10.3)

For every new OFDM frame symbol, vecMS is permuted using Pboxvec,
which increases further the security level of the proposed source authen-
tication and message integrity scheme. Finally, after hashing all of the
OFDM frame symbols, the corresponding MAC values are either appended
to their corresponding frame symbols or inserted within a separate OFDM
frame symbol(s) (Fig. 10.9).

The resulting overhead of the proposed scheme is equal to NBF ×BL. How-
ever, as it will be shown later in the performance analysis section, the proposed
scheme is more efficient than currently employed schemes such as the SHA-512,
CMAC, and GMAC, since it is based on the random characteristics of the phys-
ical layer (only one iteration round). Consequently, this eliminates the need for
implementing message authentication at the upper layers, which minimizes the
required delay, consumed energy, computational complexity and overall required
resources.

At the receiver side, the same approach is used to generate the MACs of
the received frame symbols. The obtained MAC values (complex) are compared
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Figure 10.11: The proposed source authentication and message integrity scheme
for time-domain OFDM symbols

to the received MACs. If both MAC values are equal, the receiver verifies the
legitimacy and integrity of the transmitted messages.

10.2.2 Time-Domain Message Authentication (Post-IFFT)

The second message authentication scheme is proposed in this sub-section, where
hashing is applied on complex time-domain OFDM symbols, following the IFFT
transformation. In general, time-domain OFDM symbols span a very large space
(large set of floating points), which results from the IFFT operation. Therefore,
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the NLF, which is used in the previous scheme (Pre-IFFT), cannot be utilized. In-
stead, a Non-Linear Non-Integer Function (NLNF) is used in the hashing process.

Sub-Key Generation: The same key generation process of the Pre-IFFT
case can be utilized in this scheme, however, a slightly different scheme is proposed
as a second alternative/candidate.

Again, a pre-shared secret key and a channel-based nonce are combined
(XORed), and hashed (SHA-512) to generate a 512-bit dynamic key (Fig. 10.10).
This key is then divided into four sub-keys (128 bits each). The first two sub-keys
are used to produce two substitution tables (Sbox1 and Sbox2) using the M-KSA
algorithm. Both substitution tables contain BL entries (equal to the size of the
obtained blocks), and values between 0 and BL. These values, are then divided
by BL, to obtain DSKreal and DSKimg (decimal values). This step is crucial
to ensure compatibility with time-domain OFDM symbols, which have floating
values. The second pair of sub-keys is used to generate two permutation tables
Pboxreal and Pboximg, which are used to permute/shuffle DSKreal and DSKimg

for each OFDM frame symbol, respectively.

Post-IFFT Message Authentication Code: The proposed scheme is di-
vided into two main blocks: the pre-processing block and the hashing block.
Post-processing is not necessary in the time-domain, since the output MAC values
have the same complex representation as that of time-domain OFDM symbols.

• Pre-processing block: Following the IFFT operation, the real and imag-
inary components of time-domain OFDM symbols will have values between
−1 and 1. First, these frame symbols are divided into NBFS

BL
blocks (each

containing BL complex symbols) and then, separated into two vectors: one
containing the real values (size equal BL), and the other containing the
imaginary values (size equal to BL). Next, both vectors are added to 1
and divided by 2 to produce two vectors containing elements in {0, 1}. Pre-
processing is mandatory in this scheme since the input of the NLNF should
be within {0, 1}.

• Hashing block: In this phase, each time-domain frame symbol is key-
hashed, separately (Fig. 10.11).

First, the real and imaginary vectors of the first symbol block are added
(modulo 1) to DSKreal and DSKimg, respectively. Then, the two outputs
are fed to two NLNFs, each acting as a control parameter for one NLNF
and as the initial condition for the second. Finally, the obtained outputs
are combined to form the complex MAC value. The values, Vreal and Vimg,
are used instead of DSKreal and DSKimg, for subsequent blocks. Again,
the final MAC value can be appended to the frame symbol itself or inserted
in a separate frame symbol with the rest of the MAC values at the end
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Figure 10.12: Non-linear mapping of the float skew tent function

of the frame. The output of the NLNF has a size BL, and the decimal
values are between 0 and 1. Therefore, the produced MAC, at the end of
this step, also has a size equal to BL and contains complex values between
0 and 1. Consequently, post-processing is not required. For every time-
domain frame symbol, DSKreal and DSKimg are updated using Pboxreal

and Pboximg, respectively.

10.2.3 Non-Linear Non-Integer Function

The utilized NLNF is defined by the following:

y =

⎧⎪⎨
⎪⎩

x
Pri

x ≤ Pr

(x−Pri)
(1−x)

x > Pr

(10.4)

Similar to NLF, x and y are the input and output of this transformation,
respectively. Both input and output values range between 0 and 1 (floating
points). Pr = {Pr1, P r2, . . . , P ri, . . .} represents a set of control parameters
and Pri, which has values within {1, . . . , Q}, represents the ith control parameter.
On the other hand, this function is considered more efficient than NLF since it
requires simpler and fewer operations.

Figures 10.6a and 10.12 represent a piece-wise linear transformation, which
is composed of two linear segments for the integer and non-integer NLFs, re-
spectively (for different values of Pr). Both of the presented graphs prove the
non-linearity of the utilized integer and non-integer NLFs (bijective functions).
It has also been shown that the input and output values vary within the same
range.
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In the following sections, the security and performance of each variant is eval-
uated in terms of different metrics. Moreover, the effect of the hashing operation
in each domain is analyzed and discussed, and several conclusions are drawn.
Since this work is the first work that proposes a keyed-hashing algorithm for
OFDM systems based on the physical characteristics of wireless channels, it is
very important to study and identify the advantages and limitations of both pro-
posed techniques on the operation of the OFDM system. The proposed schemes
(one round) are also compared with existing multi-round source authentication
and message integrity schemes.

10.3 Security Evaluation

For the design and assessment of robust security schemes, a threat model is re-
quired to highlight on the capabilities of the adversary and the attack method.
Consequently, two types of adversaries are considered here: the honest-but-curious
adversary, who is a passive adversary, and the malicious adversary, who is an ac-
tive adversary.

• The honest-but-curious passive adversary is a legitimate user that follows
the protocol properly and does not deviate from it. However, these users
try to acquire and learn as much information as possible, just by listening
to the exchanged and received messages (passive eavesdropping), which
compromises the security and privacy of communication [279].

• The malicious active adversary is an illegitimate user who attempts to de-
viate from the defined security protocol by injecting, modifying or deleting
valid data. These users also try to impel other users to act maliciously and
deviate from the defined protocol, by substituting their local inputs. In
particular, the intentional modification of encrypted data by a malicious
attacker compromises its integrity [280].

As such, the honest-but-curious user and the malicious user are considered
to prove the proposed schemes’ robustness in terms of source authentication and
message integrity.

Next, several security tests are conducted to analyze and prove the feasibility
and robustness of the proposed hash functions: the generic hash function and
the OFDM-based hash function (Pre-IFFT and Post-IFFT). These schemes are
compared to some of the well-known hashing schemes in the literature, namely
HMAC-SHA-512 and CMAC. It should be noted that all existing schemes in the
literature, including the HMAC-SHA-512 and CMAC algorithms, are applied at
the bit level. In contrast, the proposed keyed-hashing functions are performed at
the complex symbol level.

The security levels of the proposed Pre-IFFT and Post-IFFT schemes are also
compared and assessed.
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Figure 10.13: (a) The recurrence and (b) distribution of 1,000 MAC values (1,000
frames symbols) in complex representation using the proposed scheme for 256-
QAM. (c) The distribution of MAC values for CMAC variant (same frames but
at the bit level)

10.3.1 Randomness and Uniformity

The security of any message authentication scheme is strongly related to the ran-
domness and uniformity of the produced MAC values.

Generic Scheme: Figure 10.13a shows the obtained complex MAC values
for all tested frames (for a block size equal to 16 elements). In addition to
verifying the uniformity property, a histogram that evaluates the MAC values
(complex number) of 1,000 input frame symbols is plotted in Fig. 10.13b for
256-QAM (MO = 256). The x-axis represents all possible complex values for
256-QAM, which belong to the set of values [0, 255] (256 complex values). The
y-axis indicates the frequency of each complex value in the obtained MAC values.

From the results, it can be inferred that the mean of the generated integer hash
values, which is approximately equal to 62.5, is close to the desired value of 58,
where these values are uniformly distributed over the entire space. This clearly
proves that the MAC output is uniformly distributed over the entire constellation
space, for MO = 256. In other words, for a specific input frame, the proposed
keyed hash function generates hash values that span all the available region,
which indicates a high level of randomness and uniformity.

On the other hand, Fig 10.13c shows the distribution of 1,000 output hash
values, using the CMAC algorithm. The presented results show that the pro-
posed scheme achieves a similar distribution compared to the CMAC algorithm
(very close to a uniform distribution).

OFDM-based Schemes: Figures 10.14a and 10.14b show the recurrence
and distribution of 1,000 complex OFDM symbols before and after the IFFT
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(a) Pre-IFFT (b) Post-IFFT

Figure 10.14: The recurrence and distribution of 1,000 frame symbols in complex
representation before and after IFFT

(a) Pre-IFFT (b) Post-IFFT

Figure 10.15: The recurrence and distribution of 1,000 MAC values (1,000 frame
symbols) in complex representation using the proposed scheme for 256-QAM after
modulation, before and after the IFFT operation

transformation, respectively (before applying the proposed schemes). As men-
tioned previously, frequency-domain OFDM symbols have a finite set of complex
values (normalized values in Fig. 10.14a), whereas time-domain symbols span a
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larger space that includes an infinite set of floating-point values between −1 and 1
(Fig. 10.14b). The figures prove that frequency-domain symbols in the Pre-IFFT
case are uniformly distributed over the entire constellation space (256 QAM). On
the other hand, the real and imaginary components of Post-IFFT symbols have a
lower randomness degree since these symbols have a normal distribution and are
grouped within a specific area in the recurrence graph, as shown in Fig. 10.14b.

Next, the uniformity and recurrence of the obtained MAC values, for the two
proposed schemes, are plotted in Fig. 10.15a and 10.15b. The results show clearly
that the Post-IFFT case has a higher randomness degree than the Pre-IFFT case;
it has a highly scattered recurrence plot and the generated MAC values occupy
all of the available region. The recurrence plot of the frequency-domain symbol
is also distributed over the entire space, however, the set of possible values is
smaller. This observation is also validated using the histograms of the real and
imaginary values, in which time-domain symbols are uniformly distributed over
a larger set of points than frequency-domain symbols.

Comparing Figures 10.14 and 10.15, it is evident that both of the proposed
schemes achieve the desired randomness degree and uniformity level and thus,
both are considered secure and safe implementations for OFDM systems.

Finally, Fig 10.13c illustrates the histogram of 1,000 output hash values using
the CMAC algorithm. The results validate that the proposed schemes achieve a
similar distribution compared to the CMAC algorithm (very close to the desired
uniform distribution). The distribution of the hash values using HMAC-SHA-512
has been omitted since it is very similar to that of the CMAC algorithm.

10.3.2 Key and Plaintext Sensitivity

In principle, sensitivity in security is related to key sensitivity and plaintext
sensitivity. Key sensitivity refers to a major change in the hash value upon
a slight change in the secret session key, SK, or the random channel-derived
nonce. Whereas, plaintext sensitivity refers to having a major change in the hash
value with any slight modification in the input message. If a message authentica-
tion scheme achieves the desired key and plaintext sensitivities, then the scheme
satisfies the desired cryptographic properties and can resist analytic attacks, and
more so for the proposed scheme since it is based on the dynamic key-dependent
approach.

Generic Scheme: The key sensitivity test is plotted for 1,000 input frames
having 1,000 different secret session keys. For each input frame, two secret session
keys, SK and SK ′, are utilized. All the elements of SK ′ are equal to those of SK,
except for the Least Significant Bit (LSB) of a random byte (LSB is flipped). The
sensitivity value (difference) should always be close to 1 for the tested scheme to
be considered secure. Figure 10.16a proves that the majority of the key sensitivity
values (KS) are close to the ideal value, 1 (at the complex modulation symbol
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Figure 10.16: The Key Sensitivity (KS) and Plaintext Sensitivity (PS) values
at the complex modulation symbols for 1000 input frames symbols, that are
obtained by using the proposed general message authentication scheme
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Figure 10.17: The input sensitivity values for 1000 input frames (bit level), that
are obtained by using (a) HMAC-SHA-512 and (b) CMAC message authentica-
tion algorithms, respectively

level), where a one bit change in the secret session key results in a completely
different complex MAC value at the output (mean of KS is approximately equal
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to 97%).
Similarly, the plaintext sensitivity (PS) is plotted for 1,000 input frames. For

each input frame, the PS value is calculated using two slightly different inputs
(having all their values equal, expect for the LSB (flipped)). In Fig. 10.16b,
the majority of the obtained results are close to the desired value of 1 (at the
modulation complex symbol level). The average of the plotted PS values is equal
to 96%. Hence, the proposed scheme satisfies the required plaintext sensitivity
property. Consequently, the KS and PS test results prove that the proposed
scheme exhibits a high sensitivity level.

In addition, Fig. 10.17 shows the key sensitivity of the HMAC-SHA-512 and
CMAC algorithms. The obtained results are similar to those of the proposed
scheme.

The same input frames are used in this comparison except that the HMAC and
CMAC schemes are performed at the bit-level (blocks containing a fixed number
of bits). The security of the HMAC and CMAC schemes against chosen/known
plaintext attacks, is similar to that of the proposed scheme since the sensitivity
test of the HMAC and CMAC schemes at the bit level is equivalent to that of
the proposed solution at the modulation complex symbol level.

In fact, the high level of key and plaintext sensitivities of the proposed
approach using the dynamic key-dependent approach result in high immunity
against linear/differential attacks, chosen/known plaintext/ciphertext attacks and
key-related attacks.

0 500 1000

0.85

0.9

0.95

1

1.05
Experimental
Ideal

(a) Pre-IFFT

0 500 1000
0.95

1

1.05
Experimental
Ideal

(b) Post-IFFT

Figure 10.18: The Key Sensitivity (KS) values of complex modulation symbols,
for 1000 input frames symbols, Pre-IFFT and Post-IFFT
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Figure 10.19: The plaintext Sensitivity (PS) values of complex modulation sym-
bols, for 1000 input frames symbols, Pre-IFFT and Post-IFFT

OFDM-based Schemes: The proposed schemes are evaluated using the key
sensitivity and plaintext sensitivity tests to prove that both schemes satisfy the
desired cryptographic properties and are able to resist several attacks such as
linear/differential attacks, chosen/known plaintext/ciphertext attacks and key-
related attacks.

The key sensitivity test is performed on 1,000 input frames, using 1,000 dif-
ferent secret keys. For each input frame, two secret keys that differ by only one
bit are utilized. In general, the proposed schemes are considered secure if the
obtained key sensitivity (KS) is close to 1 (100% difference). The results in
Fig. 10.18a prove that the majority of the KS values are close to the desired
value of 1 (most values are above 0.9). Hence, a one-bit change in the secret
key is sufficient to completely change the output MAC (complex value) using the
proposed Pre-IFFT hashing scheme. The same results are obtained for the Post-
IFFT scheme where all of the produced KS values are equal to the ideal value,
1 (Fig. 10.18b). This is logical since time-domain symbols have complex floating
values and hence, the difference in the output is more explicit (strict difference).

Following the key sensitivity test, the proposed schemes have been analyzed
in terms of plaintext sensitivity. Again, plaintext sensitivity (PS) is plotted for
1,000 input frames. For each input frame, two inputs that differ by only one bit
are used. The PS value should always be close to 1 since a one-bit difference in
the input should result in a 100% different output. Figures 10.19a and 10.19b
demonstrate that both schemes, Pre-IFFT and Post-IFFT, achieve the desired
plaintext sensitivity property.
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The sensitivity values of the HMAC and CMAC algorithms have also been
presented. Figure 10.17 shows the plaintext sensitivity of the HMAC-SHA-512
and CMAC algorithms, respectively. The results are similar to those of the
proposed schemes. This confirms that the proposed schemes achieve the required
security level as that of currently used hashing techniques.

10.4 Cryptanalysis

In this section, the proposed message authentication schemes are evaluated in
the context of different authentication attacks, in order to prove their safe and
efficient deployment in current and future communication systems that employ
physical layer security. In principle, any cryptographic algorithm should en-
sure the desired confusion and diffusion properties, which are assessed based on
statistical analysis, in addition to the key and plaintext sensitivity tests. The
conducted tests in the previous section, have proven that the proposed schemes
achieve the message and key avalanche effects.

The cryptographic security of the proposed schemes relies on two main prop-
erties:

1. Confusion and diffusion primitives that preserve the unpredictability and
high sensitivity of the output MAC, the secret key and the dynamic physical
channel.

2. A compression function that ensures the desirable cryptographic properties.

In the following, several cryptanalysis tests are presented and discussed.

10.4.1 Key Space Analysis

In order to safeguard against brute force attacks, the message authentication
algorithm should have a large key space. In general, the key space of a secure
cryptographic algorithm should not be less than 2128 to be considered secure (safe
against brute force attacks). The size of the schemes’ secret session key can be
128, 196 or 256, while the size of the dynamic key is 512 bits. Consequently, the
proposed schemes have a sufficiently large key space, rendering the brute force
attacks unfeasible.

10.4.2 Pseudo-Collision Resistance

Normally, in collision attacks, adversaries exploit the vulnerabilities and weak-
nesses of compression functions to intercept transmitted messages and/or modify
them. More specifically, the adversary tries to find two different messages (M)
and (M ′) that have the same hash value (collision) such that h(M) = h(M ′);

173



h(.) is a specific compression function. This is referred to as the pseudo-collision
attack [281].

The plaintext sensitivity test, presented in the previous section, showed that
any single change in the original frame results in a completely different MAC
value when using the generic message authentication scheme. In addition, each
input block is mixed with the output of the previous block and is then processed
twice (enters one function as control parameter and enters the second as ini-
tial condition) using a non-linear function, which increases the randomness and
sensitivity of the final MAC value. This process is applied to all frame symbol
blocks expect for the first pair, which is mixed with a fragment of the dynamic
key, DSKI . This part of the dynamic key is related to a secret session key,
which is shared between devices, and the common dynamic channel parameters
(physical). Finally, a dynamic mapping operation is also employed at the end of
the processing phase, and it is based on a dynamic permutation table, which is
updated for each new frame symbol for the first variant and for each frame for
the second variant. Hence, the proposed generic message authentication scheme
has a sufficient number of random and dynamic input parameters and operations,
and thus, it is highly resistant against pseudo-collision.

As for the OFDM-based scheme, the presented results in the previous section
also showed that the proposed Pre-IFFT and Post-IFFT schemes exhibit the de-
sired plaintext sensitivity property, where any bit change in the original message
leads to a completely different hash value. Moreover, each OFDM symbol (in
both schemes) is hashed in two steps: first the real and imaginary components
of each OFDM symbol are separated and pre-processed. Then, each output is
used as an initial condition for one non-linear function (integer or non-integer)
and a control parameter for the other. The output of each non-linear function
are combined to form the final MAC value. As a result, a higher randomness de-
gree is achieved. The proposed schemes depend on several dynamic and random
parameters, which change for every input frame symbol and hence, this increases
their resistance against pseudo-collision attacks.

10.4.3 Resistance Against Birthday Attacks

The birthday attack, which is a sub-set of brute-force attacks, is a common type
of cryptographic attacks and it is based on the birthday paradox problem. The
success of this attack mainly depends on the high likelihood of collisions for a
certain hash function [282].

More specifically, the attacker attempts to find two different messages having
identical hash values with less than 2

hb
2 trials; where hb is the number of bits in

the MAC. In principle, this value should be large enough to resist brute force
attacks (hb ≥ 128 bits). Here, it should be noted that the time complexity and

memory complexity are also equal to 2
hb
2 . In the proposed schemes, the size

of the MAC (keyed hash block) is flexible and it is adjusted according to the
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application requirements and limitations. The size of the MAC value can be
increased to reach a higher security level and better performance, if devices are
not limited. Also, the presented security tests proved that the proposed schemes
exhibit high resistance against collision.

10.4.4 Resistance Against Meet-in-the-Middle Attacks

The meet-in-the-middle attack targets a specific category of hash functions, which
is block cipher functions, since the success of this attack is directly related to the
invertibility of the hash function. This attack aims at reducing the number of
brute force attempts, where brute force is applied on both the plaintext and its
corresponding ciphertext.

The proposed schemes do not rely on a block cipher, but on a non-linear
function. Hence, this attack is not possible nor applicable in the proposed ap-
proaches. The employed non-linear function is an invertible function. However,
in these schemes, it can be considered as a hard problem since the same in-
put is used as initial condition and control parameter. In addition, the proposed
schemes depend on a secret dynamic key (channel-based) and on several dynamic
permutation tables.

As a result, acquiring any useful information or modifying the transmitted
message is not possible.

10.5 Performance Analysis

This section assesses the performance and efficiency of the proposed techniques
in terms of different metrics, and compares them against two well-known message
authentication algorithms, namely the CMAC and HMAC algorithms.

10.5.1 Space Complexity

The generic message authentication scheme is applied at the frame symbol level.
In addition, each frame symbol contains NBFS complex modulation symbols.
This means that it does not require previous or following frame symbols. Hence,
the total space complexity is equivalent to O(NBFS) (each frame symbol is pro-
cessed independently).

On the other hand, the OFDM-based message authentication schemes are ap-
plied at the OFDM symbol level for both variants (frequency-domain and time-
domain frame symbols). Each frame symbol contains NBFS complex modulation
symbols, and is divided into several blocks of size BL (BL complex modulation
symbols). Moreover, the proposed solutions are designed in such a way that
generating the MAC of one OFDM symbol does not require any previous or fol-
lowing frame symbols. Hence, the total space complexity is equivalent to O(BL)
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for both variants (each frame symbol block is processed independently).

10.5.2 Block Size BL

Generally, there exists an inevitable time-space trade-off in security schemes.
Hence, a good balance should be achieved between computational time and mem-
ory consumption, depending on the application requirements and device limita-
tions. The performance of the proposed schemes highly depends on the parameter
BL, which has a significant impact on the required memory size. In fact, when
the value of BL increases, a large memory space is needed for storing the frame
symbols and the resulting MACs (MACs also have a size BL). A large value of
BL also reduces the data rate since the MAC value will have a large size. In
contrast, when BL decreases, the number of blocks, and the time it takes to hash
one frame symbol (computational time) both increase (the number of non-linear
operations increases). For this reason, the proposed schemes use a flexible and
variable value of BL, which is chosen according to the used application and avail-
able resources. For example, a large value of BL can be employed (128 or 256)
for devices with no memory constraints. However, for small and resource-limited
devices (low memory capacity), a low value of BL can be chosen (16 or 32).

10.5.3 Computational Complexity and Delay Cost

In order to assess the efficiency of the proposed schemes, their computational
complexity and delay cost are evaluated in comparison with currently employed
schemes. These metrics are essential for studying the performance of a certain
security scheme since they reflect the associated overhead and introduced delay.

The following terms are defined:

1. TS denotes the required execution time for the substitution operation.

2. Tadd denotes the required execution time for the arithmetic “addition” op-
eration between two blocks having BL elements.

3. TNLF denotes the time required by the non-linear integer function.

4. TNLNF denotes the time required by the non-linear non-integer function.

5. TXOR denotes the time required by the XOR operation.

6. TD denotes the time required by the AES “mix column” operation (for all
4 columns).

7. TSR denotes the time required by the AES “shift row” operation.
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The total Computational Delay (CD) of the proposed generic scheme to au-
thenticate two blocks is:

CDGeneric = 3× Tadd + 2× TNLF . (10.5)

The total Computational Delay (CD) that is required to authenticate one
block using the proposed Pre-IFFT scheme is (hashing block):

CDPre−IFFT = 3× Tadd + 2× TNLF (10.6)

On the other hand, the total Computational Delay (CD) that is required to
authenticate one block using the proposed Post-IFFT scheme is equal to (hashing
block):

CDPost−IFFT = 2× Tadd + 2× TNLNF (10.7)

Next, the total computational delay that is required to process one block using
the standard AES method [142] is measured. Specifically, this quantification is
done since AES is used in different authentication schemes such as GMAC and
CMAC.

The total computational delay of the AES standard [142] is:

roCDAES = roTS + (ro + 1)Txor + (ro − 1)TD + roTSR, (10.8)

where ro represents the number of rounds (for a 192- and 256-bit secret keys, ro
is equal to 12 and 14, respectively). The minimum value of ro is 10 for a 128-bit
secret key. Hence, the minimum computation delay for the AES scheme is equal
to:

CDAES(ro=10) = 10TS + 11Txor + 9TD + 10TSR. (10.9)

Comparing the previously listed schemes, it is evident that AES introduces
a much higher computational delay than all proposed schemes. This is mainly
attributed to the fact that the proposed solutions avoid diffusion operations such
as the “mix column” operation, which is the most expensive AES operation in
terms of resources and time (the delay of the addition and substitution operations
are far less than that of the AES “mix-column” operation) [283].

On another note, the computation delay of the HMAC algorithm using SHA−
2 variants, such as SHA− 256 and SHA− 512, is also related to the number of
rounds. The number of rounds in the SHA − 256 and the SHA − 512 schemes
are 64 and 80, respectively. For each iteration, a round compression function is
applied. Therefore, AES is more optimized than SHA-2 and it is more preferable
for resource-limited devices. This confirms that the proposed schemes are more
efficient than currently existing schemes.
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(a) Execution Time (sec) (b) Number of encrypted symbols per second

Figure 10.20: (a) The execution time (sec), and (b) the number of authenticated
frame symbols as a function of frame symbol size (log10) for different sizes of BL,
using the generic message authentication scheme

10.5.4 Execution Time

For a security technique to be considered efficient, it should have a low computa-
tional complexity, low execution time, and low energy consumption, all of which
are desirable properties for limited devices (battery life). For this purpose, the
average time (1, 000 simulation rounds) has been calculated to hash one frame
symbol having a variable size of 32, 64, 128, 256, 512, 1024, and 2048. The fol-
lowing software and hardware conditions describe the setup: Matlab R2018b
simulator, Intel Core i7, 3 GHz CPU, 2 GB RAM Intel and the Mi-
crosoft Windows 7 operating system.

Results in Figures 10.21 and 10.22 illustrate the execution time required by the
Pre-IFFT and Post-IFFT schemes, respectively. In both schemes, the execution
time increases with the increase of symbol length, NBFS, since more processing
time is required for hashing a larger frame symbol. This is also true for the generic
scheme as illustrated in Fig. 10.20. On the other hand, it has been shown that the
Pre-IFFT algorithm (Fig. 10.21a) has a higher execution time than Post-IFFT
(Fig. 10.22a). This is due to the non-linear integer function, which includes a
larger number of operations than the non-integer one (integer function requires
multiplication in addition to division). The Post-IFFT case is designed with float
operations (non-linear non-integer function), since the output of IFFT operation
has float values. Moreover, the execution time of the generic case is close to
that of the Pre-IFFT scheme, since both utilize NLF (especially, for BL = 4 and
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8). Figures 10.21b and 10.22b complement the previous observation, in which a
larger frame symbol size results in a higher processing time, and fewer number
of encrypted frame symbols per second.

Finally, the time ratio between the frequency-domain and time-domain schemes
has been plotted as a function of frame symbol size, for different block sizes, BL.
The results from Fig. 10.23 show that as the symbol size increases, the time ratio
between the two schemes converges to a fixed ratio, which is approximately equal
to 2.1, for all BL (the time required by the Pre-IFFT case is twice the time
required by the Post-IFFT case). For smaller symbols, the time ratio increases
with a higher value of BL.

(a) Execution time (sec) (b) Number of encrypted symbols per second

Figure 10.21: The variation of the execution time (sec), and the number of au-
thenticated frame symbols (natural logarithm log) as a function of the frame
symbol size, for different sizes of BL in the Pre-IFFT scheme

10.5.5 Flexibility

The proposed hash functions are applied on multiple blocks, having a variable
and flexible length equals to BL (BL elements). Specifically, this value can be
adjusted according to the devices’ constraints and applications’ requirements.

10.5.6 Hardware and Software Implementations

The hardware and software implementations, mainly, depend on the utilized op-
erations in a security scheme. In this chapter, two message authentication algo-
rithms are proposed: the first one is based on the non-linear integer skew tent
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(a) Execution time (sec) (b) Number of encrypted symbols per second

Figure 10.22: The variation of the execution time (sec), and the number of au-
thenticated frame symbols (natural logarithm log) as a function of the frame
symbol size, for different sizes of BL in the Post-IFFT scheme

Figure 10.23: The time ratio between the proposed Pre-IFFT and Post-IFFT
schemes as a function of frame symbol size and for different sizes of BL
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function, while the second uses, both, the original float (non-integer) skew tent
function and the non-linear integer function.

The Pre-IFFT scheme and the generic scheme can be optimized by using a
look-up table for the division and multiplication operations, which reduces the
required delay. Therefore, instead of performing division and multiplication in
the integer case, look-up division and multiplication tables are called. This makes
the corresponding hardware and software implementation of the generic and Pre-
IFFT message authentication schemes simple and efficient, similar to that of
the non-integer scheme. In fact, the non-linear non-integer operation depends
on simpler and fewer operations (without multiplication). Moreover, it should
be noted that the proposed optimization cannot be applied to the Post-IFFT
variant, since the division operation is realized with the float precision.

The proposed message authentication schemes also use other operations such
as permutation (shuffling), addition and selection, all of which are considered
simple and efficient in terms of execution time.

10.5.7 Parallel Computation

As previously discussed, each frame symbol can be processed separately and in-
dependently from the others, whether in the frequency domain or time domain.
Consequently, one can benefit from parallel computing, which results in a con-
siderable reduction in the execution time (overhead delay).

In summary, the proposed message authentication algorithms are based on a
one-round structure that consists of simple operations to authenticate message
blocks. The results clearly confirm the reduction in the execution time and con-
sequently, a reduction in the required energy consumption. Also, the proposed
solutions are considered more efficient than existing schemes since they exhibit a
relatively small overhead.
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Chapter 11

Availability

In order to ensure the availability of data, three approaches can be exploited,
namely Random Linear Network Coding (RLNC), multi-homing and PLS. Specif-
ically, the inherent features and characteristics of these emerging technologies,
along with PLS, pave the way for novel security solutions that are able to over-
come effects of availability and jamming attacks. In this chapter, two RLNC-
based PLS solutions are presented (integer RLNC and binary RLNC).

11.1 Availability based on Integer Random Lin-

ear Network Coding

A lightweight and efficient scheme based on RNLC is proposed to secure multi-
homed IoT devices. Specifically, this scheme leverages three concepts, which
are multi-homing, RLNC and PLS, to enhance the reliability of future networks
(including 5G IoT systems). It should be noted that the proposed solution can
be employed by any multi-homed device in 5G networks, but a 5G IoT system
is considered for consistency. The term “multi-homed IoT” is not new. In fact,
multi-homing is an important attribute of IoT, especially that this technology
supports multiple protocols, few of which are Bluetooth, WiFi, cellular, ZigBee
and LoRaWAN.

Using the proposed scheme, multi-homed IoT devices utilize the previously
obtained dynamic key to derive the cryptographic primitives needed for the en-
cryption/encoding process, which consists of simple and lightweight operations,
mainly two permutation operations and a matrix multiplication operation. The
first permutation operation is realized at the byte level, while the second one
is realized at the block level. In addition, a set of encoding matrices, which is
derived from the obtained dynamic key, serves two purposes: encryption and en-
coding. This is attributed to the fact that the coding coefficients (in Galois field)
of these matrices are dynamic, pseudo-random and known to the communicating
entities only. Hence, the proposed scheme jointly enhances the system’s security
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(confidentiality), reliability and availability.

Before discussing the proposed scheme in more detail, the basic methodology
of RLNC and the considered system model are presented for a better understand-
ing of the scheme.

11.1.1 System Model

Since most devices are currently equipped with several radio interfaces (multiple
Radio Access Technologies RATs) of different access technologies (wireless and
cellular), multi-homing is being widely promoted as a propitious solution to over-
come the problem of massive traffic growth. More specifically, multi-homing al-
lows the simultaneous transmission of data over multiple data links using different
IP addresses, where the data stream is split into multiple sub-streams. This in-
creases the system’s reliability, efficiency and throughput, substantially [284, 285].

Figure 11.1 illustrates a special case of multi-homed systems having two RATs
(Rt = 2). Throughout this section, a general multi-homed system with Rt RATs
(rows) is considered. A message of size NBM bytes is to be transmitted over Rt
available channels/RATs, where each RAT (link) has a different data rate. Using
the proposed scheme, data will first be encrypted, encoded and then transmit-
ted (divided) over different RATs. Moreover, data communication is assumed to
be end-to-end. Opposed to traditional RLNC scenarios, the encoding coefficient
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vectors in the proposed scheme are not included in the header of the communica-
tion message. In fact, intermediate nodes do not apply any encoding operations,
unlike traditional network coding schemes. Hence, the required computation and
resource overhead are only introduced at the source and destination.

11.1.2 RLNC: Basic Concept

Network Coding (NC) is an encoding/decoding technique designed to increase
the network’s overall performance, and reduce the associated delays [286]. Using
this technique, intermediate nodes process and encode received packets before
sending them again. In general, there are three types of coding mechanisms
in communication networks: 1) source coding which aims at reducing data re-
dundancy and resources using compression, 2) channel coding which introduces
redundancy to enhance reliability over a lossy medium, and 3) network coding
which falls in between these two layers [287]. In addition, Random Linear Net-
work Coding (RLNC) is a new and powerful network coding variant [288], that has
been gaining so much popularity lately, due to its efficient and close-to-optimal
performance [289, 290].

In particular, RLNC is an emerging coding discipline that enables network
nodes to generate linear mappings of input to output data symbols over a finite
field (independently and randomly) [287]. It is flexible in the sense that it can be
applied at any position within the protocol stack (application layer, network layer,
physical layer, ...). The encoding process is briefly described as follows: first, the
original stream of data is divided into symbols of fixed sizes. Then, each symbol
is multiplied with scalar coding coefficient that is randomly chosen from a Galois
field (GF(2qf ), where qf is the field size), as illustrated in Equation 11.1:

PC = G � PA

=

⎡
⎢⎢⎢⎢⎢⎢⎣

pc1

pc2
...

pcRt

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣

G1,1 · · · G1,ht

G2,1 · · · G2,ht

...
. . .

...

GRt,1 · · · GRt,ht

⎤
⎥⎥⎥⎥⎥⎥⎦
�

⎡
⎢⎢⎢⎢⎢⎢⎣

pa1

pa2
...

paht

⎤
⎥⎥⎥⎥⎥⎥⎦

(11.1)

where Rt is the number of packets stored at the node’s network coding level
buffer, Gi,j corresponds to the jth random linear network coding coefficient of the
ith vector, i = 1, 2, . . . , Rt and j = 1, 2, . . . , ht. In addition paj and pci are
the original and encoded packets, respectively [291]. This simple operation can
be viewed as creating linear combinations of input packets (data symbols), using
encoding vectors that contain random coding coefficients. As a result, network
reliability and efficiency are both enhanced, simultaneously [287, 292, 293]. Here,
qf is set to 8.

In this chapter, the proposed schemes are applied before modulation.
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11.1.3 Proposed Integer RLNC Scheme

To derive the Dynamic Key, (DK), a multi-homed user extracts Rt different
nonces from each of the Rt shared channels. These nonces are combined and
hashed using a secure cryptographic hash function (SHA-512), and then XORed
(Exclusive OR) with the pre-shared secret session key, SK. The resulting output
is also hashed (h(.)) using SHA-512, to obtain DK (512 bits), as presented in
the following equation:

DK = h(SK ⊕ h(⊕Rt
i=1N0i)) (11.2)

Next, DK is divided into seven sub-keys as shown in Fig. 11.2. The first
sub-key (96 bits) is used to derive the permutation table, PboxP , which has a
size equal to the size of input data, 1 × NBM (message is NBM bytes). This
permutation table is used to permute the original message. The Modified key-
Scheduling Algorithm (M-KSA) of RC4, which is presented in [262], is used in
this step. The second sub-key (64 bits) is used to generate the pseudo-random
selection table, SG, which has a size equal to 1 × Ω (Ω = 	NBM

ht2

), and pseudo-

random values between 1 and NG (1, 2, . . . , NG). More specifically, SG is used
to randomly select a secret encoding matrix, GSG(j) (1 ≤ j ≤ Ω, where Ω ≥ NG),
to each group of data. Here, data is reshaped after permutation, into multiple
sub-matrices, as it will later be described in the following subsection. SL, which
is obtained using the third sub-key (32 bits), has a size equal to Rt and random
values between 1 and Rt; Rt is number of active sub-channels used to transmit
data. This 1 × Rt vector is used to randomly select the segment/row of data
that will be transmitted on each sub-channel using a different RAT. The fourth
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sub-key (128 bits), on the other hand, is used to construct a set of NG invertible
secret coding matrices, namely G, where G = G1, G2, . . . , GNG (each having
Rt rows and ht columns (ht ≤ Rt)). Each of these encoding matrices will be
randomly selected and multiplied with a fraction of the permuted input data (re-
shaped and divided into several sub-matrices), using the selection table SG. This
step, which is referred to as secret coding, ensures data availability in addition
to data confidentiality. Finally, the last three sub-keys are used to construct the
update permutation tables (PboxUP , PboxUSG and PboxUSL), that are used to
update cipher primitives Pboxp, SG and SL for every new input message, respec-
tively. This step is crucial for enhancing the security of the proposed technique,
and reducing the required delay and resource overhead. More specifically, PboxP

is permuted after each input message using PboxUP , which has a size equal to
that of PboxP (generated using a 96 bit sub-key). Similarly, SG and SL are
updated in the same manner using PboxUSG (generated using a 64 bit sub-key
and has a length equal to that of SG) and PboxUSL (generated using a 32 bit
sub-key and has a length equal to that of SL), respectively.

Proposed secret coding scheme: After generating the dynamic key and
deriving the needed cryptographic primitives, secret coding and encryption are
performed in order to ensure the secure and efficient transmission of data. First,
input data is reshaped to form a vector of size 1 × NBM (message is NBM

bytes before modulation). Then, it is permuted using the produced dynamic
permutation table PboxP that has the same length as that of the input message
(1 × NBM). The permuted data is then reshaped (after applying padding if
necessary, since the corresponding length, NBM , should be divisible by ht2) into
Ω = (NBM/ht2) sub-matrices, PD = PD1||PD2|| . . . ||PD(Ω). Each permuted
sub-matrix PDj has ht rows and ht columns (ht× ht), for j = 1, 2, . . . , Ω.

Next, the selection table SG (1 × Ω and NG ≤ Ω), which contains random
numbers between 1 and NG, is used to randomly select an encoding matrix from
the set G = G1, G2, . . . , GNG, for each input permuted sub-matrix. The size of
each matrix in G is Rt×ht, where ht ≤ Rt. In fact, each GSG(j) is used to encode
the jth PD sub-matrix (PDj) to produce the jth encoded sub-matrix CMj for
j = 1, 2, . . . , Ω, as indicated in the following equation:

CMj = GSG(j) � PDj

=

⎡
⎢⎢⎢⎢⎢⎢⎣

G1,1
SG(j) · · · G1,ht

SG(j)

G2,1
SG(j) · · · G2,ht

SG(j)
...

. . .
...

GRt,1
SG(j) · · · GRt,ht

SG(j)

⎤
⎥⎥⎥⎥⎥⎥⎦
�

⎡
⎢⎢⎢⎢⎢⎢⎣

PD1,1
j · · · PD1,ht

j

PD2,1
j · · · PD2,ht

j

...
. . .

...

PDht,1
j · · · PDht,ht

j

⎤
⎥⎥⎥⎥⎥⎥⎦

(11.3)

Where � is the matrix multiplication operation. PDi,z
j is the jth data sub-
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matrix (1 ≤ i ≤ Rt, 1 ≤ j ≤ Ω and 1 ≤ z ≤ ht), GSG(j) is the jth pseudo-
randomly selected secret encoding matrix based on SG, and CMj is the resulting
ciphered sub-matrix which has Rt rows and ht columns (Rt × ht), unlike the
original plaintext sub-matrix (ht× ht).

Any ht×ht sub-matrix of the encoding matrices (G), having dimensions equal
to Rt× ht, should be invertible and should have coefficients in Galois field (28).
This is achieved using the “Vandermonde” matrix with Galois field GF (28) [294].

Here, it should be noted that the number of encoding matrices in the set G,
should be at maximum equal to the number of data sub-matrices Ω, (NG ≤ Ω).
In case of Ω = NG, each data sub-matrix will be encoded using a unique encoding
matrix GSG(j) (1 ≤ j ≤ Ω), where a maximum level of protection can be reached,
with additional overhead and memory at the initialization phase.

After performing encryption (permutation in addition to secret encoding), the
ciphered sub-matrices enter the disperse block. At this stage, each row in the
matrix, CM , should be transmitted on a different RAT. However, to increase the
security of transmitted messages, the rows of the obtained ciphered sub-matrices
(CMj), are first shuffled (re-ordered) using the row selection table SL and then
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transmitted. As a result, each row of EDj (Rt× ht), which is the resulting sub-
matrix after row permutation, will be transmitted on a different RAT (Fig. 11.3).

The value of ht depends on the used application and the channel error, and
it represents the minimum threshold for achieving reliable communication. This
value should always be less than or equal to the number of active communication
channels, Rt. More specifically, high data-rate applications require a value of
ht equal or close to the number of active data channels (Rt), whereas, low data
rate and error-sensitive applications withstand a lower value of ht (close to the
minimum threshold). When ht < Rt, link reliability is achieved at the expense
of a lower data rate, since Rt− ht links can be used for data recovery in case of
any link failure or poor channel conditions.

Data recovery: At the receiver, the same steps are followed but in a reversed
order (Fig. 11.4). In addition, inverse permutation tables (SL−1 and Pbox−1

P )
and inverse encoding matrices (G−1) are used. Upon the reception of data, the
ciphered sub-matrix, EDj (Rt× ht), is de-shuffled (re-ordered) using the inverse
pseudo-random row selection table SL−1 to obtain CMj (Rt×ht). Next, any ht×
ht sub-matrix (ht rows) is extracted from CMj, such that the rows corresponding
to the ht best connections are selected. The resulting matrix is referred to as Chj

(ht× ht),
In order to recover the jth plaintext sub-matrix, Chj is multiplied by its

corresponding inverse decoding matrix, Gh−1
SG(j), using the following equation:

PDj = Gh−1
SG(j) � Chj, j = 1, 2, . . . , Ω (11.4)

The set of encoding matrices G ensure the invertibility property. Therefore,
any ht× ht sub-matrix of G, which is referred to as Gh, is an invertible matrix.
Moreover, GhSG(j) represents a collection of ht rows from the jth secret encoding
matrix, GSG(j), that is selected based on SG. Gh−1

SG(j) is its corresponding inverse.

This step mainly depends on the received data and the quality/availability of
active connections. As mentioned earlier, the value of ht is chosen according to
a specified threshold. Using Equation 11.4, PDj (ht × ht) is recovered by mul-
tiplying Gh−1

SG(j) (ht × ht) with Chj (ht × ht). The importance of the proposed
decryption process is that it decreases the computational complexity and over-
comes the issue of connection failure (availability attacks to some extent). This
reduction in the overhead is attributed to the fact that only ht rows of CMj are
used in the decryption process, instead of using all Rt rows.

If any of the connections fails, data can still be recovered from other active
connections (Rt− ht).

Afterwards, all of the recovered data sub-matrices are concatenated to ob-
tain the original data matrix, PD = PD1||PD2|| . . . ||PDΩ. Finally, the original
message is obtained after reshaping and performing the inverse permutation op-
eration using Pbox−1

P .
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For every input message, new cryptographic primitives are generated using
the update permutation tables, PboxUP , PboxUSG and PboxUSL. This guards
against several existing attacks such as chosen/known plaintext/ciphertext at-
tacks.

Discussion: The proposed scheme enhances not only the reliability and per-
formance of communication channels, but also the security of transmitted data.
In general, RLNC is a simple encoding scheme that allows the correct and effi-
cient reception of data (close to optimal throughput). Using this approach, nodes
are able to generate random and independent linear mappings of input to output
data symbols over a finite field (coefficients chosen from a Galois field) [287].

However, when these coefficients become only known to the communicating
users, data confidentiality is successfully achieved. In particular, random channel
parameters are extracted from different channels (depending on the available
RATs), and combined with a secret key only known to the communicating parties.
The resulting dynamic key is used to derive the coefficients that will be used to
encode and secure transmitted messages. Since communicating users share the
same common physical channels (end-to-end communication systems), they will
both be able extract the same channel-based nonce [27]. On the other hand,
wireless communication channels are prone to many errors and threats that result
from Doppler effects, noise, fading and availability attacks. Consequently, some
links (channels) in multi-homed devices might suffer from bad quality, erroneous
reception of data and failure. The proposed solution takes this issue into account,
where a subset (according to a specific threshold) of the utilized sub-channels is
sufficient to retrieve transmitted data, correctly. So, key generation/distribution,
data confidentiality, and data availability are achieved using the proposed security
solution.

11.2 Availability based on Binary Random Lin-

ear Network Coding

In this section, an efficient RLNC-based security solution is also proposed for
multi-homed IoT systems (end-to-end), however, the proposed solution is per-
formed at the bit level using novel binary RLNC matrices. The coefficients of
these binary matrices are secured and modified in such a way that these matrices
are only known to the communicating entities and have a determinant equal to
one. This condition should be valid at all times in order to ensure the successful
decoding of encoded data. Hence, a new approach for generating dynamic and in-
vertible binary matrices is defined and verified, theoretically and experimentally.
The coefficients of the encryption/encoding binary RLNC matrices are derived
from a secret dynamic key, which is obtained by combining a secret session key
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with a random channel-extracted nonce. The proposed scheme leverages the ran-
dom and dynamic features of physical channels to increase the security level. The
secret key is also used to generate the cryptographic primitives needed for the
proposed ciphering/deciphering process such as substitution tables, block permu-
tation tables and random selection vectors. By doing so, the proposed solution
jointly improves the security and performance of multi-homed systems, since the
binary field reduces the computational complexity of RLNC.

11.2.1 Proposed Binary Scheme

Here, DK is divided into nine sub-keys of different sizes (Fig. 11.5). The first
two sub-keys (both of 64 bits) are used to generate the set of substitution boxes,
Sbox : Sbox1, Sbox2, . . . , SboxRt, each with 256 elements, having values between 1
and 256, in addition to the update permutation tables for the substitution boxes,
PboxS : PboxS1 , P boxS2 , . . . , P boxSRt

, having the same size. These are used to
perform byte-substitution on input bytes before encryption/encoding. The first
substitution box, Sbox1, is generated, and all of subsequent substitution boxes
are just shifted versions of it.

The second pair of keys, having a length of 64 bits, is used to derive Rt block
permutation tables, PboxBP : PboxBP1 , P boxBP2 , . . . , P boxBPRt

, along with their
update permutation tables, PboxUBP : PboxUBP1 , P boxUBP2 , . . . , P boxUBPRt

. This
is done using the RC4 Modified Key-Scheduling Algorithm (M-KSA) [295]. These
tables, each of size (1× ω), are used to perform block permutation for every Rt
columns of encrypted/encoded data. The fifth sub-key, which is 128 bits long, is
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Algorithm 7 Binary Multiplication Matrix algorithm

1: procedure Z =Binary Multiplication(X, Y )
2: [m,n] = size(X)
3: [n, q] = size(Y )
4: for i ← 1 to m do
5: for j ← 1 to q do
6: tmp ← 0
7: for k ← 1 to n do
8: tmp ← tmp⊕ (X(i, k) ∧ Y (k, j))
9: end for
10: Z(i, j) ← tmp
11: end for
12: end for
13: return Z
14: end procedure

used to obtain ω = NBM/(Rt2) binary invertible encryption/encoding matrices,
G : G1, G2, . . . , Gω of size (Rt×Rt) and having values of 0’s and 1’s, where each
unique matrix is randomly multiplied by an (Rt× Rt) binary sub-matrix of the
input data (ω blocks/sub-matrices). Another pair of 32-bit sub-keys is used to
generate a random matrix selector SG of size (1×ω), and an update permutation
table for SG of the same size (PboxSG). SG has random values between 1 and ω
and it is used to randomly select the encryption/encoding matrix which will be
multiplied by each data sub-matrix. Similarly, two 32-bit sub-keys are used to
derive the random link selector SL and the update permutation table PboxSL,
both having a size of (Rt × 1) and values between 1 and Rt, which will be used
to randomly select the rows that will be transmitted on each link/RAT.

It should be noted that PboxS, PboxUBP , PboxSG and PboxSL are used to
update the cipher primitives, Sbox, PboxBP , SG and SL for each input message,
respectively.

Binary RLNC secret coding: An input stream of NBM bytes (before
modulation) is divided intoRt rows andNBM/Rt columns, forming a data matrix
of size (Rt × (NBM/Rt)), where Rt is the number of available sub-channels. If
NBM is not divisible by Rt, padding is applied. Next, each of the NBM/Rt bytes
on each row is randomly substituted using one of the corresponding substitution
boxes, Sbox1, Sbox2, . . . , SboxRt. The substituted bytes are then encrypted and
encoded as follows:

• The matrix of substituted bytes is further divided into ω = (NBM/Rt)/Rt
sub-matrices, each having Rt rows and Rt columns (bytes).

• Using the random matrix selector SG, which contains random numbers
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between 1 and ω, each of the ω data sub-matrices (Rt×Rt) is mixed with
one of the invertible, unique, binary encryption/encoding matrices (Rt×Rt)
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from the set G. Here, binary matrix mixing/multiplication refers to row-
column multiplication and byte-addition using the XOR operation. That
is:

C4×1 = G4×4 �X4×1, (11.5)⎡
⎢⎢⎢⎢⎢⎢⎣

C1

C2

C3

C4

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣

1101

0101

1000

0011

⎤
⎥⎥⎥⎥⎥⎥⎦
�

⎡
⎢⎢⎢⎢⎢⎢⎣

X1

X2

X3

X4

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

X1 ⊕X2 ⊕X4

X2 ⊕X4

X1

X3 ⊕X4

⎤
⎥⎥⎥⎥⎥⎥⎦

where � represents the binary matrix multiplication, ⊕ is the XOR opera-
tion, G is an example of a (4× 4) binary encryption/encoding matrix, X is
a (4× 1) plaintext matrix which includes 4 bytes, X1, X2, X3 and X4, and
C is the resulting ciphered/encoded matrix which has 4 rows and 1 byte
column (8 binary columns). More specifically, the addition and subtraction
arithmetic operations are replaced by the logical operation Exclusive-OR
(⊕), the multiplication operation is replaced by the logical AND operation
(∧). This step is described in the pseudo code of Algorithm 7.

• The resulting ω encrypted/encoded matrices, CMi (1 ≤ i ≤ ω), will also
have Rt rows and Rt columns (byte values).

At the output of the encryption/encoding operation, each of the Rt rows
undergoes block permutation. Specifically, the ω blocks on each row are randomly
re-ordered and permuted using a different permutation table, PboxBP1 , P boxBP2 ,
. . . , P boxBPRt

. Each block consists of a single row with Rt bytes (Fig. 11.6).
Finally, each row of the ω obtained encrypted/encoded sub-matrices is randomly
transmitted on one of Rt available sub-channels (RATs) using the link selector
(SL), which is an (Rt × 1) matrix having random values between 1 and Rt
(Fig. 11.7).

For every new input message, new cryptographic primitives are generated by
randomly permuting the old cryptographic primitives using PboxS, PboxUBP ,
PboxSG and PboxSL.

In order to achieve data availability and link reliability, users can utilize a
subset of the Rt rows, ht < Rt, to send legitimate data and the rest of the rows
(Rt−ht) to send redundant data. In this way, the receiver will be able to recover
the data correctly, even when link failure occurs.

Generation of encryption/encoding RLNC binary matrices: The pro-
cess of encoding in binary Galois field based on the matrix, G, has many advan-
tages, some of which are the reduction of the required computational complexity,
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increasing the throughput and decreasing the energy consumption. However,
the generation of these matrices is not straightforward since they should possess
specific properties in order to fit within the proposed scheme, and to ensure its
efficient deployment in today’s communication systems. Hence, in the following,
a new scheme for generating binary invertible matrices is described, in addition
to several matrix forms.

As mentioned previously, the encryption/encoding matrix Gi (1 ≤ i ≤ ω)
should have Rt rows and Rt columns, where any Gi should be invertible. For
this purpose, a generic (Rt×Rt) matrix, Gti, is first constructed using a binary
square sub-matrix, Mui, and an identity matrix, Imi, and then, Gi is derived.
Note that Mui is a non-zero matrix having a size of (Rt

2
× Rt

2
) and Imi is an

identity matrix of the same size. In order to ensure the invertibility of Gti, the
determinant should always be equal to 1. The determinant, in the binary field,
is equal to the determinant in the integer field modulo 2. The (Rt× Rt) binary
invertible matrix is given by:

Gti = Gt−1
i =

⎡
⎣ Mui Mui ⊕ Imi

Mui ⊕ Imi Mui

⎤
⎦ (11.6)

Theorem 1. Gti is invertible and has a determinant equal to one for any
sub-matrix Mui.

Proof. A general form of a 2× 2 matrix is shown below:

M =

⎡
⎣ab
cd

⎤
⎦ , det(M) = ad− bc. (11.7)

In order to ensure the invertibility of M , det(M) should always be equal to 1.
It is assumed that d is equal to the value of a, hence, the determinant of M ,
det(M) = 1 = a2 − bc, and bc = a2 − 1 = (a− 1)(a+ 1). Consequently,

M =

⎡
⎣ a a+ 1

a− 1 a

⎤
⎦ , det(M) = a2 − a2 + 1 = 1. (11.8)

Replacing a with a matrix A, and 1 with an identity matrix Im, would also result
in an invertible block matrix, Q. In general, the determinant of an invertible block
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matrix, Q, consisting of four sub-matrices A, B, C and D, is equal to

Q =

⎡
⎣AB

CD

⎤
⎦ =

⎡
⎣ A A+ Im

A− Im A

⎤
⎦ , (11.9)

det(Q) = det(A)× det(D − CA−1B)

= det(A)× det(D − CBA−1)

= det(A)× det(A− A2A−1 + I2m × A−1)

= det(A)× det(A− A+ A−1)

= det(A)× det(A−1)

= det(A× A−1)

= det(Im)

= 1, (11.10)

where C ×B is equal to A2 − Im2, A2 ·A−1 is equal to A and A−1 · Im2 is equal
to A−1.

Now, replacing the integer matrix A with a binary matrix Mui, having Rt/2
rows and Rt/2 columns, yields:

Gti =

⎡
⎣ Mui Mui ⊕ Imi

Mui ⊕ Imi Mui

⎤
⎦ , (11.11)

where Imi is an identity matrix having the same dimensions as Mui. Here,
it should be noted that the addition and subtraction arithmetic operations are
replaced with the logical XOR (⊕) operation, and the multiplication operation
is replaced by the logical AND operation (∧).

Since, Gti is a binary block matrix, the determinant of this matrix is written
as:

det(Gti)=det(A) ∧ det(D ⊕ C ∧ A−1 ∧B)

=det(A) ∧ det(D ⊕ C ∧ B ∧ A−1)

=det(Mui) ∧ det(Mui ⊕Mu2
i ∧Mu−1

i ⊕
Im2

i ∧Mu−1
i )

=det(Mui) ∧ det(Mui ⊕Mui ⊕Mu−1
i )

=det(Mui) ∧ det(Mu−1
i )

=det(Mui ∧Mu−1
i )

=det(Imi)

=1, (11.12)

where C ∧ B = (Mu2
i ⊕ I2m), Mu2

i ∧ Mu−1
i = Mui ∧ Mui ∧ Mu−1

i = Mui and
Mu−1

i ∧ Im2
i = Mu−1

i . Therefore, Gti is invertible for any sub-matrix Mui, and
Gti = Gt−1

i .
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Hence, Gti always has a determinant equal to one, and Gt−1
i is equal to Gti,

which reduces the delay of decoding.
In order to obtain G, which is a set of (Rt × Rt) diffusion matrices, ω Mui

matrices are first generated. The coefficients of each Mui matrix, which is used
to derive one unique encryption/encoding matrix (Gi for all i ∈ [1, ω]), are gener-
ated using DK. Using the proposed matrix generation technique and the generic
matrix form, one can ensure that all of the obtained encryption/encoding matri-
ces are secure and invertible. Consequently, this enhances the performance and
security of end-to-end wireless communication systems.

Decryption and data recovery: At the receiver, the same steps are fol-
lowed but in a reversed order. In addition, the inverse cipher primitives (Sbox−1,
SG−1, Pbox−1

BP , and SL−1) are used. First, the ciphered data received on each
of the Rt rows are de-shuffled using the inverse link selector SL−1 (for all ω sub-
matrices). Next, inverse block permutation is performed to obtain the ciphered
matrices CMi (1 ≤ i ≤ ω), using the set Pbox−1

BP .
Afterwards, CM i (Rt × Rt) and G−1

i (which is equal to Gi) (Rt × Rt) are
multiplied using Equation 11.5. The resulting bytes are substituted using Sbox−1

to obtain the transmitted plaintext bytes.
The advantage of the proposed decryption process is that it decreases the

computational complexity and overcomes the issue of connection failure due to
fading, Doppler effects or availability attacks. In particular, original data are en-
crypted/encoded at the byte/bit level using simple and lightweight cryptographic
operations, which jointly, enhances the security and performance of multi-homed
systems.

For every input message, new cipher primitives are generated using the up-
date permutation tables, PboxUBP , PboxS, PboxSG and PboxSL. This guards
against many attacks such as chosen/known plaintext/ciphertext attacks.

Discussion: The proposed scheme aims at jointly enhancing the security
and performance of multi-homed systems using RLNC. More specifically, ran-
dom physical properties, which are extracted from multiple end-to-end wireless
channels, are combined with a secret session key to generate a dynamic key [27].
The resulting key is then used to derive the needed cipher primitives, which in-
clude a substitution table, a block permutation table, the binary RLNC matrices
and two random selection tables. By doing so, the cryptographic primitives used
in the ciphering and encoding process become only known to the communicat-
ing entities, and hence, data confidentiality is successfully achieved. Unlike the
work presented in the literature, this paper presents a scheme that secures and
encodes binary input data, which is a hard challenge. In general, RLNC a simple
network coding scheme that allows intermediate nodes to generate random and
independent linear mappings of input to output data symbols over a finite field
(coefficients chosen from a Galois field) [287]. Consequently, this technology im-
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proves the network performance substantially. On the other hand, ensuring the
inveritibility of binary RLNC matrices is a crucial condition for the proposed de-
ciphering process, therefore, original RLNC matrices are modified in such a way
that these matrices are invertibile and have a determinant equal to one. Moreover,
a general form for RLNC binary matrices is proposed and verified theoretically.
Another aspect of the proposed scheme is that it overcomes link errors and avail-
ability attacks. More specifically, wireless channels are subjected to many errors
that result from Doppler effects, noise, fading and jamming. Consequently, some
links (sub-channels) in multi-homed systems might suffer from bad quality, erro-
neous reception of data or failure. Using the proposed solution, communicating
entities can utilize a subset of the available RATs/links to carry redundant data,
which enhances the reliability of wireless communication (transmitted data are
correctly recovered).

11.3 Security Analysis and Cryptanalysis of the

Proposed Schemes

In this section, the robustness of the proposed schemes is evaluated and assessed
against well-known attacks, which include statistical attacks, linear/differential
attacks, chosen/known plaintext/ciphertext attacks, brute force attacks and key-
related attacks.

The proposed schemes are considered public and the cryptanalyst is assumed
to have complete knowledge regarding all the required steps, but none regarding
the dynamic key that is used for data encryption.

11.3.1 Statistical Attacks

In order to resist statistical attacks, ciphered data should have a high random-
ness degree. For this purpose, several randomness tests, which include entropy
analysis, Probability Density Function (PDF), correlation, and recurrence, are
presented to prove the proposed schemes’ robustness against statistical attacks.

In the simulation tests, the proposed security schemes are considered as a
black box. A set of initial messages, having a size of 15000 bytes, are randomly
chosen. These messages follow a normal distribution with mean equal to 128 and
standard deviation equal to 16. In the following, the above mentioned properties
are analyzed.

Uniformity using Probability Density Function (PDF): One way to
quantify the uniformity property is by plotting the PDF of encrypted symbols and
verifying visually the type of the distribution. This simple method is sufficient
to prove that the proposed schemes have a good mixing level (randomness).
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(a) PDF of the original mes-
sage

(b) PDF of the obtained ci-
phertext

(c) Entropy of the ciphertext
message

Figure 11.8: The probability density function of the (a) original input and the
(b) ciphered/encoded output for 1000 iterations and using 256 QAM modulation
(using binary RLNC). (c) The entropy of the ciphertext (using binary RLNC)

(a) Recurrence of the original
message

(b) Recurrence of ciphertext (c) Kolmogorov complexity of
binary ciphertext

Figure 11.9: The recurrence plots of the (a) original message and its (b) encrypted
version (using binary RLNC)

Figures 11.8a, 11.10a and 11.8b represent the PDF of the original and en-
crypted data using integer and binary RLNC, respectively. The plots clearly
verify that the original data is normally distributed, while encrypted symbols
(using integer and binary RLNC) are uniformly distributed (random output). In
order to validate this result, the entropy test is performed. Specifically, a uniform
probability (distribution) represents maximum uncertainty, which yields to max-
imum entropy (the entropy of the obtained encrypted symbols should be equal
to 1 and 8 at the bit and byte levels, respectively).

Entropy: In principle, the entropy values of encrypted symbols at the byte
level should be equal to 8, which corresponds to maximum uncertainty (random-
ness). Figures 11.11a and 11.8c show that the encrypted symbols (byte level)
have an entropy value close to the desired value of 8, using both schemes. There-
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(b) Recurrence of encrypted message

Figure 11.10: The PDF and recurrence of the original and encrypted messages
(using integer RLNC), respectively

fore, the obtained results prove that uniform distribution is ensured among the
encrypted messages.

The Kolmogorov entropy (complexity) of the original and encrypted messages
(using binary RLNC) has also been plotted. The Kolmogorov complexity of the
original data is less than one, whereas that of the encrypted data is above one
(Fig. 11.9c). This confirms that the proposed scheme produces encrypted sym-
bols that are, indeed, uniform and random.

Recurrence: The recurrence function measures the correlation between a
specific symbol and its delayed version. Typically, encrypted symbols should
have a highly scattered recurrence plot, which proves that the tested scheme has
the proper randomness level. The presented results in Fig. 11.10b prove that the
proposed integer RLNC scheme (secret encoding process with dynamic byte per-
mutation) hides any clear pattern (scattered over the entire space), hence, it is
very difficult to get useful information regarding the original message. Similarly,
Fig. 11.9b shows that the recurrence plot of the encrypted data using the binary
RLNC scheme, spans the entire cipher symbol space (randomized and scattered).
In contrast, the recurrence points of the original data are grouped within a spe-
cific area (Fig. 11.9a) (not random).

Correlation: In general, encrypted data should greatly differ from the orig-
inal data for a cipher scheme to be considered secure. More specifically, the
encrypted data should have very low redundancy and correlation. First, the cor-
relation coefficient between the original segment and its corresponding encrypted
segment is measured, and then the correlation coefficient between the original
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(d) Key sensitivity

Figure 11.11: The variation of entropy, correlation, difference and key sensitivity,
respectively (using integer RLNC)

segment and different encrypted segments is presented. Figure 11.11b and Ta-
ble 11.1, show the average correlation coefficient between the original segments
and their encrypted versions (using the first scheme), for 10,000 different se-
cret matrices having ht = 4 and Rt = 8. The presented results indicate that
no detectable correlation exists between the original and the encoded/encrypted
segments (correlation is close to zero). Additionally, the correlation coefficient
corresponding to all of the encoded/encrypted segments is shown in Table 11.2 in
a matrix form. Results show that the average of the correlation coefficient matrix
for different encrypted segments is close to zero, which verifies that no detectable
correlation exists between the different encrypted segments.

Additionally, the presented results of the binary RLNC scheme in Fig. 11.12b
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(a) Auto-Correlation (b) Correlation

(c) Difference (d) Key sensitivity

Figure 11.12: The sample (a) auto-correlation function for a random dynamic
key, (b) inter-correlation, (c) independence and (d) key sensitivity results for
1000 random dynamic keys (using binary RLNC)

indicate that the cross-correlation coefficient ranges between {−0.02, 0.03} and
has a mean of 0, which is the desired outcome. Also, the auto-correlation of the
obtained ciphertext confirms the high randomness degree of the proposed scheme
since all values are centered around zero (Fig 11.12a).

11.3.2 Linear/Differential Attacks

Here, the adversary exploits the relationship between encrypted symbols to re-
cover the original data. In the proposed schemes, encrypted symbols are highly
uncorrelated since the cipher primitives are regularly updated. Consequently,
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Table 11.1: Correlation coefficient between the original and the en-
coded/encrypted segments (using integer RLNC) for a random dynamic key with
ht =4 and Rt =8

ED1 ED2 ED3 ED4 ED5 ED6 ED7 ED8

O1 0.0309 0.0219 0.0270 0.0029 -0.0351 0.0068 0.0003 0.0052

O2 0.0189 -0.0141 0.0063 0.0181 -0.0031 -0.0249 0.0003 -0.0189

O3 -0.0463 0.0034 0.0047 0.0220 -0.0193 0.0088 0.0041 -0.0304

O4 -0.0173 0.0036 -0.0204 -0.0061 0.0243 -0.0084 0.0074 0.0249

Table 11.2: Correlation coefficient among encoded/encrypted segments (using
integer RLNC) for a random dynamic key with ht =4 and Rt =8

ED1 ED2 ED3 ED4 ED5 ED6 ED7 ED8

ED1 - 0.0218 -0.0375 0.0077 0.0042 0.0130 -0.0131 0.0080

ED2 0.0218 - -0.0081 -0.0120 0.0171 0.0176 0.0032 0.0101

ED3 -0.0375 -0.0081 - -0.0178 -0.0119 -0.0145 0.0017 -0.0171

ED4 0.0077 -0.0120 -0.0178 - -0.0042 -0.0088 -0.0126 0.0058

ED5 0.0042 0.0171 -0.0119 -0.0042 - 0.0036 0.0065 -0.0231

ED6 0.0130 0.0176 -0.0145 -0.0088 0.0036 - -0.0138 0.0072

ED7 -0.0131 0.0032 0.0017 -0.0126 0.0065 -0.0138 - 0.0051

ED8 0.0080 0.0101 -0.0171 0.0058 -0.0231 0.0072 0.0051 -

chosen/known plaintext/ciphertext attacks, single data failure and accidental key
disclosure are avoided. The difference test is presented to prove the independence
of encrypted data.

Independence: To satisfy the independence criterion, the difference value
should always be close to 50%. This is based on the fact that any bit difference
in the original data should change at least half of the bits at the output. The
difference between original and encrypted segments using the first approach is
evaluated at the bit level. The percent variation of the bit difference between
the original and the corresponding encrypted segments (using the first approach)
for 1, 000 random dynamic keys is shown in Fig. 11.11c. This result indicates
that the percentage difference is always close to 50%. Hence, the independence
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Table 11.3: Independence between original fragments (column index) and en-
crypted ones (row index) Rt=8 (using binary RLNC)

Indep O1 O2 O3 O4 O5 O6 O7 O8

E1 49.9531 50.0625 50.4297 49.3906 51.0234 50.0234 50.4922 49.5078

E2 49.6719 50.2500 49.3672 49.8750 50.2422 49.3203 49.9766 49.4922

E3 50.1016 49.9766 49.9219 50.3047 50.3281 49.5781 50.0938 49.4219

E4 49.9609 50.7266 49.8438 50.0859 50.3438 49.7500 50.4687 51.0000

E5 49.1641 49.6328 50.2344 50.0391 49.3750 48.7969 51.1094 50.2969

E6 49.7578 50.3516 50.6094 50.9922 49.9063 50.5313 50.1094 50.5938

E7 50.0859 49.6641 49.4531 50.1328 50.1406 49.9063 50.4063 48.9375

E8 50.3047 50.1172 51.4531 49.6484 50.1875 49.7656 49.6719 50.2500

Table 11.4: Independence among encrypted fragments (using binary RLNC)

Indep E1 E2 E3 E4 E5 E6 E7 E8

E1 - 49.4063 50.2734 49.9219 50.3359 50.1953 50.6797 49.3359

E2 49.4063 - 49.8984 49.9688 50.1953 50.3203 50.4609 50.7891

E3 50.2734 49.8984 - 49.4609 49.8281 50.3125 50.9844 49.9844

E4 49.9219 49.9688 49.4609 - 50.4453 50.4609 49.9609 50.2578

E5 50.3359 50.1953 49.8281 50.4453 - 50.1875 48.6094 49.9375

E6 50.1953 50.3203 50.3125 50.4609 50.1875 - 50.1563 49.2969

E7 50.6797 50.4609 50.9844 49.9609 48.6094 50.1563 - 49.6094

E8 49.3359 50.7891 49.9844 50.2578 49.9375 49.2969 49.6094 -
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Table 11.5: Key sensitivity between two sets of encrypted fragments (One bit
difference between both dynamic keys (DK and DK ′) and for Rt =8 (using
binary RLNC)

Indep E1 E2 E3 E4 E5 E6 E7 E8

E1’ 49.7500 49.9531 49.8203 49.4609 50.0234 50.5938 50.3359 49.6250

E2’ 50.2813 49.8438 50.0703 50.2891 51.2266 50.0000 50.5703 50.0000

E3’ 50.9141 50.4922 49.7813 50.8125 50.7031 49.6797 49.8281 49.6953

E4’ 49.9531 49.8281 49.4297 49.3359 49.8203 50.1406 49.8203 50.1406

E5’ 50.4609 49.8672 50.0781 49.7813 49.7656 49.9922 50.0156 49.3047

E6’ 49.9297 50.1953 50.0313 50.1094 49.8438 49.6016 50.0625 49.3516

E7’ 49.9453 50.6953 50.0938 50.0469 50.2500 50.2891 49.7344 49.7578

E8’ 49.5078 49.3359 50.2031 50.1406 50.3281 50.3359 49.8594 50.0703

criteria is satisfied.
In Fig. 11.12c, the results show that the plotted difference values, between

the original and the encrypted messages using the second approach, have a mean
equal to the desired value, 50%. Moreover, the independence property has been
assessed at the fragment level (row level of an Rt× Rt block matrix) for a fixed
value of Rt = 8. The results, in Table 11.3, complement those in Fig. 11.12c,
where the independence values range between 49% and 51%. This is also true for
Table 11.4, where all of the difference values, between the encrypted fragments,
are very close to 50%.

11.3.3 Weak Keys and Key-Related Attacks

The proposed key generation technique in both schemes derives a dynamic key
by combining channel-based information with a secret session key that is only
known to the communicating entities. Using this key, the cryptographic primi-
tives, needed for the ciphering process, are obtained and updated. In order to
assess the schemes’ security against key-related attacks, the sensitivity of DK is
evaluated.

Key sensitivity: A cipher algorithm is considered secure and robust against
related key attacks if the dynamic key ensures good sensitivity. In particular, any
change in the key should result in completely different set of encryption/encoding
matrices, cipher primitives, and consequently, different encrypted/encoded seg-
ments. For this purpose, two dynamic secret keys are used in this test: DK1 and
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DK2, which differ by only one bit. In Fig. 11.11d, the key sensitivity test is done
using 1000 random dynamic keys. The presented results show that key sensitivity
is always close to the desired value, which is 50%. This proves that the proposed
integer RLNC scheme is sensitive and robust against any slight change in the
secret key or nonce (low standard deviation equal to 0.3128), thus, attaining the
required key sensitivity level and ensuring high resistance against different types
of key-related attacks.

Also, Fig. 11.12d plots the key sensitivity values corresponding to 1, 000 ran-
domly generated dynamic keys using the binary RLNC approach. The results
clearly show that the key sensitivity value is always close to 50%. Table 11.5
evaluates the key sensitivity values between two sets of encrypted fragments,
both having a dimension of (8 × 8). Again, the key sensitivity property is also
confirmed in this study.

Message Sensitivity: The proposed solutions have a dynamic structure and
depend on variable factors that change frequently (channel nonce). Consequently,
the obtained ciphertext satisfies the necessary avalanche effect and the desired
security level, since for every input message, new cipher primitives are generated
using the proposed update processes. This, in turn, reduces the error propagation
since only one round is required (unlike conventional multi-round structures).

11.3.4 Brute Force Attacks

The size of the secret session key (SK) can be equal to 128, 196 or 256, and the
proposed dynamic key (DK) has a length of 512 bits which is sufficient to guard
against brute force attacks.

All of the presented results prove that a communication session, between any
two legitimate entities, is secured using the proposed schemes. The dynamic
secret key is based on multiple factors, secret and channel-based, which makes
the schemes robust against passive and active adversaries.

11.4 Performance Evaluation of the Proposed

Schemes

This section analyzes the proposed schemes in terms of computational complex-
ity, execution time, communication overhead, efficiency, transparency, flexibility
and propagation of error, in order to prove their efficient deployment in today’s
networks.
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11.4.1 Computational Complexity

The proposed schemes are based on a single round and simple operations, mainly
matrix multiplication, substitution and permutation, to secure and encode integer
and binary input data.

In the first scheme, the input data is divided into (NBM/ht)/ht sub-matrices,
each having ht rows/segments and ht columns. Then, each data sub-matrix is
permuted and multiplied by its corresponding (unique) encryption/encoding ma-
trix. As for the second scheme, data is first divided over Rt rows, and then each
row is divided into Rt columns. Hence, one can strongly benefit from paralleliza-
tion to reduce computational complexity, execution time and associated delays,
as each sub-matrix can be coded and recovered independently from the others.
Moreover, the proposed schemes require only one round to secure transmitted
data, instead of multiple rounds as the case of most standard ciphers (Advanced
Encryption Standard (AES)) [296].

In order to validate the efficiency and simplicity of the proposed solutions,
both schemes are evaluated in comparison to the AES scheme according to several
parameters such as the associated delays. To assess the total computational delay,
different types of delays are identified as follows:

1. TS denotes the time required by the substitution operation for one message
block (iteration rounds).

2. TP denotes the time required by the permutation operation for one message
block.

3. TD represents the time required by the mix-column operation in AES.

4. TML denotes the time required by the matrix multiplication operation for
a sub-matrix.

5. TSL denotes the time required to shuffle (select) input blocks.

6. Txor denotes the time required by the XOR operation.

7. TSR denotes the time required by the shift rows operation in AES.

The total Computational Delay (CD), required to encrypt one input block
using the integer RLNC scheme (first scheme), with and without the chaining
operation mode, is:

CDRLNCI
= TP + TML + TSL. (11.13)

The total Computational Delay (CD), required to encrypt one input block
using the binary RLNC scheme, with and without the chaining operation mode,
is:

CDRLNCB
= TS + TP + TML + TSL. (11.14)
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In contrast, the total CD required to encrypt one block using the standard
AES [297] is:

CDAES = roTS + (ro + 1)Txor + (ro − 1)TD + roTSR, (11.15)

where ro represents the number of rounds in AES. The minimum value of ro is
10 for a 128-bit secret key, hence, the minimum AES computation delay is given
by:

CDAES(ro=10) = 10TS + 11Txor + 9TD + 10TSR. (11.16)

Clearly, the AES computational delay is larger than that of the proposed
schemes, which avoid multi-diffusion operations towards reducing the required
delay. Specifically, both schemes require only one diffusion operation in compar-
ison to the AES algorithm, which includes 9 diffusion operations.

As a result, the required computation complexity of the proposed schemes,
is relatively low compared to that of existing solutions which employ standard
cryptographic algorithms [260].

11.4.2 Execution Time

For the first RLNC scheme, the average execution time (in seconds), needed to
encrypt/encode a message with a variable length NBM , is plotted in Fig. 11.13a
for Rt = 8 and ht = 4 using a static matrix and the proposed modified matrix.
These calculations are conducted using the following software and hardware envi-
ronment: Matlab on 2018 and micro-computer Intel(R) Core(TM) i7-7600U CPU
of 2.80GHz (4 CPUs), 2.9GHz with 2 GB RAM Intel, under Windows 10 Profes-
sional 64-bit. Clearly, the variation of the average execution time is linear when
using only one encoding matrix on the entire input data and also when using the
proposed solution with a set of secret encoding matrices (G = G1, G2, . . . , GNG)
on a set of data sub-matrices (ht×ht). In fact, the required execution time of the
proposed scheme without parallel computing is really close to the conventional
approach (with a static matrix). Using the linear interpolation algorithm, the
required time as a function of NBM is 1.0521e−05×NBM +0.0037958 for Rt = 8
and ht = 4.

Moreover, the ratio between the proposed encoding solution without parallel
computing and the static encoding scheme (conventional RLNC) for the different
values of Rt is shown in Fig. 11.13b with ht = 4. The obtained results clearly
show that the proposed method has a sufficiently low overhead ratio and it is
close to 1.5 for Rt = 2 × ht = 8. In addition, higher values of Rt results in less
overhead compared to the original matrix. Accordingly, the proposed scheme
without parallel computing attains minimum ratio compared to the static tradi-
tional approach for a high value of Rt, while a lower value of Rt requires more
execution time. This means that for a high value of Rt, the reduction in the
execution time is significant.
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Figure 11.13: (a) The variation of execution time as a function of NBM and (b)
the ratio of the execution time of the proposed integer RLNC scheme compared
to the static approach

In addition, a comparison is performed with the proposed scheme while per-
forming parallel computing, and obviously, the proposed approach outperforms
the static matrix approach, which cannot be paralleled. The results clearly indi-
cate that parallel computing with 2 Workers reduces the execution time, further.

This means that the proposed scheme with parallel computing has a (stable)
low execution time for different dimensions of sub-matrix Rt. As such, a signif-
icant reduction in terms of execution time is ensured by using lookup tables for
the multiplication and division operations.

On the other hand, Fig. 11.14 illustrates the time needed to execute the bi-
nary RLNC scheme and the time savings with respect to the traditional RLNC
mechanism. The figure shows the ratio of execution time of the binary RLNC
solution over that of conventional RLNC. It is evident that binary RLNC re-
quires a lower execution time for all matrix dimensions. In particular, a time
reduction that ranges between 20% (Rt > 20) and 40% (Rt < 20) is attained.
Consequently, the proposed solutions are suitable for multi-homed IoT systems
and applications since simple ciphering/encoding operations are employed.

11.4.3 Storage/Communication Overhead

For the first integer RLNC scheme, the size of the matrices obtained after cipher-
ing is Rt×ht (ht ≤ Rt), whereas the size of matrix needed to recover the original
data is ht × ht. Therefore, the encryption/encoding procedure produces data
overhead equal to ((Rt − ht) × NBM) bytes, in order to benefit from network
coding in terms of availability and resistance against channel errors. In order
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Rt

Figure 11.14: The percentage reduction in execution time using binary RLNC in
comparison to the conventional integer RLNC

words, (Rt−ht) redundant encoded segments (rows) are produced and transmit-
ted to prevent data loss due to damage or alteration. When the value of ht is
close to Rt, the communication overhead and availability level, both, decrease.
This means that a trade-off exists between communication overhead and avail-
ability level. In contrast, whenever ht is less than Rt, high data availability is
achieved, and high communication overhead is also introduced. The choice of ht
depends on the communication technology, where a good balance between data
availability and communication overhead should always be ensured.

In the case of the second binary RLNC scheme, this overhead will be only
introduced if users choose to send redundant data to ensure data availability
(Rt > ht). A subset (Rt − ht) of the Rt available sub-channels will be utilized
to send redundant data. In this case, the encoding process will generate a data
communication overhead of ((Rt−ht)× NBM

ht
) bytes. However, this overhead will

increase the availability degree and the resistance against link failure and channel
errors. These (Rt−ht) redundant rows, each having a dimension equal to 1×ht,
are transmitted to overcome data loss, damage or alteration. Specifically, source
data is encoded at the sub-matrix level. The dimension of each sub-matrix, before
and after the RLNC binary encoding/decoding process, will be (ht× ht). A set
of dynamic binary encoding matrices (in this case having a size equal to ht× ht)
is used instead of a static one to enable the parallelism of the encoding/decoding
process and to complicate the crypatanalysis process. The remaining (Rt − ht)
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sub-channels are used for the transmission of redundant rows to surpass lossy
sub-channels. Whenever ht is close to Rt, the communication overhead and
availability level would decrease. In contrast, when Rt is greater than ht, high
data availability is attained and high communication overhead is also introduced.

11.4.4 Efficiency

The proposed schemes utilize simple and hardware-efficient operations, mainly
byte substitution, byte permutation, block permutation and matrix multipli-
cation, to secure resource-limited devices in multi-homed IoT systems. These
operations are executed at the source and destination, where no additional op-
erations are required at intermediate nodes such as aggregators, if they exist.
Consequently, the proposed solutions provide multiple security services, such as
data confidentiality and data availability, in a simple and efficient manner and
with acceptable overhead and complexity.

11.4.5 Transparency

The proposed solutions preserve the homomorphic properties of encrypted/encoded
data due to the nature of byte permutation and matrix encoding operations.
Hence, this proves that the proposed schemes are transparent to any intermedi-
ate coding process (if it exists), done by intermediate nodes such as aggregators.

11.4.6 Flexibility and Scalability

Another important property of the proposed solutions is that both respond to
any change in the number of communication channels, Rt, as well as the message
length, in a fluent and smooth manner.

11.4.7 Error Propagation

In principle, all cryptograhic schemes should ensure low error propagation so that
these schemes are considered efficient and deploy-able. This is a hard challenge
since these errors mainly result from interference and noise in transmission chan-
nels, leading to the destruction of transmitted data. Consequently, there exists
a trade-off between the avalanche effect (security) and error propagation [267].
In the proposed schemes, byte-error is limited to the erroneous row/segment in
the received matrix, and which corresponds to the noisy sub-channel/RAT. In
order to overcome this issue, only a subset, ht, of the available Rt rows (ht ∈ Rt
rows), that corresponds to the channels having the best performance are chosen
in the decryption process of the integer RLNC scheme (first approach). Similarly,
users utilizing the second RLNC approach (binary RLNC) can transmit data on
a subset (Rt − ht) of the available Rt rows, which corresponds to the channels
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having the best performance. The remaining ht rows would carry redundant data
to overcome any link error or failure. As a result, the probability of recovering
the original message with fewer errors, increases.
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Chapter 12

Conclusions and Future Work

This PhD dissertation mainly focuses on:

Designing and evaluating efficient PLS solutions for emerging communication
systems in 5G networks.

Over the past few years, communication security and research related to this
field have witnessed the proliferation of PLS; a novel security method for emerging
communication systems in 5G networks such as IoT, D2D, M2M and many others.
Extensive research and experimentation have shown that PLS is superior over
conventional security in terms of robustness and efficiency. One main advantage
of PLS is that using random and dynamic physical layer parameters reduces the
computational complexity and execution time of traditional security schemes.
Another benefit is that the physical layer is common to all heterogeneous devices,
hence, security schemes at this layer are considered generic. Consequently, PLS
has been explored in detail and various PLS schemes have been presented in the
literature.

In this dissertation, the schemes presented in the literature have been summa-
rized and compared to each other. As a result, several limitations and challenges
have been analyzed and highlighted on. It has been shown that most techniques
depend on the randomness of the channel only, which is not optimal in terms of
system robustness and security. For this purpose, several PLS schemes that over-
come the drawbacks of existing PLS methods have been designed and evaluated.
Each of these schemes targets a specific security service: device authentication,
key generation and distribution, data confidentiality, source authentication and
message integrity, and data availability. All of the proposed schemes, combined,
represent in a complete security framework for emerging systems.

This dissertation has valuable contribution in the PLS field, since it introduces
novel solutions that are secure, efficient and deploy-able. It also paves the way for
further development and optimization of PLS solutions in 5G 3GPP standards.

Currently, the security of PowerLine Communication (PLC) in Smart Grids is
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being explored, in collaboration with Iberdrola Innovation Middle East (Qatar).
In particular, it has been shown that one can benefit from the randomness and
dynamicity of PLC channels to design PLS schemes that ensure data confiden-
tiality, authentication and availability, at the physical and data link layers. This
research work is still in progress. The contribution in this area will have a huge
impact on Smart Grids since the proposed solutions will have a direct application
in real life scenarios.

On-going and future work will focus on multiple aspects that compliment the
work presented in this dissertation, and which are:

• Implementing and assessing the proposed solutions in a hardware environ-
ment.

• Proposing new PLS solutions based on machine learning and analyzing
them in terms of performance and robustness.

• Designing an efficient intrusion detection system at the network and phys-
ical layers.

• Channel modelling; that is studying and comparing the common channel
features/parameters that can be extracted by communicating entities from
the shared wireless channel. Identifying the most secure and efficient fea-
tures to be used in PLS.

213



Appendix A

Abbreviations

3GPP Third Generation Partnership Project
PLS Physical Layer Security
OFDM Orthogonal Frequency Division Multiplexing
AES Advanced Encryption Standard
HMAC Hash-based Message Authentication Code
CMAC Cipher-based Message Authentication Code
GMAC Galois Message Authentication Code
CPC Channel Pre-coding
BER Bit Error Rate
MD Message Digest
MIM Man-In-the-Middle
MIMO Multiple-Input Multiple-Output
NOMA Non-Orthogonal Multiple Access
PD-NOMA Power-Domain Non-Orthogonal Multiple Access
WSN Wireless Sensor Network
CD-NOMA Code-Domain Non-Orthogonal Multiple Access
MUSA Multi-User Shared Access
SCMA Sparse Code Multiple Access
LDS Low-Density Spreading
PDMA Pattern Division Multiple Access
BDM Bit Division Multiplexing
DOS Denial-of-Service
DDOS Distributed Denial-of-Service
CSI Channel State Information
SNR Signal-to-Noise Ratio
SINR Signal-to-Interference-plus-Noise Ratio
HTTPS Hypertext Transfer Protocol-Secure
TLS Transport Layer Security
IPsec Internet Protocol Security
IP Internet Protocol

214



M2M Machine-to-Machine
D2D Device-to-Device
IoT Internet-of-Things
WLAN Wireless Local Area Network
WiMAX Worldwide Interoperability for Microwave Access
LTE Long-Term Evolution
VLC Visible Light Communication
BAN Body Area Network
PLC Power Line Communication
RFID Radio Frequency Identification
RF Radio Frequency
VANET Vehicular Ad-Hoc Network
UWB Ultra-Wide-Band
UAV Unmanned Aerial Vehicle
BW Bandwidth
CP Cyclic Prefix
ISI Inter-Symbol Interference
ICI Inter-Carrier Interference
IFFT Inverse Fast Fourier Transform
FFT Fast Fourier Transform
STS Short Training Sequence
LTS Long Training Sequence
AGC Automatic Gain Control
PAPR Peak-to-Average Power Ratio
OOB Out-of-Band
MCM Multi-Carrier Modulation
FBMC Filter Bank Multi-Carrier
UF-OFDM Universal Filter OFDM
GFDM Generalized Frequency Division Multiplexing
QAM Quadrature Amplitude Modulation
OQAM Offset Quadrature Amplitude Modulation
TDMA Time-Division Multiple Access
CDMA Code Division Multiple Access
Wi-Fi Wireless Fidelity
QPSK Quadrature Phase Shift Keying
BS Base Station
UE User Equipment
FU Far User
NU Near User
SIC Successive Interference Cancellation
AWGN Additive White Gaussian Noise
CFO Carrier Frequency Offset
XOR Exclusive OR
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SHA Secure Hash Algorithm
MAC Message Authentication Code
DSSS Direct Sequence Spread Spectrum
FHSS Frequency Hopping Spread Spectrum
PUF Physical Unclonable Function
FPGA Field-Programmable Gate Array
NIST National Institute of Standards and Technology
KGR Key Generation Rate
ROR Real-Or-Random
KDR Key Disagreement Rate
RSS Received Signal Strength
SSL Secure Sockets Layer
AoA Angle of Arrival
MSE Mean Square Error
MISO Multiple-Input Single-Output
SISO Single-Input Single-Output
AN Artificial Noise
AFF Artificial Fast Fading
SVD Singular Value Decomposition
QOS Quality-of-Service
LoRaWAN Log Range Wide Area Network
CDF Cumulative Distribution Function
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Appendix B

Notations and Symbols

DS Delay spread
DSavg average delay spread
π Mathematical constant approximately equal to 3.14159
xD(t) Superimposed downlink NOMA signal
xD,k(t) Individual downlink NOMA signal of the kth user
xU,k(t) Individual uplink NOMA signal of the kth user
x′
D,k(t) Received downlink NOMA signal at the kth user

K Number of users in the network
αk Power coefficient of the kth user
PBS Transmission power at the base station
yU(t) Superimposed uplink NOMA signal
hk Channel coefficient of the kth user
H Channel matrix
nok(t) Addition white Gaussian noise at the kth user
λ Wavelength
U Orthogonal matrix resulting from the SVD of H
V Orthogonal matrix resulting from the SVD of H
Λ Diagonal matrix resulting from the SVD of H
y Receive vector at BS
x Transmit vector from UE
c Ciphered/encrypted signal
XID Unique user-identification
XPUF PUF output based on channel
SL Link selection table
SG Matrix selection table
Gen(·) A probabilistic fuzzy function (generation)
ΔT Transmission delay
M Message
Rt Number of RATs
G Invertible matrix (RLNC)
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Rep(·) A probabilistic fuzzy function (recovery)
σ Output of the Gen(·) function
τ Output of the Gen(·) function
N0 Channel-based nonce
SK Secret session key
DK Dynamic key
MO Modulation order
mb Number of bits in one constellation point
DSK Dynamic sub-key
CS Complex symbol
F Frame
FS Frame symbol
Eb/N0 Signal-to-noise power ratio
EFS Encrypted frame symbol
NBF Size of one frame
NBM Number of bytes in a message
∧ AND operation
NBFS Size of one frame symbol
qf Galois field size
Pbox Permutation table
Sbox Substitution table
IDS Secret session identifier
PRS Pseudo-random sequence
BKS Binary key-stream
R Random number
TS Time stamp
j2 -1
I Identity matrix
� Matrix multiplication
(.)T Transpose
(.)H Hermitian
(.)−1 Inverse operation
h(.) Hash function
|| Concatenation operation
⊕ Exclusive-OR (XOR)
nt Number of antennas at the transmitter
nr Number of antennas at the receiver
NBBL Number of blocks in one frame
Φ Number of bytes in one frame
φ Number of bytes in one block
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