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ABSTRACT 
OF THE THESIS OF 

 
 
 

Ali Mohammad Saleh  for  Master of Engineering 
      Major: Mechanical Engineering 
 
 
 
 
Title: Eulerian-Lagrangian Model for Downscaling Wind Fields and Particles 
Dispersion with Application to Beirut City 
 
 
 
The study of pollutant dispersion in urban areas is complex due to its dependency on the 
atmospheric boundary layer (ABL) flow and the near buildings perturbed flow. 
Computational fluid dynamics (CFD) models with the RANS turbulent closure schemes 
are a good compromise between accuracy and computational cost when solving such 
problems. In this study, we created a tool for solving wind flow in urban areas using the 
prognostic approach that is based on CDF models, and the diagnostic approach that is 
based on imposing mass continuity by solving an optimization equation. However, the 
use of standard RANS closure schemes with standard sand-grain rough wall function in 
the prognostic model show inconsistency with inlet conditions. To solve this issue, we 
implemented a new formulation of the Richards and Hoxey wall function and a 
modification of the k-ε model, and we derived a modification for the k-ω model. We 
implemented two methods for calculating the concentration field. The first one is under 
the Eulerian framework by solving the concentration transport equation and the second 
one under the Lagrangian framework by using the particle method with core radius 
spreading for diffusion. We tested the flow and dispersion models by simulating the 
wind field in an empty domain using different variations with k-ε and k-ω models. 
Then, by simulating the flow and particles dispersion around a building using the 
modified k-ε and k-ω models with the new wall function formulation and using the k-ω 
SST by resolving the viscous sublayer. Moreover, we simulated the flow field using the 
modified k-ε model for a domain containing an array of buildings. 
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CHAPTER I 

IMPLEMENTATION AND GOVERNING EQUATIONS 
 

A. Introduction 

The study of air pollution in dense urban areas has become a vital topic in the 

past decades because of the increasing concerns about the quality of life and 

sustainability. The quantification of urban wind flow and air pollution helps authorities 

in managing air quality and designing the built environment in a healthy and 

comfortable way. However, air pollution modeling is complicated by its dependency on 

atmospheric flow and flow around buildings. Laboratory experiments for studying 

pollution dispersion in urban areas are costly [1, 2], and difficult to apply in practical 

applications. With the rapid development in computational power and models, 

numerical models have become standard tools to simulate flow and pollutant dispersion 

configurations around various building patterns. Gaussian-type dispersion models often 

used for predicting air pollution around building like CALPUFF and AERMOD are 

good for concentration fields far from obstacles. However, they are difficult to apply for 

complex geometrical domains.  

On the other hand, computational fluid dynamics (CFD) approaches that are 

based on predicting the wind field by solving the Navier-Stokes equations coupled with 

the problem descriptive equations have become a promising tool for particle dispersion 

calculations in urban environment. This approach, which is based on solving the Navier 

Stokes equations, is known as prognostic wind modeling for its ability to forecast the 

time evolution of the atmospheric system. A less accurate alternative is the diagnostic 

modeling that is based on imposing continuity of mass on an interpolated 
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meteorological wind field. Such approach is suitable for getting quick solution due to 

their low computational costs. In both prognostic and diagnostic models, the 

concentration field can be calculated by solving a concentration transport equation or by 

using a particle solution method. 

Mass-consistent diagnostic models impose continuity by solving an optimization 

equation developed based on variational analysis [3-5]. Several mass-consistent models 

have been developed, and many of them have been applied to simulate wind fields and 

transport of particles. The differences among these models are related to the way the 

initial wind field is constructed, the method for calculating the equation weights, and 

the method of solving the equations. The divergence-free wind flow model MATHEW 

was developed by Sherman [6] to provide wind field for the ADPIC pollutant transport 

model [7], and applied for the geysers drainage flow region in California [8], for a 

region in Colorado [9], and for the Apennine Mountains during the Lago Brasimone 

experimental campaign [10]. NUATMOS mass-consistent model [11] was developed 

and used to simulate tracer transport of the Cinder Cone Butte experiment [12]. The 

mass consistent model NOABL [13] simulated wind flow over the Blashaval Hill [14, 

15]. Also, it is tested with the COMPLEX wind model [16] in three regions of the UK, 

and they are modified to solve problems that appeared while testing, leading to the 

development of a new MC-3 wind model [17]. Mass-consistent wind models were used 

for downscaling purposes, as they were used for increasing the wind fields’ resolution 

generated by Global Circulation Models, and for regional-scale dispersion 

meteorological pre-processing [18, 19]. Another application for diagnostic wind field 

models was an instantaneous simulation for pollution control networks in an industrial 

plant [20]. 
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The above diagnostic models are not suitable to calculate wind flows over 

complex geometries, or for getting accurate results when the flow is turbulent. For that 

purpose, prognostic models are more appropriate. The prognostic approach for solving 

turbulent flows can be divided broadly into the following categories:  the direct 

numerical simulation (DNS) approach, the large-eddy simulation (LES) approach, and 

the Reynolds-averaged Navier-stokes (RANS) approach. DNS requires very high 

computational costs, LES on the other hand, has high but acceptable computational cost 

for simple turbulent flow and dispersion problems [21, 22], while the RANS approach 

is currently the most feasible for industrial size applications [23, 24]. Several RANS 

turbulence closure models like the standard 𝑘-𝜀 model [25], the 𝑘-𝜀 realizable model 

[26], the 𝑘-𝜀 renormalized grouped model (RNG) [27], the 𝑘-𝜔 standard model (SKO) 

[28-30] and the 𝑘-𝜔 shear stress model (SST) [31] were developed and used for wind 

and dispersion modeling in urban areas. Nonetheless there is a continuous effort to 

improve these models and to overcome their drawbacks. At the moment, none of these 

models is capable of accurately predicting solutions over the whole domain of study 

[32], and each of them is suitable for a particular class of problems [33]. Thus, the 

choice of turbulence model for complex urban environments is still not well explained 

theoretically [34]. 

For ABL flow problems, the approaching flow should be modeled as 

horizontally homogenous as it is not the intention to model the development of inlet 

conditions since they are fully developed. For this purpose, Richards and Hoxey [35] 

proposed boundary conditions that are consistent with the k-ε turbulence closure. 

Generally, an ABL domain can be divided into three parts, that are the upstream and 

downstream regions where buildings are modeled implicitly using rough wall functions, 
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and the central region where buildings are modeled explicitly using their real 

geometries. Usually roughness is treated using sand-grain roughness based wall 

function [36] that is a modification of  standard wall functions [37]. However, Blocken 

et al. [38] explained that the law of the wall for rough surfaces when modeling buildings 

implicitly is not consistent with the inlet profiles proposed by Richards and Hoxey [35]. 

In addition, Richards and Hoxey [35] proposed a constant turbulent kinetic energy inlet 

profile, which contradicts experimental measurements. Consequently, [39] derived 

analytically variable inlet profile for turbulent kinetic energy that satisfy measurements, 

but without fully studying its effect on the used model. Accordingly, Parente et al. [40] 

modified the k-ε model to insure its consistency with the variable 𝑘 profile, and they 

proposed new implementation of wall function based on aerodynamic roughness to 

overcome the limitations of the sand-grain rough wall functions documented by 

Blocken et al. [38]. 

In this study we developed a tool capable of simulating wind flow and particles 

dispersion using the prognostic and diagnostic approaches. In the prognostic model, we 

used the SIMPLE algorithm with several turbulent closure schemes. We have 

implemented and tested the measures proposed by Richards and Hoxey, Yang et al., Gu 

et al. and Parente et al. [35, 39, 40] to obtain equilibrium between the k-ε turbulence 

model, inlet profiles and wall function. Also, we modified the k-ω turbulence model in a 

similar manner, and compared it with the modified k-ε model. We implemented two 

ways for modeling emissions, the first one using the Eulerian framework by solving a 

concentration transport equation, and the second one using the Lagrangian framework 

by using a particle method with core radius spreading for diffusion calculation. Wind 
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flow models are validated using CEDVAL A1-1 and CEDVAL B1 wind tunnel 

experiments while dispersion models are validated using CEDVAL A1-5 experiment. 

 
B. Mesh Generation 

We formulated a FORTRAN code to generate meshes automatically for cities, 

and we used it to generate a mesh for Beirut city. To use the code, you should provide it 

with a point cloud of the city’s terrain and buildings’ data files. According to user input, 

the code generates the buildings and terrain STL geometry files. Then, it uses 

terrainBlockMesher OpenFOAM utility [41, 42] to create the background mesh based 

on the generated “Terrain STL file”. After that, using the SnappyHexMesh OpenFOAM 

utility, it creates a semi-final mesh based on the back ground mesh and the buildings’ 

geometry file. Finally, it refines the grid around buildings and terrain to meet the 

required first near-wall boundary cell length for turbulence models. The code simplifies 

the process of meshing by writing all the required OpenFOAM utilities in a file where 

the user can specify all the details of the mesh. Also, we provide the code with the 

option to run in parallel to accelerate the process. 

For simple geometries and small domains, we generated meshes using 

blockMesh OpenFOAM utility by dividing the domain into a number of blocks. To ease 

this division, we wrote a MATLAB code that can write blockMeshDict based on simple 

user specifications. 

 
C. Wind Flow Models 

1. Diagnostic model 

The diagnostic model is an approximate but very fast model that works by 

interpolating the observed wind data in the domain, then attempts to have a divergence 
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free flow field while minimizing the change from the interpolated initial field. To 

interpolate the measured data, first we started by interpolating in the vertical direction 

using the power law scheme (Eq. (1)), then in the horizontal directions using the nearest 

few measurements weighted inversely by the square root of the distance (Eq. (2)) as  

 𝑢 𝑢
𝑍
𝑍

 ( 1 )

 

 

𝑉
∑ 𝑉

𝑟

∑ 1
𝑟

 (2)

 

In Eq. (1) u0 and u are the measured and the calculated velocities respectively, 

Z0 and Z are the altitudes of the measured and the calculated velocities, and p is an 

exponent obtained from the atmospheric stability conditions [41].  

Finding the final mass-conserving wind field, with the minimal change from initial field 

is done by solving an elliptic partial differential equation for a Lagrange multiplier λ 

(Eq. (3)) then updating the velocities according to the Euler–Lagrange equations (Eq. 

(4)) [3, 6]. 

 𝜕 𝜆
𝜕𝑥

𝜕 𝜆
𝜕𝑥

𝛼
𝛼

𝜕 𝜆
𝜕𝑥

2𝛼
𝜕𝑢
𝜕𝑥

 (3)

 

 
𝑢 𝑢

1
2𝛼

𝜕𝜆
𝜕𝑥

, 𝑢 𝑢
1

2𝛼
𝜕𝜆

𝜕𝑥
, 𝑢 𝑢

1
2𝛼

𝜕𝜆
𝜕𝑥

 (4)

 

There are two boundary conditions that used to solve the elliptic optimization 

equation with the diagnostic approach. These are the closed (Eq. (5)) and the flow 
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through boundary (Eq. (6)) conditions. The closed boundary condition is applied for 

terrain and buildings while the open or flow through boundary condition is applied for 

all other non-solid boundary patches. 

 𝜕𝜆
𝜕𝑛

0,
𝜕𝜆
𝜕𝑒

0, 𝑢 0 (5)

 

 𝜕𝜆
𝜕𝑒

0,
𝜕𝜆
𝜕𝑛

0, 𝜆 0 (6)

 
2. Prognostic model 

In our code, we used the SIMPLE algorithm with several standard turbulence 

closures to simulate the flow. To overcome the limitation and inaccuracy of standard 

turbulence models and sand grain rough wall functions, we implemented modifications 

to the standard k-ε model, derived similar modifications to the standard k-ω model, and 

implemented new rough wall functions suitable for ABL simulations.  

For homogenous, incompressible and stead flow, we can assume a constant pressure, 

zero vertical velocity, and constant shear stress. Thus, the two-dimensional forms of the 

momentum, turbulent kinetic energy, and turbulent dissipation rate equations become 

 
𝜇

𝜕𝑢
𝜕𝑧

𝜏 𝜌𝑢∗  (7)

  

 𝜕
𝜕𝑧

𝜇
𝜎

𝜕𝑘
𝜕𝑧

𝐺 𝜌𝜀 0 (8)

 

 𝜕
𝜕𝑧

𝜇
𝜎

𝜕𝜀
𝜕𝑧

𝐶 𝐺
𝜀
𝑘

𝐶 𝜌
𝜀
𝑘

0 (9)
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The production of turbulent kinetic energy is 𝐺 𝜇 𝜕𝑢/𝜕𝑧 , and the 

turbulent viscosity is 𝜇 𝜌𝐶 𝑘 /𝜀, where σk, σε, Cε1, Cε2 and Cμ are k-ε model 

parameters. ABL inlet profiles are generally fully developed, so to insure the 

consistency between them and turbulence models, Richards and Hoxey [35] developed 

a set of boundary conditions satisfying Eq. (7)-(9). The inlet boundary conditions are 

 
𝑢∗ 𝜅𝑈

𝑙𝑛
ℎ 𝑧

𝑧

 (10)

 

 
𝑢

𝑢∗

𝜅
𝑙𝑛

𝑧 𝑧
𝑧

 (11)

 

 
𝑘

𝑢∗

𝐶
 (12)

 

 
𝜀

𝑢∗

𝜅 𝑧 𝑧
 (13)

 

where 𝑧  is the surface roughness height, 𝜅 is the Von Karman constant, 𝑢∗ is the 

frictional velocity, and 𝑈  is a known velocity at reference height ℎ. Similarly, at walls 

 
𝑢∗

𝜅𝑈

𝑙𝑛
𝑧 𝑧

𝑧

 (14)

 

 𝜏 𝜌𝑢∗  (15)

 



 

 15

 
𝑘

𝑢∗

𝐶
 (16)

 

 
𝜀

𝐶 𝑘 𝑢∗

𝜅 𝑧 𝑧
 (17)

 

where 𝑈 , 𝑘  and 𝜀  are velocity, turbulent kinetic energy and turbulent dissipation rate 

values at boundary cell centroid. For the top patch, a constant shear stress 𝜏 𝜌𝑢∗  was 

recommended. The drawback of Richards and Hoxey [35] inlet profiles is that the 

constant 𝑘 inlet profile (Eq. (12)) contradicts with experimental data. To overcome this 

limitation, Yang et al. [39] mentioned that the turbulent kinetic energy increases with 

height and derived analytically its profile as 

 𝑘 𝑧 𝐶 ln 𝑧 𝑧 𝐶  (18)

 

where 𝐶  and 𝐶  are determined by curve fitting the experimental data. Yang et al. [39] 

argued that the new profile satisfies the 𝑘 equation for neutrally stratified flow, but they 

didn’t study the effect of non-constant 𝑘 profile on the momentum and 𝜀 equations. For  

that, Parente et al. [40] derived a modification to the k-ε model to enable using any non-

constant 𝑘 inlet profile. First, they proved that, for equilibrium between generation and 

dissipation of turbulence, Eq. (11)-(13) are the solution to Eq. (7)-(9) if the turbulent 

dissipation Prandtl number is given by 

 
𝜎

𝜅

𝐶 𝐶 𝐶
 (19)

 

The dissipation rate profile and the turbulence model parameter can be written as 
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𝜀 𝑧 𝐶 𝑘

𝑑𝑢
𝑑𝑧

, 𝐶 𝑧
𝑢∗

𝑘 𝑧
 (20)

 

Then, by substituting 𝐶 𝑧  and 𝑘 𝑧  in Eq. (8), the following additional source 

term appears: 

 
𝑆 𝑧

𝜌𝑢∗𝜅
𝜎

𝜕
𝜕𝑧

𝑧 𝑧
𝜕𝑘
𝜕𝑧

 (21)

 

This source term should be added to the turbulent kinetic energy equation to 

insure equilibrium between non-constant inlet profile and turbulence model. For non-

constant 𝐶 , instead of using Eq. (19) to calculate the 𝜎  at each time step, the constant 

𝜎  value can be maintained while adding the following source term to the 𝜀 equation: 

 
𝑆 𝑧

𝜌𝑢∗

𝑧 𝑧

𝐶 𝐶 𝐶

𝜅
1
𝜎

 (22)

 Further, Parente et al. [42] derived a new consistent inlet profile for turbulent kinetic 

energy based on the assumption of local equilibrium between dissipation and 

production of turbulence, as 

 𝑘 𝑧 𝐶 ln 𝑧 𝑧 𝐶  (23)

 

The difference between Eq. (18) and Eq. (23) is that the first one needs the 

additional source term in the turbulent kinetic energy equation (Eq. (821)) to force 

equilibrium while the second one is derived based on equilibrium condition from the 

beginning and doesn’t need any additional source. Both Yang et al. [39] and Parente et 

al. [42] proposed accurate profiles but requiring experimental data to fit the parameters 

𝐶  and 𝐶  in Eq. (18,23). This is not always available especially for full-scale 
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simulations. For this case, a semi-empirical alternative provided by Brost and 

Wyngaard [43] can be used. 

 〈𝑢′ 〉

𝑢∗
5 4

𝑧
ℎ

;
〈𝑣 〉

𝑣∗
2

𝑧
ℎ

;
〈𝑤 〉

𝑤∗
1.7

𝑧
ℎ

;   (24)

 

where ℎ is the ABL height, and it can be deduced for homogenous flow from Bechmann  

[44] relation: 

 ℎ𝑓

𝑢∗
0.33 (25)

 

Then, the variation of turbulence kinetic energy for typical Coriolis parameter  𝑓

10  is 

 
𝑘 𝑧

1
2

〈𝑢′〉 〈𝑣′〉 〈𝑤′〉
𝑢∗

2
8.7 6

𝑧
ℎ

 (26)

 

Similar to what’s done for the k-ε model, in this study we derived ABL k-ω 

model and boundary conditions appropriate for simulating ABL flows. First, we derived 

the 𝜔 inlet profile based on the velocity inlet profile proposed by Richards and Hoxey 

[35]. To relate 𝜔 and velocity, we substituted 𝜇 𝜌𝑘/𝜔 in Eq. (7) to get  

 
𝜔 𝜌

𝑘
𝜏

𝜕𝑢
𝜕𝑧

 (27)

 

For the case of homogenous ABL flow, turbulence generation 𝜏𝜕𝑢/𝜕𝑧  and 

dissipation 𝛽∗𝜌𝑘𝜔  are equal, then 

 
𝜏

𝜕𝑢
𝜕𝑧

𝛽∗𝜌𝑘𝜌
𝑘
𝜏

𝜕𝑢
𝜕𝑧

⇒ 𝑘
𝑢∗

𝛽∗
 (28)
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After that, we substituted 𝑘 and 𝜏 in Eq. (27) by 𝑢∗ / 𝛽∗  and 𝜌𝑢∗  respectively, 

and we used Eq. (11) to calculate 𝜕𝑢/𝜕𝑧. Then, the 𝜔 inlet profile function of known 

quantities become 

 
𝜔

𝑢∗

𝛽∗𝜅

1
𝑧 𝑧

 (29)

 

The 𝜔 transport equation should be consistent with the inlet profile which means that 

inlet 𝜔 profile should satisfy the 𝜔 equation. For two-dimensional, steady, 

incompressible, homogenous ABL flow, the 𝜔 equation can be reduced to 

 𝜕
𝜕𝑧

𝜇
𝜇
𝜎

𝜕𝜔
𝜕𝑧

𝛼
𝜔
𝑘

𝜏
𝜕𝑢
𝜕𝑧

𝛽𝜌𝜔 𝑆 0 (30)

 

The terms of Eq. (30) are given by 

 𝜕
𝜕𝑧

𝜇
𝜇
𝜎

𝜕𝜔
𝜕𝑧

𝜕
𝜕𝑧

𝜇
𝜎

𝜕𝜔
𝜕𝑧

𝜌𝑢∗

𝜎 𝛽∗

1
𝑧 𝑧

 

𝛼
𝜔
𝑘

𝜏
𝜕𝑢
𝜕𝑧

𝛼𝜌𝑢∗

𝜅 𝑧 𝑧
 

𝛽𝜌𝜔
𝛽𝜌𝑢∗

𝛽∗𝜅 𝑧 𝑧
 

(31)

 

By substituting the terms of Eq. (31) in Eq. (30) an extra source term for 𝜔 appears as 

 
𝑆

𝜌𝑢∗

𝑧 𝑧 𝛽∗

𝛽 𝛼𝛽∗

𝛽∗𝜅

1
𝜎

 (32)
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The source term in Eq. (32) should be added to the 𝜔 equation to insure 

consistency between inlet profile and model. At the top of the domain, a specified flux 

boundary condition for 𝜔 is used and is given by 

 
𝐹𝑙𝑢𝑥𝑇

𝜇
𝜎

𝜕𝜔
𝜕𝑧

 (33)

 

Using the 𝜔 inlet profile, the flux becomes 

 
𝐹𝑙𝑢𝑥𝑇

𝜌𝑢∗

𝛽∗𝜎 𝑧 𝑧
 (34)

 

ABL domains are generally divided into three regions that are the central region 

where objects are modeled explicitly and upstream and downstream regions where 

objects are modeled implicitly by taking their effect on flow as roughness. Usually for 

rough surfaces, a modified wall functions based on sand grain roughness are used 

 
𝑈

1
𝜅

𝑙𝑜𝑔 𝐸𝑦 ∆𝐵 (35)

 

where 𝑈 𝑢 𝑢∗/𝜏 /𝜌; 𝑦 𝜌𝑢∗𝑦 /𝜇; 𝐸 is an integration constant; and 𝑢∗ is the 

frictional velocity. ∆𝐵 represents the departure from smooth conditions, and it can be 

calculated according to Cebeci and Bradshaw [36] depending on sand grain roughness 

as 

∆𝐵 0 𝐾 2.25 

∆𝐵
1
𝜅

𝑙𝑜𝑔
𝐾 2.25

87.75
𝐶 𝐾 𝑠𝑖𝑛 0.4258 𝑙𝑜𝑔𝐾 0.811  

2.25 𝐾 90 

(36)
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∆𝐵
1
𝜅

𝑙𝑜𝑔 1 𝐶 𝐾 𝐾 90 

 

However, Blocken et al. [38] proved that using  𝐾 -type wall functions can’t achieve 

horizontally homogeneous ABL flow without some errors and mentioned some 

remedial measures to rectify errors. On the other hand, Parente et al. [40] developed a 

new wall function based on aerodynamic length to overcome  𝐾 -type wall functions 

limitations. Parente et al. [40] wall function is a reformulation of Richards and Hoxey 

[35] except that 𝐺 𝜏 /𝜌𝜅𝐶 . 𝑘 . 𝑧 𝑧  is calculated at cell centroid instead of 

integrating it over the first cell height length to avoid the well documented peak 

production of turbulent kinetic energy at the wall [45]. The new wall function preserve 

the universal from 𝑢 𝑢∗/𝜅 ln 𝐸 𝑧 , where 𝐸  and 𝑧  are defined as 

𝐸

⎩
⎪
⎨

⎪
⎧

 
 
 
 
 
 

𝐸 smooth 

𝑧

⎩
⎪
⎨

⎪
⎧

 

𝑧 𝑢∗

𝜈
 smooth 

(37)
𝜈

𝑧 𝑢∗ rough 
𝑧 𝑧 𝑢∗

𝜈
 rough 

 

The frictional velocity in Eq. (37) is variable and is calculated as 𝑢∗ 𝐶 . 𝑘 . . The 

new wall function formulation improves standard approach while preserving its 

flexibility. We altered between rough and smooth modes based on roughness properties 

of wall surfaces.  

The new k-ε formulation is valid when the ABL is undisturbed. Thus, in the 

building influence area where buildings are modeled using their real shapes, the 

standard model should be used. To detect the building influence area automatically, and 

to provide smooth transition and blending between the implicit and explicit regions, we 
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used a method based on the local deviation from the undisturbed ABL conditions [42]. 

The deviation can be calculated by pure or hybrid blending as shown in Table 1 [46]. 

Table 1 Calculation of the deviation for explicit-implicit blending 

Pure Blending Hybrid Blending 
Based on V Based on TKE V and TKE 

𝛿 𝑚𝑖𝑛
𝑢 𝑢

𝑢
, 1  𝛿 𝑚𝑖𝑛

𝑘 𝑘
𝑘

, 1  𝛿 𝑚𝑎𝑥 𝛿 , 𝛿  

 

The additional source terms of the 𝑘 and 𝜀 equations and the 𝐶𝜇 parameter are 

then weighted as a function of 𝛿 to allow smooth transition between explicit and 

implicit regions. Two formulations for the transition between the different flow regions 

are available, and they are the polynomial (Eq. (40)) and the sinusoidal functions (Eq. 

(41)). 

 ∅ ∅ 1 𝛿 ∅ ∅  (38)

 

 ∅ ∅ ∅ ∅ 1 0.5 1 𝑠𝑖𝑛 𝛿∗  

𝛿∗ 𝜋max 𝛿 0.5, 0.5  
(39)

 

In summary, consistent model for neutral stratification condition can be obtained 

by using Eq. (10) for the 𝑢 inlet profile, any of Eq. (12),(18),(23), or (26) for the 𝑘 inlet 

profile, Eq. (13) for the 𝜀 inlet profile when using the 𝑘 𝜀 model, and Eq. (29) for the 

𝜔 inlet profile when using the 𝑘 𝜔 model. The source term given by Eq. (21) should 

be added to the 𝑘 equation when using Eq. (18) or Eq. (23) as inlet profiles for 𝑘. The 

source term displayed in Eq. (22) should be added to the 𝜀 equation, and the source term 

in Eq. (32) should be added to the 𝜔 equation. The full set of inlet conditions and source 

terms are summarized in Table 2. Hybrid or pure blending can be used to calculate 𝛿, 
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and either Eq. (38) or Eq. (39) can be used to transit between implicit and explicit 

regions. Equation (37) can be used for wall functions instead of the standard rough wall 

functions. 

Table 2 Summary of inlet conditions and turbulence model additional source terms 

Variable Equation Additional Source 
𝑢 𝑧  Eqn. (10) 0 
𝑘 𝑧  a) Eqn. (12) 0 

b) Eqn. (18) Eqn. (21) 
c) Eqn. (23) 0 
d) Eqn. (26) Eqn. (21) 

𝜀 𝑧  Eqn. (13) Eqn. (22) 
𝜔 𝑧  Eqn. (29) Eqn. (32) 

 

 
D. Dispersion Models 

In the Lagrangian model, we represented pollutants or gases by group of 

particles to simulate their distribution in the domain. Particles’ dispersion and the 

concentration field are calculated by dividing the effects of advection and diffusion into 

separate passive steps. The position of each particle is calculated by solving the 

advection equation while the effect of the particle on the concentration field is 

calculated by the diffusion equation. 

We integrated the Lagrangian form of Newton’s second law applied on a particle to get 

the advection equation (Eq. (40)). 

 
𝑚

𝑑𝑼
𝑑𝑡

𝑭 𝑭 𝑭  

𝑚
𝑑𝑼
𝑑𝑡

1
2

𝜌 𝐶 𝑼 𝑼 𝑼 𝑼 𝐴 𝜌 𝜌 𝒈𝑉 𝑭  

(40)

 

Then, the sequence of events for advecting the particle is summarized as 

1. Calculate Reynolds number 𝑅  using 𝑼  from previous time step 
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𝑅

𝜌𝑑 𝑼 𝑼
𝜇

 (41)

 

2. Calculate the drag coefficient 𝐶  

 

 
𝐶

24
𝑅

1 0.15𝑅 .

0.44

𝑅 1000

𝑅 1000
 (42)

 

3. Solve the force balance to calculate 𝑼  after writing it in this form 

 

 𝑑𝑼
𝑑𝑡

𝜏 𝑼 𝑼 𝛼  (43)

 

4. Update the particle position by solving the trajectory equation 

 𝑑𝒙
𝑑𝑡

𝑼  

 

(44)

For solving the force balance and the trajectory equations the following schemes 

were implemented: the Euler implicit, the Euler explicit, the second order Runge-Kutta, 

the fourth order Runge-Kutta, and two trapezoidal numerical discretization schemes, 

and one analytical method based on the analytical solution of the force balance 

equation. 

To get the diffusion equation, Fick’s law of diffusion [47] was solved using the 

“product rule” for the case of a particle spreading in all directions without being 

restricted by boundaries [48]. The equation describes how a particle of mass 𝑀 deposit 
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at a point 𝑥 , 𝑦 , 𝑧  at time 𝑡 0 affects the concentration at point 𝑥, 𝑦, 𝑧 , and it can 

be written as  

𝐶 𝑥, 𝑦, 𝑧, 𝑡
𝑀

4𝜋𝑡 𝐷 𝐷 𝐷 /
exp

𝑥 𝑥
4𝐷 𝑡

𝑦 𝑦
4𝐷 𝑡

𝑧 𝑧
4𝐷 𝑡

 (45)

 

where 𝐷 , 𝐷  and 𝐷  are the diffusivities in 𝑥, 𝑦 and 𝑧 directions. If the diffusivity is 

isotropic, and by defining the core-radius to be 𝜎 4𝐷𝑡, the equation becomes 

 
𝐶 𝑥, 𝑦, 𝑧, 𝑡

𝑀
𝜋 / 𝜎

exp
𝑑

𝜎
 (46)

 

 
𝜎 𝜎 4𝐷𝑑𝑡 (47)

 

In simulations, concentration field is described by a number of particles, and the effect 

of all particles on each cell centroid is calculated by superposing the effects of particles 

according to 

 
𝐶 𝑥, 𝑦, 𝑧, 𝑡

𝑀
𝜋 / 𝜎 ,

exp
𝑑

𝜎 ,
 (48)

  

On the other hand, we calculated the concentration in the Eulerian model by solving the 

concentration transport equation that we discretized using the finite volume method.  

 𝜕𝑐
𝜕𝑡

∇. 𝐯𝑐 ∇. 𝐷∇𝑐 𝑆  (49)
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where 𝑐 is the concentration, 𝐯 is the wind velocity, 𝐷 is the effective diffusion 

coefficient, 𝑆  is the source term that can represent source or sink of concentration. The 

effective diffusivity 𝐷 is the sum of the molecular and eddy diffusivities, and the eddy 

diffusivity is defined by 

 𝐷
𝜈

𝑆𝑐
 (50)

where 𝑆𝑐  is the Schmidt number and it has an optimum value between 0.2 and 1.3 [49]. 
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CHAPTER II 

MODEL VALIDATION AND CONCLUSION 
 

A. Test Cases 

To validate the wind field model, first we simulated the CEDVAL A1 [50] wind 

tunnel experiment in the absence of obstacles to test the sustainability of ABL velocity 

and turbulence inlet profiles. The sustainability of the model is tested by showing that 

the inlet profiles are unchanged through an empty domain. Then, we simulated the flow 

and particles dispersion in the presence of a single building for CEDVAL A1 test case. 

After that, our model is further validated by simulating the more challenging CEDVAL 

B1 test case dealing with an array of buildings. 

 

1. CEDVAL A1 empty domain 

We carried out the numerical simulations for empty CEDVAL A1 domain using 

the k-ε and k-ω models, standard and modified wall functions, and the four different 𝑘 

inlet profiles listed in Table 2 to note differences between the cases. For inlet boundary 

conditions, we used the inlet profiles listed in Table 2 for 𝑢, 𝜀, and 𝜔. For the top patch 

and for the outlet section, we applied a retarding shear stress and a pressure outlet 

respectively as recommended by Richards and Hoxey [35]. The empty domain is 

simulated using a two-dimensional domain 4 m in length 1 m in height. The 

computational grid is uniform in the horizontal direction and stretched in the vertical 

direction such that the first cell height 𝑧  is 2.5e-3 m with a total number of 400  71 

cells. The aerodynamic roughness 𝑧  is set at 0.00075 m, and we calculated the 

equivalent sand grain roughness 𝐾  and the roughness constant 𝐶  for standard rough 
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wall functions based on the equations mentioned by Blocken et al.  [38] that we listed in 

Table 3. CEDVAL A1 domain is well described in terms of velocity and turbulent 

kinetic energy measurements that are used to calculate the model parameters listed in 

Table 3. 

Table 3 Velocity and turbulent kinetic energy model parameters 

𝑢∗ 0.347 𝑚𝑠  
𝑧  0.00075 𝑚 

𝐶 𝐸𝑧 /𝑧  𝐾 30𝑧  

Eqn. (18) parameters 
𝐶 0.0628 
𝐶  0.2186 

Eqn. (26) parameters 
𝐶  0.0579 
𝐶  0.4706 

 

2. Full scale empty domain 

The ability of the model with the new wall function formulation to maintain inlet 

profiles throughout an empty full-scale domain was tested by simulating the Silsoe cube 

test case [51]. The domain is 5000 m length by 500 m height. We used the blockMesh 

utility to create a 2D hexahedral grid that is uniform in the longitudinal direction and 

stretched vertically such that the first cell height is 1m. We used the same boundary 

conditions used in the wind tunnel empty domain test case, and we tested the model 

with the four TKE inlet profiles given in Eq. (12,18,23,26). Also, we used both the ABL 

𝑘 𝜀 and 𝑘 𝜔 models with the new wall function formulation. However, inlet profile 

is not a big deal in this test case since the aim here is only to test the sustainability and 

not to compare with experimental data. Thus, we used arbitrary parameters for TKE 

profiles when using Eqn. (18) and Eqn. (23). We got the velocity inlet profile from the 

blind test exercise data [51]. 
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Figure 1 CEDVAL test cases building geometry and dimensions 

 

3. CEDVAL A1 single building 

We simulated the CEDVAL A1 test case in the presence of single building using 

the k-ε ABL, k-ω ABL, and k-ω SST models to validate their abilities in solving and 

transitioning between homogenous and perturbed ABL flow. Then, we used the 

obtained flow fields to run the dispersion model and compare it with the concentration 

data of the experiment. The geometry of the building is shown in Figure 1, its length, 

height, and width are 100 mm, 125mm, and 150mm respectively. It has four sources of 

tracer gas that represent emissions from underground parking garage located near the 

ground in the leeward direction of the building. The center of the bottom face of the 

building is taken to be the origin of the Cartesian system, x-axis is pointing downstream 

and z-axis is pointing upward. The wind direction is in the longitudinal direction of the 

grid, and it creates a symmetrical wind field with respect to the 𝑦 0  plane, so only 

half the domain is considered as shown in Figure 2b. The inlet and outlet of the domain 

are located 1m upstream and 3m downstream of the building’s center respectively. We 
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generated two hexahedral meshes one for k-ε ABL and k-ω ABL models, and the other 

for k-ω SST model using the OpenFoam blockMesh utility. The domain was divided 

into several blocks where each of them has its number of divisions and expansion ratio. 

This helped in obtaining acceptable number of cells while ensuring that near-wall cell 

length is small enough. 

For the k-ε ABL and k-ω ABL models we used the new wall function formulation 

(Eq. (37)) with first near wall cell length equal to 7e-4 m and a mesh of 2.2 million 

cells. For the inlet patch we used Eq. (10) for u, Eq. (23) for k, Eq. (13) for ε when using 

the k-ε ABL model, and Eq. (29) for ω when using the k-ω ABL model. For the top patch 

we used a retarding shear stress, for the y=0 plane we applied symmetry boundary 

condition, for the side patch we applied wall-slip condition, and for the outlet patch we 

specified the pressure. We used the sinusoidal blending function (Eq. 39) with 𝛼=4 and 

deviation being calculated according to velocity to blend between explicit and implicit 

regions. For the k-ω SST model, we solved all the way to the wall without using wall 

functions, so we used a finer mesh that has six million cells with the first near wall cell 

length equal to 5e-5 m. For the inlet patch, we used Eq. (10) for u, Eq. (12) for k, and 

Eq. (29) for ω. At the walls we specified 𝑢 0, 𝑘 0, 𝑎𝑛𝑑 𝜔 60𝜐/0.075𝑦 , and for 

the rest of the patches we used the same boundary conditions used for the k-ε ABL and 

k-ω ABL simulations. Measurements of wind flow are available within two sampling 

planes: 𝑦 0 603 points  and 𝑧 0.035𝑚 643 points , and they are published in 

the CEDVAL A1-1 data base. For the gas source inlets, we specified the values as 

follows 

 
𝑢 0.024; 𝑘 1.5 𝑢𝑙

𝜀 𝐶 . 𝑘 . /𝑙; 𝜔 𝑘 . / 𝐶 . 𝑙
𝑙 0.075𝑙

 ( 51 )
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Concentration measurements are available on six planes: 𝑥 0.051𝑚, 𝑦 0, 𝑦

0.06𝑚, 𝑦 0.076𝑚, 𝑧 0.01𝑚, and 𝑧 0.035𝑚, and they are published in 

CEDVAL A1_5 data in dimensionless form 

 𝑘
𝐶
𝐶

𝑢 𝐻
𝑄

 ( 52 )

where Csource is the tracer gas concentration at the source, 𝑢  is the reference speed at 

the reference height 0.66m, 𝐻 is the building height, and 𝑄  is the flow rate of the 

tracer gas at the source. 

Choosing inputs for the Lagrangian model is of vital importance to obtain a 

correct solution. For that, we chose small enough initial core-radii to describe sources 

shapes accurately, big enough number of particles per source to insure special 

smoothness of concentration field, small enough time step size to insure semi continues 

particles trajectories and concentration field by considering the core-radii and the 

velocities of particles, and big enough number of time steps to insure that all the 

particles emitted at the beginning of the simulation passed out the domain. Accordingly, 

we chose the particles’ core-radii to be equal to 5e-4m with 700 particles per source, 

and a time step size equal to 2.5e-4s with 6000 time steps. We used the fourth order 

Runge-Kutta scheme for advection, and a Schmidt number Sct = 0.4 for eddy diffusion 

calculation. We assumed perfect reflection for particles when hitting walls or symmetry 

patches. The buildings and ground are considered walls, the y=0 plane is considered 

symmetry, and all other boundaries are considered opened boundaries in the Lagrangian 

model. 
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4. CEDVAL B1 array of buildings 

We simulated the flow around an array of buildings to validate our model over 

more complex geometry. The buildings have the same geometry of the CEDVAL A1 

building test case, and they are seven in the longitudinal direction by three in the 

transverse direction as shown in Figure 2-b. The center of the bottom face of the blue 

building is the origin of the domain, the z-axis points upward and the x-axis in the wind 

direction. The inlet of the domain is located 1.85m upstream of this building or 1m 

upstream of the first building in the array, and the outlet of the domain is located 4.45m 

downstream of the blue building. The dimensions of the domain are the same as the 

wind tunnel dimensions and they are 1m high and 1.5m wide. Similar to what’s done 

for the single building case, we generated hexahedral mesh using blockMesh 

OpenFoam utility based on dividing the domain into several blocks. The near-wall cells 

heights are 7e-4 m, the resolution near building influence area is 5e-3m, and the total 

number of cells is 3.5 million cells. We simulated the case using both k-ε ABL and k-ω 

ABL models with the same boundary conditions used for the single building case. 

 

Figure 2 Test Cases CEDVAL A1 (a) and CEDVAL B1 (b) domains 

 

B. Validation Metrics 

We quantified the agreement between model and measured results based on the 

metrics recommended by the COST guideline that are accepted for our work [52]. We 
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used the hit rate, FAC2, MG metrics for the velocity components and the FAC2, FB, 

and MG metrics for the concentration. The hit rate expression is as follows: 

 
𝑞

1
𝑛

𝑁  ( 53 )

with 

 
𝑁 1 if

𝑃 𝐸
𝐸

𝛿 𝑜𝑟 |𝑃 𝐸 | 𝛿

0 𝑒𝑙𝑠𝑒
 (54)

 

Where 𝑞 is the hit rate, 𝑛 is the number of measurement points, and 𝑃  is the 

predicted value of the experimental value 𝐸  at a location 𝑖. 𝛿  is the relative uncertainty 

and it describes the allowed fractional deviation. It is the sum of the allowed 

imprecision of simulation results and the reproducibility of wind tunnel measurements, 

and its value is 0.25 for our case. 𝛿  is the repeatability, and it represent the allowed 

absolute deviation. 𝛿  is 0.06 for the velocity components [53-55], whereas for 

normalized concentration 𝑘, it is given as a function of its measured value by the power 

law 1.09𝑘 .  with additional criteria, 𝑘 of 0.083 to avoid zero value near 𝑘 equal zero 

[56]. 

FAC2 is similar to hit rate and it is the ratio of CFD predictions that are within a 

factor of two of the experimental data. It is defined as 

 
FAC2

1
𝑛

𝑁 55

with 
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𝑁
1 𝑖𝑓 0.5

𝑃
𝑁

2.0

1 𝑖𝑓 𝑃 𝛿 𝑎𝑛𝑑 𝐸 𝛿
0 𝑒𝑙𝑠𝑒

56

 

The geometric mean bias (MG) represents systematic errors by measuring the 

mean bias logarithmically, so it can be used for vectors and scalars and it is given by 

 𝑀𝐺 exp ln𝐸 ln𝑃 57

with 

 𝐸 max 𝛿 , 𝐸 and 𝑃 max 𝛿 , 𝑃 58

 

To decide whether the model is accepted or not according to the validation 

metrics, limits should be specified. The German VDI guideline [55] requires 𝑞 0.66 

for all velocity components. Several studies used FAC2 0.5 and 0.7 𝑀𝐺 1.3 

[53, 57]. 
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C. Results 

1. CEDVAL A1 empty domain 

 

Figure 3 Comparison of experimental data with different inlet conditions for turbulent 
kinetic energy given by (a) Eqn. (12), (b) Eqn. (18), (c) Eqn. (23), and (d) Eqn. (26) 

Figure 3 shows a comparison between turbulent kinetic energy inlet profiles and 

the experimental data available at the inlet. Constant profile (a) (Eq. (12)) doesn’t 

describe the experimental data while the variable profiles (b) (Eq. (18)) and (c) (Eq. 

(23)) shows the best fit. However, the profiles (b) and (c) require experimental data to 

calculate their fitting parameters C1 and C2, so it is accepted to use profile (d) (Eq. 26) 

when there is no available data at inlet since this profile is also close to experimental 

data. 

Figure 4 shows turbulent kinetic energy, velocity, turbulence dissipation rate, and 

the specific turbulence dissipation profiles at inlet and outlet sections for 16 empty 

domain simulations. We tested in the simulations the use of the different turbulent 

kinetic energy inlet profiles listed in Table 2 (Eq. (12), (18), (23), and (26)), the use of 
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standard 𝑘  type (Eq. (35)) and modified ABL wall functions (Eq. (37)), and the use of 

modified k-ε and k-ω ABL models. For a homogenous ABL flow, it is not the intention 

to test the development of flow variables. Thus, for empty domain, the best approach is 

the one that maintain inlet profiles at the outlet section. Although we used the 

recommended value for 𝐶 𝐸𝑧 /𝑧  when using the standard wall function, it only 

helped in maintaining the velocity, the dissipation, and the specific dissipation profiles, 

but error still occur in the turbulent kinetic energy profile. The use of standard wall 

function with the k-ε ABL model result in overestimating TKE when using profile (a) 

for TKE, and underestimation near the wall when using profiles (b), (c) and (d). Also, 

when using the standard wall function with the k-ω ABL model it results in 

underestimating TKE when using profiles (b), (c) and (d) for TKE. However, the use of 

the new wall function formulation that is based on aerodynamic roughness, solved this 

issue and maintained all flow variables. Thus, any of the 4 turbulent kinetic energy 

profiles can be used with the k-ε or k-ω ABL models on condition that they are used 

with the new wall function formulation and all flow variables will be maintained 

through the domain. 
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Figure 4 Inlet and outlet turbulent kinetic energy, velocity, and turbulence dissipation 
rate profiles when applying different inlet conditions for turbulent kinetic energy given 
by (a) Eqn. (12), (b) Eqn. (18), (c) Eqn. (23), and (d) Eqn. (26), and using the standard 

and ABL wall function formulation 
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2. Full scale empty domain 

 

Figure 5 Inlet and outlet turbulent kinetic energy, velocity, turbulence dissipation rate, 
and specific dissipation profiles when applying different inlet conditions for turbulent 
kinetic energy given by (a) Eqn. (12), (b) Eqn. (18), (c) Eqn. (23), and (d) Eqn. (26) 

Figure 4 shows inlet and outlet profiles for the turbulent kinetic energy, the 

velocity, the turbulent dissipation rate, and specific dissipation for the full-scale empty 

domain case when using the modified k-ε and the k-ω model with the four turbulent 

kinetic energy profiles given by Eqns. (12,18,23,26). Similar to the CEDVAL A1 test 

case, we concluded that the modified k-ε and the k-ω model with the new wall function 

formulation can be successfully used to simulate ABL flow while maintaining the inlet 

profiles in the absence of obstacles for full scale domains. 
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3. CEDVAL A1 single building 

 

Figure 6 Blending factor for the case of single building when using k-ε model (a) and k-
ω model (b) at the symmetry plane 

 

Figure 7 Cμ for the case of single building when using k-ε model (a) and k-ω model (b) 
at the symmetry plane 

Figure 6.a and Figure 6.b shows contour plots for the blending factor at the 

symmetry plane using the k-ε and k-ω models respectively. We can note from the figure 

that the building influence area for both cases is not a spherical shape around the 

building as the old models that are based on prescribing this area were assuming. Also, 

we can notice that this method works better with the k-ω model than with the k-ε model 

since blending factor in Figure 6.a show high values in a region far from the building. 
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Figure 7.a and Figure 7.b shows contour plots for Cμ at the symmetry plane using the k-

ε and k-ω models respectively. The values of Cμ are in line with the blending factor 

values. This give a sign that the method is working properly since the values of Cμ are 

in-between ABL model value and the standard value based on the blending factor, 

blending parameter and blending equation used.  

 

Figure 8 and Figure 9 show a comparison between experimental and numerical 

velocity and turbulent kinetic energy profiles at different locations in the domain using 

the k-ε, k-ω and k-ω SST models. We can notice from the figures that the velocity and 

turbulent kinetic energy profiles using k-ε and k-ω models are closer to the experimental 

measurements than the ones using the k-ω SST. This shows the advantage of using the 

new k-ε and k-ω models settings that are using a variable turbulent kinetic energy inlet 

profiles, rough wall functions based on aerodynamic roughness on rough surfaces, 

variable turbulent kinetic energy inlet profiles and automatic blending functions for 

building influence area detection with a modified models outside this area. 
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Figure 8 Comparison of experimental data and CFD simulations results for u-velocity 
components at different x positions in the y=0 plane 
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Figure 9 Comparison of experimental data and CFD simulations results for turbulent 
kinetic energy at different x positions in the y=0 plane 

Table 4, Table 5 and Table 6 shows the validation metrics for normalized velocity 

components using the k-ε, k-ω and k-ω SST models respectively. According to these 

tables, the three models succeed in simulating the flow, however the k-ω model have 

the best metrics, then the k-ε model comes after it, and it is slightly better than the k-ω 

SST model. These results insures the results concluded from the velocity and turbulent 

kinetic energy profiles. 

Table 4 Summary of velocity validation metrics when using k-ε model for single 
building case 

Parameter 𝑢/𝑢 𝑣/𝑢 𝑤/𝑢
Hit rate ( 0.66) 0.6665 0.7636 0.9303 
FAC2 0.5 0.8443 0.9175 0.9850 
MG 0.7 1.3  1.2094 0.9236 0.9754 
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Table 5 Summary of velocity validation metrics when using k-ω model for single 
building case 

Parameter 𝑢/𝑢 𝑣/𝑢 𝑤/𝑢
Hit rate ( 0.66) 0.7199 0.8709 0.9452 
FAC2 0.5  0.8788 0.9626 0.9801 
MG 0.7 1.3  1.1941 0.9576 1.0074 

 

Table 6 Summary of velocity validation metrics when using k-ωSST model for single 
building case 

Parameter 𝑢/𝑢 𝑣/𝑢 𝑤/𝑢
Hit rate ( 0.66) 0.6773 0.7309 0.7993 
FAC2 0.5  0.8515 0.9191 0.9038 
MG 0.7 1.3  1.2264 0.9543 0.9147 

 

 

Figure 10 Velocity magnitude for the case of single building when using (a) the k- ε 
model, (b) the k- ω model and (c) the k- ω SST model. 

Although the k-ε and the k-ω models were better in simulating the flow, the k-ω 

SST model was better than both of them when simulating the dispersion of gas. 

According to Table 7, the k-ε with Eulerian model for concentration failed in the FAC2 
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and MG validation tests while the k-ω barely succeeded in the FAC2 test, but also failed 

in the MG validation test knowing the criteria for quality assurance are FAC2 ≥ 0.5 and 

0.7 ≤ MG ≤ 1.3. On the other hand, the use k-ω SST with both Eulerian and Lagrangian 

concentration models succeed in both the FAC2 and MG validation tests with close 

FAC2 values. However, MG metric shows a positive bias when using the Eulerian 

model and a negative bias when using the Lagrangian model, and this will be explained 

through the discussion. 

We used the k-ω SST model by solving all the way to the wall; for this, the mesh 

for k-ω SST near walls is much finer than that for the k-ε and k-ω models that were used 

with wall functions. This makes the k-ω SST model superior to other models in 

predicting the velocity field in this region even though other models show better 

validation metrics in the domain as a whole. At the same time, the gas sources are from 

the bottom of the building, so they are largely affected by the velocity field near walls, 

and this may be the cause why k-ω SST model succeed in predicting concentration field 

unlike other models.  

Figure 11 shows the vector field when using the k-ε, k- ω and k- ω SST models on 

z=0.035m and y=0 planes, and Figure 10 shows the velocity magnitude when using the 

three models. Although velocity magnitudes look close, the velocity vectors plot differ 

from one model to other. Two parameters are important when comparing velocity 

vectors in the building influence area that are the wake recirculation length (LW) and the 

rooftop reattachment length (LR). The rooftop reattachment length appears in the y=0 

xz-plane in Figure 11, and it represents the length that the fluid takes to reattach to the 

ABL flow upcoming over the building. Where the wake recirculation length is the 

length of recirculation in the leeward side of the building. We can see different sizes of 
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(LR) and (LW) lengths and different recirculation shapes between the used models and 

this have a significant effect on how the gas is advected.  

This effect is noticed in Figure 12 that present the normalized concentration field 

using different models. In Figure 12.a where the k-ε with Eulerian concentration model 

is used, the biggest portion of the gas is advected to the windward side of the building 

before it recirculates and continues in the ABL flow direction. In Figure 12.b where the 

k-ω with Eulerian concentration model is used, the flow looks more diffusive since 

concentration don’t follow strictly the wind field but it spreads around it. On the other 

hand, Figure 12.c that represents the concentration obtained by simulating flow using k-

ωSST with Eulerian concentration model shows better results if we compared its shape 

with the experimental field shape that is available in the CEDVAL A1_5 data [50]. 

However, the k-ωSST with Lagrangian concentration model doesn’t show an exact 

concentration distribution although it passed all the validation metrics.  

Figure 13 investigates the difference between the Eulerian and Lagrangian models 

when dispersing a small group of particles and explains why the Lagrangian model 

results in an inaccurate contour plot for concentration. In Figure 13, when using the 

Eulerian model, the gas is diffused then the velocity field separates a group of particles 

from the bulk flow. Differently, when using the Lagrangian model the gas is diffused 

but the velocity field didn’t separate the gas because all particles in this gas volume are 

represented by one particle and they are being advected by one velocity equal to the 

velocity of its center. Even if this volume was represented by more particles, all of them 

will follow similar trajectories because they will be initially very close to each other. 

By referring to Figure 14 that shows the Lagrangian particles positions and core-

radii, we can note that the particles are stuck in the recirculation zone for several loops 
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before they are out of the building influence area. Thus, the particle becomes totally 

diffused when it is out of this area, and its effect on the concentration field becomes 

very small. The diffusion can be noted from the particles’ core-radii values far from the 

building that are significantly larger than that near the building. A larger core-radius 

means that the mass of the particle is spread in a larger volume which results in a less 

effect on the concentration field and vise-versa. 

Thus, when using the Lagrangian model, the concentration field follows strictly 

the particles’ trajectories, and the high concentration appears at the beginning of these 

trajectories that are around the building. At the same time, CEDVAL A1_5 available 

experimental data are mostly near the building, and this explains why the Lagrangian 

MG metric has a negative bias that is an indicator that the predicted values are higher 

than the experimental ones. 

Table 7 Summary of validation metrics for normalized concentration in the single 
building case when using different approaches 

Flow Model k-ε  k-ω k-ω SST k-ω SST 
Concentration model Eulerian Eulerian Eulerian Lagrangian 
FAC2 0.5  0.40309 0.50081 0.68811 0.67345 
MG 0.7 1.3  0.40530 0.50230 1.19330 0.88460 
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Figure 11 Velocity vector plots of k-ε, k- ω and k- ω SST models on z=0.035m and y=0 
planes 

 

Figure 12 Normalized concentration for the case of single building when using (a) k- ε 
model with Eulerian concentration solver, (b) k- ω model with Eulerian concentration 
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solver, (c) k- ω SST model with Eulerian concentration solver and (d) k- ω SST model 
with Lagrangian concentration solver 

 

Figure 13 Comparison between Eulerian and Lagrangian models in dispersing group of 
particles 

 



 

 48

 

Figure 14 Lagrangian representation of particles distribution and core-radii values 

 

4. CEDVAL B1 array of buildings 

Table 8 shows the validation metrics for the velocity components when using the 

modified k-ε model with the aerodynamic rough wall functions for the array of 

buildings case. The table indicates that this model succeed in the Hit rate, FAC2, and 

MG validation tests with a very good results. Figure 15 and Figure 16 represent a 

comparison between the numerical and experimental normalized velocity and turbulent 

kinetic energy profiles respectively at different locations in the domain. Both profiles 

shows conformation between the numerical and the experimental data, and this agrees 

with the validation metric results. Figure 17 that represent the blending factor contour 

plot show that using this model, the building influence area is detected correctly. From 

this simulation, we can conclude that the modified turbulence model can be confidently 

used to model wind flow for the cases where we have more than one building in the 

domain. 
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Table 8 Summary of velocity validation metrics when using k- ε model for array of 
buildings case 

Parameter 𝑢/𝑢 𝑣/𝑢 𝑤/𝑢
Hit rate ( 0.66) 0.8169 0.6779 0.7199 
FAC2 0.5  0.9338 0.9915 0.7500 
MG 0.7 1.3  1.0882 1.0000 1.1894 

 

 

Figure 15 Comparison of experimental data and CFD simulation results for u-velocity 
components at different positions 
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Figure 16 Comparison of experimental data and CFD simulation results for turbulent 
kinetic energy at different positions 

 

Figure 17 Blending factor for the array of buildings case when using k-ε model 

 

D. Conclusion 

In this study, we created a tool for simulating wind flow and pollutant 

concentration in urban areas. We implemented the diagnostic model that can be used to 

get approximate but quick results and the prognostic model that is based on the CFD 

approach with several turbulence closure schemes. To obtain consistency between 

turbulence model, wall function, and inlet conditions, we used a modification on the k-ε 

model that enables maintaining the inflow conditions through an empty domain for any 

inlet turbulent kinetic energy profile by adding source terms to the turbulent kinetic 
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energy and dissipation rate equations. Also, we derived the modifications needed for the 

k-ω model for the same purpose. Besides, we used a novel approach for wall function 

based on aerodynamic roughness to overcome the limitations of the sand-grain rough 

wall functions and to have more flexibility in terms of near wall cell sizes and mesh 

generation. We simulated the flow in empty domain using the standard and the modified 

wall functions for different turbulent kinetic energy inlet profiles, and we found that the 

new wall function formulation can maintain inlet conditions when using the k-ε or k-ω 

model. Then, numerical simulations for wind field and particles dispersion are 

performed for the case of single building using the k-ε, k-ω and k-ω SST model, and for 

wind field for the case of array of buildings using the k-ε model. The simulation results 

are rigorously tested by statistical validation metrics using extensive data. Accordingly, 

we found that k-ε and k-ω models can be used to model flow fields, but failed in 

modeling pollutant dispersion for the case were the source of pollutant is in the leeward 

side of the building. Whereas, the k-ω SST model that outperforms the k-ε and k-ω 

models succeed in modeling particles dispersion and wind flow. By comparing the 

Lagrangian and Eulerian models for simulating gas distribution we can conclude that 

the use of the particle method with core-radius spreading for diffusion is a good choice 

as long as the velocity field in the volume that a particle represents is not of a high 

gradient. A new method can be developed to overcome this limitation based on 

separating a particle to a group of particles when the value of gradient inside particle 

volume is high. 
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