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An Abstract of the Thesis of

Yorgo Toni Zoughby for Master of Science
Major: Computer Science

Title: AI System in the Real World: Capture Children Food Exposure Using
Wearable Cameras

Children’s dietary habits are influenced by complex factors. Identifying
community-level influencers and measuring their e↵ect is traditionally based on
self-reported data and prone to measurement error. In addition, researchers are
usually unable to accurately capture chiddren’s dietary habits and food exposure
using traditional surveying techniques. We propose to develop a culturally accept-
able AI based data collection system that objectively captures school-children’s
exposure to food items, food ads, markets, etc... We engaged students, parents
and school sta↵ in a user-centered study for the food exposure design of school
children through a feasible model in Beirut and Tunis. Findings suggest that
wearable cameras are suitable when used for a limited period (24 hours max).
Nonetheless, some ethical challenges were raised related to privacy, confidentiality
and anonymity along with suggestions and solutions on how to address them with
technology in a scientific objective manner and how to make such an AI system
acceptable so that it can be used in similar research studies. We also survey a list
of the most popular wearable cameras, and present their pros and cons. We train
a machine learning model for automatically detecting food-exposure images and
blurring faces that will be automatically captured by wearable cameras. This
report also discuss how we automatically collected from the Web the training
dataset for training such an ML model and how we managed to overcome any
possible bias in our model and report on its performance. Furthermore, we ex-
plain and expose the software tool that packs the AI system that we developed
and we showcase its simple-to-use interface and we report on its throughput, ef-
ficiency and hardware requirement. Finally, we discuss how we deployed this AI
based system in the real world in a real study and we provide a high level of
analysis on the collected data from the real world.
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Chapter 1

Introduction

The last two decades have been marked by substantial dietary and lifestyle
changes in the Arab region, where the prevalence of overweight and obesity
among children is estimated to have doubled during this period [15,16]. Greater
Beirut area, in Lebanon and Greater Tunis, in Tunisia are two urban agglomera-
tions located in middle-income countries where estimates of childhood overweight
match those of high-income countries, reaching about 30% in Lebanon and 20%
in Tunisia [16].

Assessment of factors influencing food choices among children and adoles-
cents is challenging, and is usually based on self-reported data, which are prone
to measurement error [36–38]. Considering the multiplicity of factors influencing
food choices, innovative tools are needed to better assess these among children.
A review highlights the gap in studies assessing the impact of children’s usual
trajectories to and from schools on their actual exposure to obesogenic environ-
ments [39]. These trajectories include exposures within a child’s immediate en-
vironment, most commonly; home, school, and the neighborhoods around them.
The multifactorial nature of food choice drivers necessitates the use of innovative
tools that foster a ‘people-based’ approach to measuring these exposures [39].
Technology-based tools enable an objective and comprehensive measurement of
children’s nutrition-related behaviors and experiences around food [37, 40, 41].
These include factors in the child’s environment such as setting, social interactions
and media exposure [40]. Digital technologies are also favored over traditional
data collection tools since they focus on children’s individual lived experience and
engage younger participants in documenting their own behavior, which may also
lead to more accurate and representative data on their food experiences [41, 43].
These technologies have been positively received by younger participants, and are
considered to be feasible and acceptable [38, 40, 41, 44].

Evidence suggests that children’s dietary habits are established early in life
and continue into adolescence and beyond [21, 22]. Children’s food choices are
influenced by school, family and community environments but food exposures in
these environments are di�cult to capture [3–6]. In order to quantify children’s
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exposures to such factors, innovative tools such as wearable cameras can be used.
These cameras can continuously capture videos for long periods or capture images
every few seconds. The captured footage acts as a recorded diary of what the the
child wearing the camera is being exposed to. Since the amount of footage can
be arbitrarily large, and only a small percentage corresponds to food exposure
related footage, machine learning can be employed to identify only images (or
video frames) corresponding to food exposure. These include images of food items
but also food advertisement, food markets, etc. Once such food exposure related
images are identified, they can be further studied to assess how healthy the child’s
diet is, what type of food advertisement the child is exposed to, what food items
the child is exposed to in markets or at home, etc..., as well as the measurement
of the association with children’s nutritional status and health outcomes.

This study includes multiple components and employs a mix of research meth-
ods, including standard surveys, checklists, a choice experiment in the form of a
game on a tablet, and micronutrient assessment from a finger-stick. Additionally,
an informative phase has guided the development of an acceptable data collec-
tion model that documents children’s immediate surroundings, objectively and
comprehensively. Children will wear cameras that automatically capture images
of their exposure to the obesogenic environment on their trajectories to and from
school, with various technological safeguards in place to minimize exposure to
risks.

To assess the acceptability of using wearable cameras to capture food expo-
sure among school children, we conduct a user study involving school children
(aged 10-12y), parents and school sta↵ in twelve interactive workshops in two
di↵erent urban cities, namely Beirut and Tunis. These workshops included dis-
cussions, mind-mapping and storyboarding to identify challenges associated with
wearable cameras and to inform the design of a device that meets the cultural
and ethical requirements specified. Discussions were audio-recorded, transcribed
and analyzed thematically along with the mind-maps and storyboards. Com-
monly reported challenges were: invading children’s and third-parties’ privacy;
distracting school-students; and obtaining biased data. Safety issues related to
photo-capture in public (third-party questioning/aggression) only emerged in Tu-
nis since Lebanese parents stated that children were rarely unsupervised in public.
To overcome these challenges, participants suggested wearable cameras capturing
exposures automatically, for a short period. Two rounds of image-filtering were
proposed to safeguard privacy: automated selection of images with food expo-
sures, followed by parental manual screening. To protect anonymity, participants
suggested automated blurring of faces.

We also survey a list of wearable cameras currently available online and high-
light their pros and cons. To do this, we started by identifying which cameras
have been used in similar other studies and found out that most of these cameras
are currently out of stock. We then surveyed the most recommended wearable
cameras that are nowadays used for life logging purposes and we were able to
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identify a set of these cameras. We ordered a sample of these cameras and exper-
imented with them. We will be providing an in depth survey of all the cameras
that were tested by the research team and we will highlight the pros and cons of
each one.

In addition, we build a machine learning model for automatic detection of
images related to food exposure. To train such a model, we crawled a dataset
consisting of 700,000+ images from the Web. We used an open source web
crawler that uses Google and Bing search queries to collect the images. The
images in our dataset are automatically labeled based on the search query that
returned each image. We then applied some filtering and pre-processing on the
constructed dataset such as removing any duplicates, or watermarked or low
resolution images. This in turn reduced the number of data instances in the
dataset to approximately 500,000 images. Also, we did some dataset analysis
and made sure that the dataset is representative and will not lead to a biased
food exposure detection model. After building the dataset, we trained a series of
deep learning models based on the constructed dataset to automatically detect
images related to food exposure and blur faces in these images if they do exist.

Finally, We developed a AI based software tool which basically contains the
food exposure and the face blurring models and handle the data transfer from the
cameras to a computer used by the researchers where the tool will automatically
filter the data and delete the images without food exposure and blur all the faces
that appears in the food exposure images. This AI based software tool will be
used in the real world by scientist and was designed with a set of specifications
and requirements that makes the usage of a wearable camera for 1 day widely
acceptable by schools children and their parents since the time frame is short and
the data is guaranteed to remain private and anonymous. This research tool is
one of the major contributions of this thesis project along side all the work that
has been conducted to be able to design and develop this tool as well as the real
field study that was conducted in the real world.

The contributions made in this thesis can be summarized as follows:

1. Design a qualitative Human-Centered study for acceptable AI among school
children to capture food exposure and highlight the associated ethical chal-
lenges and solutions to such challenges and report on the following:

Approach of the study

findings of the study and the acceptable system settings

2. Design and develop a system for data collection in real-world taking into
consideration all of the below:

Incorporation of acceptable AI requirements

Guarantee a safe usage of technology
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Secure data collection and data transfer

Assure reliable prediction by the ML model

Minimize system cost and optimize system performance and through-
put

3. Train an AI Model for recognition of food exposure

4. Build an annotated dataset that can be used to train a binary classifier to
detect images related to food exposure. The dataset has the following info:

2 main classes of images: food exposure and non food exposure

More than 500,000 images in total equally split among the 2 classes

All images have a resolution of 224x224 suitable for most state of the
art convolutional neural networks

This dataset will be made publicly available in the future

5. Survey most popular wearable cameras and detail their pros and cons and
propose a list of requirements that a wearable camera should have to be
used in similar studies.

6. Investigate the presence of socio-economic, gender, food types and food
healthiness biases in our dataset and trained ML models.

7. Conduct a real user study and deploy the AI based tool in the real world
and collect a big amount of data (photos) from schools in Tunisia.

This report is organized as follows. In section 2, we review related work.
Section 3 describes our user study for assessing the acceptability of using wearable
cameras and deploying an AI based system among school children. Section 4
describes our survey of currently available wearable cameras and what are the
specifications that makes using a wearable camera in a similar study acceptable
and feasible. Section 5 describes the dataset construction, preprocessing and
labeling process as well as how we managed to elimiate socio-economic and food
types and healthiness biases while building the dataset. In section 6, we describe
the machine learning model we built to capture food exposure as well as how
we blurred the faces and we report their performance, accuracy, throughput,
e�ciency and other metrics. In section 7, we describe the data collection process
and the AI based software tool that was developed to make this process e↵ective,
confidential, safe and private. In section 8, we describe how we deployed the
AI system in the real world and we report on the real world acceptability of this
system. We also provide some analysis and insights on the data that we managed
to collect in this study using this AI system. Finally, we conclude and provide
future directions in section 9.
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Chapter 2

Literature Review

In this section, we review related work on using technology to capture children’s
food exposure. In addition, we review related work on using machine learning in
the context of food applications.

2.1 Usage of Technology to Capture Food Ex-
posure

Assessment of factors influencing food choices among children and adolescents
is challenging, and is usually based on self-reported data, which are prone to
measurement error [38]. Considering the multiplicity of factors influencing food
choices, innovative tools are needed to better assess these among children. Technology-
based interventions show promise in engaging schoolchildren in collecting data,
which may also lead to more accurate and representative data [38]. As the pop-
ularity and use of mobile technologies and video gaming platforms increases,
opportunities arise to use these resources to collect data on variables that a↵ect
food choice, dietary intake and associated outcomes.

A recent review highlights the gap in studies assessing the impact of chil-
dren’s usual trajectories to and from schools on their actual exposure to obe-
sogenic environments [41]. These trajectories include exposures within a child’s
immediate environment, most commonly; home, school, and the neighborhoods
around them. The multifactorial nature of food choice drivers necessitates the
use of innovative tools that foster a people-based approach to measuring these
exposures [41]. Technology-based tools enable an objective and comprehensive
measurement of children’s nutrition-related behaviors and experiences around
food [42–44]. These include factors in the child’s environment such as setting,
social interactions and media exposure [43]. Digital technologies are also favored
over traditional data collection tools since they focus on children’s individual lived
experience and engage younger participants in documenting their own behavior,
which may also lead to more accurate and representative data on their food expe-
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riences [38, 44, 45]. These technologies have been positively received by younger
participants, and are considered to be feasible and acceptable [43, 44, 46,47].

2.2 Machine Learning in the Context of Food

There exists already in the literature many approaches for automatically detect-
ing or classifying food items in images, recognizing their types, estimating their
calorie count, estimating their weight or recommending them. However, these
approaches have their limitations and they are not suitable for detecting food
exposure at schools, home or the neighborhood. For example, In [2–5], the au-
thors assume that every image only contains one food item. This assumption is
suitable for an image containing one large dish, but is not suitable at all in case
the image contains multiple small dishes. In [8], the researchers used a model
called ”Deformable Part Model” (DPM). The DPM is a two-layered hierarchical
model, which consists of a global ”root” filter and several part models. Each part
model specifies a spatial model and a part filter. The spatial model defines a set
of allowed placements for a part relative to a detection window, and a deforma-
tion cost for each placement. Both root and part filters are scored by computing
the dot product between a set of weights and HoG features [9] within a given
window. To detect object regions, a sliding window approach is adopted in the
DPM. In addition, the DPM is defined at a fixed scale, and the food items are
detected by searching over an image pyramid. This approach is not e�cient and
very computationally expensive and has a high failure rate in detecting small
food items that are very close to each other.

In [6], the authors proposed a two-step method to recognize multiple-food
items trying to detect candidate regions using several methods and classifying
them using various kinds of features. In the first step, they detect several candi-
date regions by fusing outputs of several region detectors including Felzenszwalb’s
deformable part model (DPM) [8], a circle detector and the JSEG region segmen-
tation. In the second step, they apply a feature-fusion-based food recognition
method for bounding boxes of the candidate regions with various kinds of visual
features including bag-of-features of SIFT and CSIFT with spatial pyramid (SP-
BoF), histogram of oriented gradient (HoG), and Gabor texture features. This
approach seems to outperform the other approaches.

In the computer vision domain, automatically predicting the amount of calo-
ries in food items based on their images has received some attention. For ex-
ample, Pouladzadeh et al. [10] proposed an approach to automatically predict
the amount of calories in food items by dividing an image of a food item into
multiple segments, such that all the pixels represented by one segment have the
same characteristics in terms of color, texture, size and shape. After segmenting
the image, an SVM classifier is used to predict the amount of calories in the food
item. However, their experiments were done only on images of single ingredient
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food items, which limits the applicability of their approach for specific types of
food. In addition, their experimental results showed inconsistent performance
ranging between 58.13% and 98.34% in accuracy of the prediction based on the
type of the food item.

Sudo et al. [11] address the problem of predicting calories and other nutritional
values, by doing some segmentation and some regression analysis directly on
image features. The dataset they used contains 2,500 recipes where each recipe
is represented by an image, an ingredient list and cooking instructions. The first
step proposed is to extract a label histogram where the picture is divided into
regions, called segments, each corresponding supposedly to an ingredient and then
every segment is tagged, and based on di↵erent tags obtained in an image, labels
are assigned. They also compute the color histograms in order to compare the
results for di↵erent sets of features. Finally, they use a Support Vector Regression
model and reported an average error of 33.6% and 31.8% for calories prediction,
using color histograms and label histograms, respectively.

Meyers et al. [12] published a paper tackling the problem of calories prediction
as well. They used previous results from Beijbom et al. [13] and Bettadapura et
al. [14] in this field.They built a deep-learning approach to predict the amount of
calories in a food item based on its image using convolutional neural networks.
Their dataset was based on 23 restaurants with 2,517 food items in total. They
also proposed predicting the size of the food items and other labels. Moreover,
they used a GPS service to identify the geographical location from which the
image was taken and hence map it to a certain restaurant. They obtained an
error in prediction of about 20% on average.

The authors in [1] proposed a system that does not require any input from
the user, except from an image of the food item. First, they identified the type
of the food item in the image. Second, they estimated the size of the food item
in grams. Finally, by taking into consideration the output of the first two phases,
they predicted the amount of calories in the photographed food item. All these
three phases were based purely on supervised machine learning. They showed
that this pipelined approach is very e↵ective in predicting the amount of calories
in a food item as compared to baseline approaches which directly predicts the
amount of calories from the image.

In [53], they did a literature review of all the work and research done on
food recommender systems. The authors provide a summary of the state-of-the-
art in food recommender systems, highlighting both seminal and most recent
approaches to the problem, as well as important specializations, such as food
recommendation systems for groups of users or systems which promote healthy
eating. They examine which algorithms have been used in the food domain, how
systems are typically evaluated, and the resources available to those interested in
building or studying recommender systems in practice.

In [54], researchers investigate the contribution of common recipe features to
the estimation of nutritional properties – and therewith the healthiness – of online
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recipes and associated meals in a data driven manner. They build regression
models using di↵erent kinds of features that are derived from a recipe’s title,
ingredient list and cooking directions, from popularity indicators such as the
number of ratings and the user comments, as well as from state of the art image
analysis methods. Recent research in the area of online recipes has shown that
these are important indicators and cues when it comes to online recipes food
choices [60]. They also investigate which of these features contribute most to the
quality of these estimations. Further, they directly compare the performance of
automated methods with human performance (using crowdsourcing) to find out
to what extent automatic estimates would now already improve people’s insight
in the healthiness of their meal choices. Finally, they investigate which recipe
features people take into account for their nutrition estimations.

In [55], researchers proposed a Hierarchical Attention based Food Recom-
mendation (HAFR) system to infer users’ preference over recipes for food recom-
mendation. The HAFR aims to learn more comprehensive recipe representation
via jointly leveraging user-recipe interaction history, food image, and food in-
gredients with a hierarchical attention. In this study, researchers have collected
a large-scale dataset for food recommendation and conducted extensive experi-
ments, demonstrating that HAFR consistently outperforms the state-of-the-art
models.

In [56], they proposed a method of design and implementation of an ingredient-
based food calorie estimation system using nutrition knowledge and the fusion
of brightness and heat information. This proposed design and implementation
method aims to construct a system that measures food calories in each dish, which
should calculate calories with more accurate results than the average statistical
data of food calories. In the method, ingredients that are components of food are
recognized by the fusion of brightness and heat information processing, whose
features are boundaries and temperature-range order. The calories of the food
are obtained by the sum of all ingredient calories using calories per weight of all
ingredients, based upon nutrition knowledge. In performance evaluation of the
proposed method, the experiments were performed on prototypes in software and
hardware with 10 types of popular Thai curries, which are di�cult to segment
into ingredients. The results from each dish significantly showed more accurate
calories than the average statistical data of food calories in comparison with the
standard destructive-evaluation method of food calories.

In [57], they proposed a deep learning based approach to perform calories
estimation from food images. They propose a deep learning-based food calorie
estimating approach. The user takes a photograph of the food, and the object
detection model identifies the location and category of the food in the picture.
The weight prediction model predicts the weight of the food and finally calculates
the calorie according to the category of the food.

In [58], they proposed a new approach based on deep learning that precisely
estimates the composition of carbohydrates, proteins, and fats from hyperspec-
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tral signals of foods obtained by using low-cost spectrometers. Specifically, they
developed a system consisting of multiple deep neural networks for estimating
food nutrients followed by detecting and discarding estimation anomalies. Their
performance evaluation demonstrates that the proposed system can maximize
estimation accuracy by automatically identifying wrong estimations. As such, if
consolidated with the capability of reinforcement learning, this proposed system
will likely be positioned as a promising means for personalized health-care in
terms of food safety.

In [59], the researchers proposed the classification of food nutrients compo-
sition utilizing deep learning techniques. The proposed framework uses convo-
lutional neural networks (CNN) as a basis of recognizing images of food and
classifying the food into their corresponding nutrients composition such as fats,
carbohydrates, proteins and more.

It is worth mentioning that we were not able to find and review any work
related to building a AI based food exposure detection system to be used as
a major component in a research study in the domain of food, health and/or
nutrition. Also, None of the papers that we managed to review discuss the usage
of Machine learning and computer vision to train a food exposure detector. Also,
None of the widely known and publicly available datasets exists to train a food
exposure detector and none of the food datasets are suited for detecting lebanese
and tunisian type of foods.
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Chapter 3

System Acceptability and
Feasibility

3.1 Informative research

Based on recommendations to ensure ethical conduct in visual research [48, 49],
we conducted an informative participatory research study to assess the feasibility
and acceptability of using cameras to capture the food environment and food
exposures of school children. We employed a user-centered design approach to
engage with school students (10-12 years), their parents and school sta↵ (directors
and teachers) in the development of a suitable, culturally-relevant and acceptable
technology that is AI based.

We relied on multiple ethical frameworks that guide the use of wearable tech-
nology in research in order to ensure that we address the major ethical issues
during the implementation of the current phase [48–50].

We mapped the issues related to wearable camera use (privacy, anonymity,
confidentiality, data protection, social acceptability, etc.) to features of the study
design and the technology itself, which could be integrated in the final data
collection model. These features were then translated into an ”inspiration pack”
(cards), which parents and school sta↵ used during the engagements to design the
most feasible and acceptable combination of features (Figure 3.1). A summary
of all the models suggested by participants is available in Appendix A. The data
from the formative phase was used to design a wearable camera with culturally-
acceptable features, that takes into consideration the ethical concerns that arose
during the formative research.

This mixed-methods study includes multiple components at di↵erent levels:

1- The major component involves the collection of data using traditional sur-
vey and interview methods from children, their parents/caregivers, and
schools
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Figure 3.1: Example of a combination of features suggested by parents during
the workshops
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2- An assessment of children’s hemoglobin and micro-nutrient status by ana-
lyzing finger-pick blood samples

3- A mapping of children’s trajectories to and from schools using wearable
cameras

The study population included all students enrolled in grades 4-5-6 (aged
between 9-12 years) attending schools located in Greater Beirut and Greater
Tunisia, and their parents/caregivers. The study also included school directors,
teachers, and nutrition/health educators working at selected schools.

Only a sub-sample of students enrolled in the overall study was included. We
invited all the students to participate, and of those who agreed to participate,
we chose a random sample of 10 students per schools, to reach a total of 500
students.

Parents/caregivers of children enrolled in the selected schools were invited
to participate in this study by sending them consent forms with their children.
The school administration/teachers distributed the consent forms, and made sure
they are brought back by students within 2 days.

Based on the ethical frameworks and the findings of our informative study, we
conceptualized and are developing a final camera model and an implementation
protocol. The final model will be a wearable camera, attached with a lanyard
around the neck, and pinned to the child’s clothes.

The camera will be wrapped in a pocket of neutral color (black), which only
shows the lens and the on/o↵ switch. We will not use vests to hide the cameras,
since some parent groups perceived that concealing the reality from others is
against the values of openness and integrity that they teach their kids. The
camera has a long battery life (9 s 10 hours) and can take high resolution
pictures from the children’s perception of the food environment each 5-10 seconds
intervals. The camera is password protected, hence the captured images will only
be accessible to the primary investigator and the research team member who will
retrieve the pictures from students.

The camera will be worn by included children for one day only, outside the
confines of school, mainly on the trajectory to and from school, and inside the
house. On the day of data collection, children who agree to participate in this
study component, are given the camera kit including the camera, the lanyard
with the pin, the charger and an instruction manual. Trained data collectors
will demonstrate camera advise students to wear the device as soon as they leave
school in the afternoon and until they go to bed at night. Students will also be
asked to wear the camera the next morning on their way to school. Students
will be informed that they can turn the camera o↵ anytime they do not feel
comfortable wearing it, they will also be instructed to remove the camera in
these conditions:

1- before going to the bathroom or changing clothes
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2- in pubic bathrooms

3- in public places where there is a notice/sign that prohibits taking pictures

4- before engaging in physical activity or sports

Parents will be urged to remind their kids of turning the camera back on/wearing
it again whenever they turn it o↵. Children will be provided with a written note
that they can show to those who ask about the camera. The note will inform
third parties that this is part of a research study conducted by the American
University of Beirut, and that the objective is to capture the food environment
and not the individuals in it. The note will also state that all faces will be
blurred in the retrieved pictures, and that these pictures will not be shared nor
disseminated. Students will also be advised to turn the camera o↵/remove it if
requested by third parties.

The research team will visit the school the next day to pick up the cameras
from children at a set time. Parents of these children will be invited to schools
on that date and time and will be allowed to screen and delete any images they
do not want the research team to view.

Before having access to the images, we will transfer the pictures from the
cameras to a protected computer using a USB cable, in a private room and in the
presence of the parents only. On the computer, and before viewing the pictures,
we will run an AI Based Application/Tool on the captured pictures, which will:

1- Delete all pictures that do not contain a food item, food marketing, etc.

2- Blur all the faces that appear in pictures.

The collected set of pictures will then be stored on a password protected computer
maintained by the primary investigator and will be destroyed within 3 years of
study completion.

3.2 Analysis

Data collected from the multiple levels will be merged and analyzed using stan-
dard statistical methods. Descriptive statistics will be used to describe child diets
and socio-demographic variables at the child and household level. School-level
variables will be generated in regard to policy, nutrition education and food avail-
ability patterns. The determinants of children’s food choices, diet quality, and
nutritional status will be examined using logistic and linear regression. Econo-
metric analysis of data from the food choice experiment will enable the estimation
of preference intensities for each food item as inflected by its characteristics and
attributes. We will use deep learning models to conduct the photo analysis and
quantify the intensity, frequency and types of food exposures, stratified by gen-
der, socio-economic status, geographic areas, and nutritional status. Multilevel
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models will be used to analyze the various levels of influence on child diets and
nutritional status, allowing for the analysis of hierarchical data. School environ-
mental factors, individual socio-economic characteristics and contextual e↵ects
in choice tasks, will be accommodated by the econometric analysis as preference
intensity shifters. The multiple layers of analysis included in this project will
ensure the triangulation of data from di↵erent sources and will allow us to fill
knowledge gaps that exist at each of the levels of analysis.

3.3 Ethical considerations

The research team will conduct the study following the approval of local au-
thorities and communities; meetings have been conducted with representatives
of MEHE, and their o�cial approval of the study is imminent. This study will
be conducted following ethical approval by the American University of Beirut
Institutional Review Board.

All research team members obtained their CITI certificates. Data collectors
attended an extensive training session on the ethical conduct of research. The
training was conducted by AUB (PowerPoint presentation attached) and aims
to ensure voluntary enrollment of participants and protection of their privacy
and confidentiality. Before data collection, informed consent will be sought from
school directors, school sta↵, and parents/caregivers and assent will be sought
from children. The consent will clearly explain the purpose of the study, the
activities involved, the risks and benefits of participating, while detailing how
confidentiality will be handled and indicating the right to refuse or withdraw from
participating without any penalty. We will take special precautions to protect
participant confidentiality, safety, and autonomy.

In order to address the ethical concerns raised by the use of wearable cameras
in research, the study protocol was developed based on:

1- the findings of the participatory research on the acceptability of the use of
technology in research.

2- ethical guidelines developed specifically for wearable camera research 48,49,50.

A mapping of the guidelines that ensure ethical research conduct to the imple-
mentation protocol is available in Appendix B.

3.4 Risks

The use of wearable camera in research could impose the potential risk of invading
participants’ privacy and confidentiality. Multiple measures were included in the
protocol that address this issue:
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1- Participants are advised to remove/turn o↵ the camera anytime they don’t
feel comfortable wearing it or anytime they don’t want their surroundings
to be recorded.

2- The cameras will be password protected and access to parent-approved
captured images will be restricted to the primary investigator and to Citi
certified research sta↵.

3- In case any faces appear in the captured images, they will be blurred directly
after the transfer to a computer, and the original unblurred pictures will be
permanently deleted.

4- Two rounds of image selection will be applied: the first one will be con-
ducted automatically by a machine learning model that will delete the ma-
jority of the picture not containing food or food related items, without
anyone viewing the original dataset; and the second one will be conducted
by children’s parents in a private space in the school, where they will delete
unwanted pictures – parents will review the images after faces have been
blurred.

5- Data analysis will be conducted using a machine learning model, which
reduces the need for research team members to view the pictures.

Additionally, parents might consider this research as an opportunity to monitor
their children’s activities during that day, which is considered as an intrusion to
children’s privacy. Therefore:

1- Children will be informed that their parents will view captured pictures at
the end of data collection.

2- It will be emphasized to children that they have the freedom to remove/turn
o↵ the camera anytime they don’t feel comfortable using it, or when they
don’t want something to be recorded.

3- Parents will only be able to view the images after the first round of auto-
mated filtering, so they will only view a sub-sample of the data.

4- The research team will only be able to view the images after two rounds of
filtering (automated filtering and parent-filtering).

Participants might also be exposed to the risk of being questioned by third parties
about the device or the image capture activity. Although findings from the
participatory research study indicate that students of this age-group are almost
always accompanied by a responsible adult who can protect them in such a case,
we included in the protocol the following measures in the aim of reducing this
risk, and that of invading third party privacy:
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1- Children are advised to inform their close relatives and household members
about the camera and the purpose of its use.

2- Children will be provided with a note that explains to third parties that
they are part of a research study about food, and that the aim is to capture
the food environment and not third parties.

3- The note will explain that all faces will be blurred, and that pictures not
including food-related exposures will be automatically deleted.

4- Students will also be advised to turn the camera o↵/remove it if requested
by third parties.

3.5 Benefits

This study will generate contextual knowledge on environmental influences on
child dietary behaviors, which will inform multi-level interventions and policies
that address childhood obesity. Findings can also be used to derive lessons-
learned for similar middle-income countries in the region undergoing a nutrition
transition. Participants in the micronutrient assessment component will be di-
rectly informed about their hemoglobin level status and referred to the nearest
primary healthcare center in the case anemia. We will also generate profiles for
individual schools enrolled in the study using the school assessment module which
will be shared with MEHE and participating schools to inform improvements to
the school food environment.

3.6 Confidentiality of data and records

For this study component, we will not record any direct identifiers such as names,
addresses or telephone numbers. On the day of data collection, the cameras will
be labeled with each child’s unique ID, and the retrieved food-image data will be
given the same unique ID. Moreover, no identifying images will be retrieved as
the faces will be blurred in all the images, nor will these be shared in publications
or conferences.

The cameras are password protected and the password is only known by the
PI and Citi certified members of the research team. Therefore, only members of
the research team can have access to the data. Research team meetings will be
conducted regularly to ensure adherence to study protocol by all team members.

The collected dataset will be stored on a password-protected computer main-
tained by the PI. Within 3 years of study completion, the PI will destroy the
datasets, erasing them from the encrypted hard drive completely. Hard copies of
the signed consent forms will be stored in a locked cabinet at the PI’s o�ce and
destroyed/shredded within 3 years of study completion.
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3.7 Findings of the participatory research study
on Acceptable AI in the real world

Based on all of the above, and after conducting several qualitative user centered
workshops with parents, children and schools’ directors and sta↵, we reached a
consensus that wearing a camera is acceptable in general by most parents and
children if it is for a limited time (1 day) and if we can develop an AI based
system that that guarantee the user privacy and minimize the risk invading the
user private life. Most of the participants in these workshops, especially the
parents’ workshops, proposed the following:

The camera should is acceptable to be worn for a limited time only (1 day).

The camera should not have any internet connection capabilities or Blue-
tooth capabilities to make sure that the data cannot be transferred to an-
other device wirelessly or uploaded and stored on a cloud server.

The camera should ave a password protection.

The camera should not have a removable SD card for storage to avoid any
attempt to steal the data from the camera in case the camera was stolen.

There should be a system on the camera or that support the camera that
automatically detect the images that contain food exposure and delete all
the other images.

There should be a system on the camera or that support the camera that
automatically blur any face in the food exposure photos.

The parents would like to screen the filtered data by the AI system before
the research team can use it.

The recording should be automated to minimize the chance of distracting
the kid at school, on the road and at home for his own safety and to
guarantee a better capturing of food exposure.

The camera should be attached in a way that is simple and suitable for
the kid while still allowing him to carry his bag or wear his jacket without
interfering with the camera. Also, the camera should be attached in a way
that keeps it firmly tied to the child’s chest to avoid dropping or losing it
while running or doing some normal activities during the day.

The camera can be turned o↵ at any time or any place where cameras are
not allowed to be used or where using it might provoke a risk or danger on
the child wearing it or when asked by someone to turn it o↵.
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Under these constraints and specifications, we concluded that the majority of
the parents belonging to di↵erent socio-economic backgrounds would accept that
their kids wear a camera for a day to participate in a study that aims to assess
the factors that influence their food choices. Also, the parents were behind the
idea of using technological means to only detect images with food exposure and
to blur the faces of people in these images. Also, as scientist, we made sure to
provide a high level explanation on these technologies and how we develop them
as well as how we are planning to design a system that meets all these constraints
and specifications using technological means at our disposal nowadays.

Based on those findings, we will discuss in the next chapters how we pro-
ceeded and managed to meet all these requirements and specifications to develop
an entire AI based wearable camera system that capture food exposure and guar-
antee the anonymity, privacy and confidentiality of the data that this AI based
system will be collecting from the real world. This AI system will is a Major
component as stated previously in a mutli-level research project it will be used
by the researcher to help them capture children’s exposure to food on a typical
school day. Also, we would like to mention that the use case of such a system
won’t necessarily be limited to this single research project and it might be used
in other similar field research studies.
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Chapter 4

Camera Survey

In this study, we tried to test and benchmark most of the available wearable
camera is the market at the moment. During our assessment,we took into con-
sideration the following general aspects:

1- Overall image quality

2- Battery life

3- Security features

4- Premium quality of the product

5- Reliability of the camera while operating under di↵erent scenarios

4.1 Required Camera’s Hardware Specifications

The following are the hardware specs that we took into consideration, detailing
the benefits and e↵ects that every single hardware specification has on image
quality, security and usability:

1- The actual resolution of the image sensor: the resolution is quite important
since higher resolution usually results in better image/video quality. Im-
age/video quality is a key factor for getting accurate predictions from the
ML models at a later stage. Also, higher image resolution will enable the
research team to extract details of items that are far or tiny in the captured
image.

2- The battery capacity and active battery life time: a long battery life is
crucial in this study because the cameras need to record for at least 10
hours without the need of recharging it.

3- The form factor: the camera should be as simple as possible to make it less
intrusive and easier to attach to the clothes.
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4- The weight: the camera should be as light as possible. A lighter camera
is always a bonus and makes the process of attaching the camera to the
clothes and making sure it is as stable as possible way easier than a camera
that is heavy.

5- The camera dimensions: a camera will smaller dimensions is always a better
option since the smaller the camera is, the less intrusive and less noticeable
it will become when seen from a distance.

6- The Price: price is an important factor. Usually higher price indicates a
better product quality while a lower price indicates the opposite, but this
is not always the case. We tried in our camera testing and review process
to pick the cameras that have the best price to features ratio instead of
aiming to minimize or maximize the cost of the camera. In other words,
we tried to purchase and test the cameras that o↵er the best set of features
and specs in its price range.

7- The storage capacity and storage type: a storage capacity of 32/64 GB is
optimal for a full day of video recording. Also, built-in memory is preferable
over micro-SD cards for security and performance reasons. Built-in storage
usually delivers higher transfer speed of data and ensures that the data on
the camera is well secured in case the camera was lost or stolen. A micro-
SD card is usually slower at transferring data and the data can be easily
stolen from the camera in case the camera is lost or stolen.

8- The hardware protection features: since the cameras will be used by kids,
the chances of running into situations where the camera might get damaged
is higher. For that reason, cameras that are resistant to water, dust and
shocks are highly recommended. Usually an IP66 rating for water and dust
resistance is recommended.

9- Optical image stabilization (OIS): the optical image stabilization feature
allows the camera to compensate the vibration and motion of the camera
lens when shooting a photo or video. which results in a better quality
recording with less motion blur.

10- Wide angle lens enabling wide angle shots and footage: a Wide angle lens
(greater than 120 degrees) allow the camera to capture more of the sur-
roundings. This is a very important feature since it would allow the research
team to capture a wider scene which will provide more information.

11- Infrared capable camera: an infrared capable camera is an excellent choice
for capturing images and video in low light and dark places. it is also great
since the light emitted by the infrared LEDs are not visible to the human
eye which helps in keeping the camera unnoticed at night as well.

20



4.2 Required Camera’s Software Features

The following are the software related features that we took into consideration,
detailing the benefits and e↵ects that every single software feature has on image
quality, security and usability.

1- Password lock: password Protection is a very crucial and needed feature to
make sure that the data on the camera is secured. Also, we made sure that
no data can be accessed via USB unless the camera is unlocked.

2- Silent mode: the camera should be able to operate in silent mode i.e. with-
out making any beep, sound, noise or light. This is very important because
it makes the camera less noticeable and allows the user to wear it without
disturbing people that are sitting nearby.

3- Record split: splitting the recorded videos into splits of 5/10 minutes to
avoid losing data in case of a power interrupt or system failure or unexpected
camera damage.

4- Photo time-lapse: photo time-lapse is a very important recording mode. It
captures an image every 5/10 seconds instead of continuous video recording.
This allows the camera to save storage and reduce data size by a great
margin while making sure that most of the information that could have been
extracted from video recording is represented in these time-lapse images.

4.3 Findings of the Camera Survey

The specification table in Appendix C contains all the cameras that we have
surveyed for reference. This table contains all the cameras that we have tested
and/or reviewed and that we do not recommend for a similar study because they
do not comply with our list of requirements. From all the tested cameras, only
1 camera that is still in production and available in the market matched our
requirements list and will be used in this study. This camera is the MIUFLY
2K Body Pro. This camera has a very reasonable price of 180 USD. It has good
quality, wide angle image sensor, a long battery life (9 hours of continuous video
recording at 720p), a GPS, infrared sensor, password protection, water and dust
resistance, good shock resistance, an average and acceptable form factor and
weight, a silent mode that disables all LED lights and sound, a vibration motor
for operation feedback and a 32 GB of built-in flash storage.
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Chapter 5

Dataset

In this section, we detail how we collected and built the food dataset that we
used in this study. Also, we will explain why we needed to build our own dataset
instead of using an open source dataset available online.

5.1 Review of Publicly Available Datasets

Initially, we looked for all the available food datasets available online. We discov-
ered many limitations in the open source datasets that made them unpractical to
be used for training a neural network that can perform food exposure detection.
These limitations are as follows:

A low number of images

A low number of food categories

The absence of Lebanese and Tunisian food items from the datasets

The absence of images that reflect food exposure

5.2 Dataset Collection and Labeling Procedure

For all of the above reasons, we needed to collect and build our own dataset.
The dataset was automatically collected and labeled using an open source web
crawler that crawl images from Google and Bing search engines [61]. We crawled
data for around a month. More than 1 million images (1,037,459 images to be
exact) were crawled in total during this process. Also, around 85% of the photos
were crawled from the Google search engine and the remaining 15% were crawled
from Microsoft Bing search engine. This 85-15 split happened because crawling
using Google search engine was way faster than using Bing and returned way
more images for every query and the crawler API provided more filtering and
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Figure 5.1: Percentage of Noise in 4 Random Data Samples from the Dataset

control options using the Google search engine. In order to automatically label
the data during the crawling process, every image was saved in a folder named
similar to the search query that returned the image. For example, if ’burger’ was
the query used to crawl photos, all the photos returned during that process are
stored in a folder labeled ’burger’. We relied on the accuracy of the web search
engines to label our dataset in this work. We are completely aware that relying
on search engines to label the data will result in having some images incorrectly
labeled, which will add some noise to the dataset. However, since we have a very
large dataset and the percentage of noise in the data is low (less than 12%), this
noise was not a problem for training and might actually help the machine learning
models to generalize better. In order to validate the noise ratio in the dataset, we
randomly selected 3 subsets of the data each containing a 1000 randomly selected
images and 1 subset of the data containing 2000 randomly selected images. We
manually validated the labeling of each image in these 4 random samples. The
percentage of the noise was around 11% as shown in figure 5.1.

5.3 Dataset Classes

The dataset has 2 main classes: images that contains food exposure and images
that do not contain food exposure. What we mean by food exposure is anything
related to the food context. These are some examples of food exposure images:

actual food items
food ads
restaurants
food shops
vehicles that are dedicated for food transportation and covered with ads
food brands
vending machines
markets
refrigerator
kitchen
someone eating
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The second class of images that does not contain food exposure can be any
image where all of the above is not present in the image i.e. mountains, bedrooms,
trees, animals, etc...

Appendix D contains the list of all queries that were used to crawl the food
exposure class of the dataset and Appendix E contains the list of all queries
that were used to crawl the non food exposure class of the dataset for reference.

For the food exposure class, we used around 290 queries to get images from
the search engine. The queries were a list of the most popular food items available
in Lebanon and Tunisia, the most popular restaurants and food brands in both
countries, as well as the most common places that might contain food during an
ideal day of a kids’ school day. For the non-food exposure images, we crawled the
results of around 150 queries of locations, places, things, animals, objects, etc...
that the kids might see during a classical school day while making sure that the
images does not contain any food-related exposure.

5.4 Dataset Balacing and Pre-Processing

After running the crawler for about a month, 1,037,459 images were collected.
While crawling we made sure to crawl at least 2000 images per food exposure
related query and 4500 images per non food exposure related query in order to
keep the data in every class balanced. In order to make sure that the dataset is
ready for training, we performed some pre-processing and filtering on the collected
images. First, we used a duplicate remover to eliminate all the duplicate images
from the dataset. We also made sure to eliminate duplicate images that have
di↵erent resolutions. After eliminating all the duplicate images, only 702,096
images remained from the 1 million images that we crawled. This high number
of duplicates was anticipated from the beginning of the crawling process because
some di↵erent queries usually return similar images. For example, if we take 2
queries: ”fruits” and ”apple”, it is very likely that some images returned by the
”fruits” query will be also returned by the ”apple” query since apple is a type of
fruit. Also, we eliminated all the images that have a resolution lower than 224 x
224 since they will be irrelevant and useless for training. In addition, we deleted
all the images with transparent background and most of the images that have
watermarks. At the end, we made sure to re-balance both classes by randomly
deleting images from the class with higher image count until both classes became
even. After all these filtering processes, we ended up having approx. 510,000
images (255,000 images per class).
Finally, the dataset was split as follows: 80% for training (approx. 195,000 images
per class), 10% testing (approx. 25,000 images per class) and 10% validation
(approx. 25,000 images per class).

Also, in order to accelerate the training task, we uploaded a around 50% of
the dataset to amazon S3 (240,000 images). Then, we resized the entire dataset
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to 4 di↵erent resolutions and 3 di↵erent aspect ratio in order to accelerate the
training jobs later on and avoid the need of resizing every image to match the
input shape of the neural network before using it. These are the resolutions and
aspect ratios to which the uploaded subset of the dataset was entirely resized to:

resolution: 224x224; aspect ratio: 1:1

resolution: 360x240; aspect ratio: 4:3

resolution: 256x144; aspect ratio: 16:9

resolution: 480x360; aspect ratio: 4:3

All the resized datasets were also stored on amazon S3. This subset of the dataset
was used to run some experiments and training jobs using all the models that
we planned on testing their performance on our dataset in order to check how
these di↵erent neural networks will perform and then take the best 3 network
architectures and resume the training on the full dataset and the fine tuning
process using a local workstation which stores the entire dataset (510,000 images).

5.5 Dataset Bias

In order to assure that our dataset is well representative of the real world data
and is not biased toward some food categories or has any socio-economic and
gender based bias, we performed a set of measures to make sure to minimize any
risks of having a biased ML model when training on our dataset. We present
the list of measures and checks that we applied to try to avoid or minimize any
chances of Data Bias:

1- We made sure to balance the number of images for both dataset classes.

2- For every class, we made sure that the number of images that belongs to
every sub class item is almost equal. for example, the non food exposure
class contains 150 categories of images and we made sure to have around
the same number of images for every category

3- We removed all duplicate photos even the ones with di↵erent resolutions to
make sure the dataset is wide, diverse and representative.

4- We made sure that the queries we used to crawl the images does not have
and gender, age, race, social or economical terms or meaning and we made
sure to not have any adjectives in the queries we used to crawl data (see
Appendix D and F). However, we cannot fully guarantee that the Google
search engines won’t return at all any images that might be subjective
or contain any gender, age, race, social or economical bias. This factor
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Figure 5.2: healthiness Distribution of Food Items Present in the Dataset

is beyond our control and our scope of research and we expect that the
world leading and most used search engine on the web to return fair and
unbiased images in general. Also, it is beyond our ability to manually check
thousands of images.

5- Regarding the non food exposure class, we inspired most of the list of queries
from the imagenet datatset classes and we picked all the locations, places,
timing (day shots and night shots), objects, animals, etc... that we expect
a 10-12 years old kid to see during a day at school.

6- Regarding the food exposure class:

The queries where equally split between queries of food items and
queries of restaurants, markets, food ads, etc... (around 130 food
items and around 160 food related exposures).

The Food items related were mostly inspired from a food recommender
system (Zomato) which is one of the ost popular food recommender
systems in the arab region especially in Lebanon. Also, we had a team
of Tunisians that helped us in including the most famous types of
tunisian homemade food as well as the popular and most consumed
types of food from restaurants.

The food items were also equally splitted among Lebanese and Tunisian
ones to make sure that our model won’t be biased towards one of them.

We also had a team of nutritionists who managed to label and classify
all the food items that we have in our dataset based on their healthi-
ness. We did this classification to check and verify that we have man-
aged to fairly represent the healthy, medium healthy and unhealthy
food items in our dataset(check Figure 5.2 for reference).

Based on all of the above, We can safely assume that our dataset won’t lead
to a biased model at least in terms of socio-economic bias, gender based bias, and
any bias related to favoring some types of food over others. However, this dataset
will lead to a biased model if it will be used for example to train a food exposure
detector outside of our study scope and especially in countries that doesn’t share
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the majority of food items that are popular in Lebanon and Tunisia. For example,
using this dataset by a chinese research team to build a food classifier or food
exposure detector or any sort of food research will lead to a biased model in that
case since our dataset does not include chinese food items.

In brief, We made sure to follow all the possible scientific measures that we
are aware of to make sure to minimize any chances of introducing bias to our
ML model in the context and scope of our research and study (we will provide
further evidence on that below). Also, we will not recommend the usage of our
dataset as it is for similar studies in countries doesn’t share at least most of the
food types that are similar to what we have in Lebanon and Tunisia.

In order to back up our claim that our dataset is bias free, we will provide
some evidence based on the data collected from the real world after conducting
this study in around 30 schools in Tunisia prior the spread of the covid-19 pan-
demic worldwide and the global lock-down. We managed to get 265 children to
participate in our study from 29 Schools in Tunisia (9 children on average per
school). We managed to collect 567506 photos in total, 62745 of which were fil-
tered by our Ml model to be containing food exposure (around 11% of the total
captured photos). Unfortunately, Due to the global pandemic, we were unable to
start field study in Lebanon and unable to finish the entire data collection from
all the schools in Tunisia (we aim for 50 schools in every country, and for a total
of 1000 kids (500 kids from every country)). Based on that, all the statistics that
will be presented in this thesis are based on the subset of real world data that
we managed to collect prior the pandemic global spread and despite having an
acceptable amount of data to base our analysis on, it is important to mention
that all the reported numbers based on the real wold data are prone to change
when we manage to complete and finish the data collection later this year hope-
fully since as of now, we just have 26% of the total data that we are planning to
collect by the end of the study.

Based on the above, we will base our evidence that the trained models on
our dataset are bias-free on the statistical tables generated from the real world
data found in Appendix F. In Table F.1, as mentioned above, we managed to
collect 567506 images in total. only 11% (62745 images) were images that contain
food exposure. The average recorded hours per child was 3.27 hours (including
the empty cameras) and the average recorded food exposure time was 22 minutes
(including the empty cameras). Please note that an empty camera means that
the child and his parents/guardians accepted to participate in the study and
took the camera but returned it empty or with less than 1 min of recordings.
These children were included in the computed values stated above. Based on
Table F.1, if we look and compare the values of Tables F.2, F.3, F.4, F.5, F.6
which respectively represent the same statistical values based on gender, age,
family income, parents educational level and the availability of internet access at
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home, we can notice a minor and slight variation in these statistical values. Since
no major di↵erence is present across all these metrics, this provide a scientific
evidence that the ML models trained on our dataset did not have any major and
noticeable gender bias, age bias or socio-economic bias.
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Chapter 6

Machine Learning

In this section, we detail the machine learning models that were trained and
used to detect images of food exposure. Then, we report on the best model
performance, throughput, precision, recall and other metrics. We also detail
how we added a face blurring feature to the pipeline. Finally, we report some
qualitative results.

6.1 Models and Requirements

We used Amazon SageMaker cloud services and a very powerful local workstation
to run all the training experiments. we used Keras framework with tensorflow as
a backend. we used 5 di↵erent models for training:

VGG16

VGG19

MobileNet V1

2 custom convolutional neural network architecture.

VGG16 and VGG19 were loaded with their pretrained ImageNet weights [61],
then, the last layer was modified to have 2 classes instead of 1000 classes. Then,
we trained both models 3 times, to retrain respectively the last 1, then the last
2 and then last 3 layers while freezing all the other layers (transfer learning).

MobileNet V1 was also a pretrained model with weights trained on ImageNet.
We chose this model for several reasons. First of all, it is one of the most re-
cent models that won the ImageNet competition. Second, MobileNet V1 has an
excellent top-1 and top-5 accuracies that challenge the accuracy of VGG16 and
VGG19. Finally, and the most important among all, MobileNet was designed
to run e�ciently on Mobile phones and requires very minimal computational
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power. The whole network has 4.8 million weights when compared to VGG16
(134 million) and VGG19(144 million).

This small number of weights that MobileNet V1 has allowed us not only to
run transfer learning jobs, but to also train the entire model from scratch in a
considerably short time when compared to the time needed to train networks like
VGG16 and VVG19 from scratch. We used two approaches to train the MobileNet
V1 Network. In the first approach, similar to what we did in the case of VGG16
and VGG19, we loaded MobileNet V1 with its pretrained ImageNet weights,
then, the last layer was modified to have 2 classes instead of 1000 classes. Then,
we trained the model 3 times, to retrain respectively the last 2 layers (transfer
learning), then the last 12 layers (transfer learning) and then all the layers (full
network training from scratch). In the second approach, we loaded MobileNet
V1 with its pretrained ImageNet weights, then, the last layer with 1000 classes
was removed and replaced with 2 fully connected layers. The first fully connected
layer had 2000 neurons and a final layer with 2 neurons (2 classes). The purpose
behind that customization is to increase the number of parameters of the model
by around 2 million extra parameters (from 4.8 million to 6.9 million parameters)
since the number of parameters in the original MobileNet network is considerably
low. We did that to see if this increase in the number of neurons in the last 2 fully
connected layer of the MobileNet V1 will improve the accuracy and precision of
the model. Then, we trained the model 3 times, to retrain respectively the last
3 layers (transfer learning), then the last 12 layers (transfer learning) and then
all the layers (full network training from scratch). It is worth mentioning that
over-fitting is not a problem when training the MobileNet V1 from scratch since
we have a very large amount of training data.

In addition to these 3 predefined models for object classification, we created 2
custom convolutional neural networks with 5 millions parameters and 20 millions
parameters, respectively. Both of these models were also trained from scratch.
These 2 custom models were used for preliminary testing of the dataset and in
the development stage because they are faster to train and easier to deal with
but they were not intended to be used as the final best models in this study.

As for the hardware specifications that were needed to train these networks,
we needed to rent an amazon SageMaker instance with the following specifications
detailed below for 3 days (74 hours in total) in order to run a subset of these
training jobs just to test how the di↵erent network architectures will perform on a
subset of the dataset (around 250,000 images). The specifications are as follows:

CPU: 32 cores

GPU: 8 x NVIDIA Tesla K80 with 96 GB of dedicated GPU memory

RAM: 488 GB

Network bandwidth: 10 Gigabit used to load and store data on Amazon S3
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Storage: 1 TB of Amazon EBS storage

After running these experiments and getting some primary insights on how the
di↵erent neural networks performed, we decided to eliminate VGG16, VGG19,
and resume the training jobs using only both variations of the MobileNet V1
(both version with 4.8 millions and 6.9 millions parameters respectively as ex-
plained in the paragraph above). Experiments that we did run on AWS showed
that both MobileNet models outperform the other models in terms of training
and validation accuracy and have a shorter training time per epoch due to their
lower number of parameters. Also, using AWS was so expensive, so we decided
to resume training of the selected neural networks on larger datasets and fine
tune them on a local workstation that has some powerful specifications (detailed
below). Since training time was not a limitation for us, we decided to use this
workstation and save on budget even if training and fine tuning these networks
would require up to few months (2-3 months). The specifications of the worksta-
tion are as follows:

CPU: Dual intel Xeon Gold with 28 physical cores , 56 logical cores (threads).

GPU: NVIDIA Quadro P2000 with 5 GB of dedicated GPU memory

RAM: 64 GB DDR3

Network bandwidth: 6 Mbps used to download the dataset using a Google
search engine based crawler

Storage: 1 TB NVME SSD

6.2 Model Training and Metrics

On average, every training job took between 48 and 240 hours to finish. Also,
every training job had its own set of optimizers and fine tuned parameters. In
brief, we used Adam and RMSprop as optimizers with a learning rate raging
between 0.0001 and 0.05. Also, learning decay was set to either 0.0001 or kept as
the default decay value of the optimizer. The dropout rate ranged between 0.25
and 0.5. Also, the batch size was set to 32 for MobileNet V1 for its both variants
while using a batch size of 32 and 128 for VGG 16 and VGG 19. We kept on
training the models until the training accuracy flattened and stopped increasing
for 5 successive epochs. After all the training experiment were done, MobileNet
V1 with both its variations was the network to perform the best when trained from
scratch. The training accuracy reached 98.93% and 98.73% while the validation
accuracy reached 93.24% and 92,75% for both its variations respectively (see
Figure 6.1). Image Augmentation was used in most training jobs but not all
since the dataset is large and diverse and for the sake of accelerating the training
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Figure 6.1: Best MobileNet V1 Model Performance

time as well. As for the other models, the training accuracy ranged between
84% and 94% while the validation accuracy ranged between 79% and 84%. The
reasoning behind training from scratch instead of using transfer learning is as
follows:

1. Training from scratch yielded higher accuracy and better recall and preci-
sion.

2. There is a very high chance that the pre-trained weights on ImageNet
dataset will introduce a bias into the trained models. The majority of
the ImageNet dataset classes are non food exposure classes and using the
pre-trained weights of these models will much likely result in models that
are biased toward detecting non food exposure images.

3. we have a very large dataset that allows us to train from scratch.

6.3 Face Blurring

Face Blurring was needed to hide the identity of the people that are present
in the collected photos with food exposure in order to keep the data private
and confidential. To achieve face blurring, we tested 3 di↵erent approaches to
perform this task. Two of these approaches performed extremely well while the
third approach had an acceptable performance with some errors. In the first
approach, we used OPENCV’s open source library [51] to detect faces and draw
virtual bounding boxes around them. This approach was not used because it
did not perform well and sometimes it blurred objects that are not human faces
in the picture. In the second approach, we used an open source CNN named
MTCNN [52] that also detect faces and draw a virtual bounding box around
them. This CNN had a very good accuracy (up to 90% of the faces gets detected
and blurred). Only cropped faces or images that have very far people in the
background are usually not detected and blurred. In the third approach, we used
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a python library called CVLIB that also perform face detection. Also, similar to
MTCNN, This library had more or less the same accuracy and delivered almost
the same results when tested on the same data sample. In order to maximize the
detection accuracy, we used both MTCNN followed by CVLIB to detect faces
in every image. In order to blur the faces after being detected, we took the x-y
coordinates of the virtual bounding boxes that contains faces and we applied
Gaussian Blurring to the bounding box area. The accuracy of face blurring is
around 91% when both methods are used in a pipeline.

6.4 Performance and Throughput

We tested our best classifier (MobileNet V1) followed by MTCNN and CVLIB
(for face blurring) on a subset of the dataset (around 16,000 images) that was not
used in training nor in validation. We obtained an accuracy of 94.86% and an
f1-measure of 0.9482. Also, we sampled some real world data and checked for the
precision of food exposure detection on real data. The model precision ranged
between 87.23% and 94.57% depending on the samples. The throughput of the
MobileNet V1 that we achieved using a core i7 (6-cores CPU) with an Nvidia
GTX 1050Ti is around 1100 images per minute for food exposure detection.
Having such a high throughput is very recommended in a real world AI system
and would minimize the time needed to filter large amount of data from the
wearable cameras. The throughput of MTCNN is close to 600 images per minute
and the throughput of CVLIB is around 200 images per minute on the same
hardware. The combined throughput of both approached when used as a pipeline
is around 600 images every 4 minutes (around 150 images per minute). This is an
acceptable throughput since we will only be blurring faces in the food exposure
images. Some of the resulted filtered images are shown in Figure 6.2.
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Figure 6.2: Sample of Detected Food Exposure Images With Blurred Faces
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Chapter 7

AI System

In this section, we detail how the data collection of images happened. Also, we
will explain how the camera synchronization application works and we will report
on accuracy of the tool and show some filtered data samples from the study.

7.1 Image Data Collection Protocol

We used the MIUFLY 2K Pro Body Camera that we discussed in the camera
survey section to collect video footage from the students. The camera is fixed to
the center of a black shoulder strap that the students wear when they leave the
school until it is bed time and then from the morning when they wake up until
they reach the school. We asked the students to keep the camera on as long as
it does not put them at risk, in an awkward situation or disrupt their privacy.
The cameras will be picked up by a member of the data collection team when
the students arrive to school on the next day. In order to keep the data safe and
confidential, the data collection will happen at the director’s o�ce directly after
collecting the cameras from the students by using a desktop application. The
interface of the application is very simple and straight forward. It just requires
from the data collector to connect the cameras (up to 10 cameras at once) to the
computer via a USB cable, to enter the password on every camera to enable the
access to the camera storage and the automated filtering process will be carried
automatically without seeing the data. When the filtering process is terminated,
the results will be saved on tablets for another round of screening by parents and
all the data from the cameras will be deleted automatically. The parents of the
children will be asked to show up to the school in order to review the filtered data
that will be loaded into tablets. The parents will have the freedom to delete any
filtered image that they do not want the research team to have and will return
the tablets to the data collector. By using this data collection protocol, we make
sure that we are keeping the collected data private and confidential.
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7.2 Data collection and Filtering Tool

In order to simplify the data collection of images, we developed and built a
desktop application that will use our food exposure and face blurring models to
filter the food exposure images. The front-end of this software tool is written in
Java and the back-end uses Python code and Python libraries to perform most of
the tasks and computations. We used Java in the front-end for its portability and
ease of debugging and its easy-to-build and sophisticated graphical user interface
(GUI) and for its better multi-threading support and better performance when
compared to Python. Also, we used Python functions and libraries in the back-
end to run the functionality and tasks that the application handles because all
our ML models, testing, development and prototypes were coded in Python so it
was easier and more reasonable to import these models and functions into a Java-
based GUI Application that execute the python functions and run the Machine
Learning Models Using Python frameworks and libraries. This AI based software
tool just requires from the user to specify the number of cameras he would like to
synchronize and then asks the user to connect the specified number of cameras
and to enter the password of the cameras to enable the USB access to the cameras.
Then, it will check if all the cameras have footage and/or images and will notify
the user if any camera was found empty. Then, the application will ask the user
to enter the school ID, Student ID and student name for every connected camera
and will validate the entries and then start the automated filtering process. This
process is fail safe and the data protection is always guaranteed (no data loss will
occur in case of an unexpected failure caused by a system error or a hardware
error at any point during the process).

The synchronization process is divided into 5 main phases/tasks:

Task 1: initializing all parameters and variables, creating required directo-
ries, verifying the data on the connected cameras, copying the data from
the cameras to the computer for faster and safer processing.

Task 2: processing all the videos. the cameras are set to record videos so
the application will extract a frame every 5-10 seconds from the recorded
videos and delete the video files once all the needed frames are extracted.

Task 3: running the food exposure detection models on all the images that
were extracted in task 2. All images with no food exposure are deleted on
the spot.

Task 4: running face blurring on the remaining images with food exposure
to blur any face that might be present in the image.

Task 5: cleaning all the data from the cameras and generating a small
report showing the total number of food exposure images being filtered,
the percentage of filtered images, etc.. In case of errors that were handled
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during the process, a warning message would also be generated at the end
of the process stating what the error was and how it was handled.

This software tool is very computationally aggressive and requires a computer
with very high specifications to run it at its optimal performance, especially when
the number of cameras is 5 or higher. The application rely intensively on multi-
threading and run most of the tasks in parallel for all the connected cameras. We
provide the recommended specifications needed to run this application without
problems:

CPU: Intel Core i-7 with 6 cores or higher, clocked at 3.2 GHZ or higher

GPU: NVIDIA GeForce GTX 1050 Ti or higher with 4 GB GDDR5 VRAM
or more

RAM: 16 GB DDR4

Network bandwidth: No internet Connection is required for this application

Storage: The application is nearly 100 MB in size and requires around 5
GB of space worth of libraries to run properly.

However, since the application is dealing with large amount of data (10 cam-
eras maximum with an average of 20 GB of data per camera to be processed), it is
recommended to have at least 500 GB of free storage available on the computer.
In addition, since the application performs a lot of I/O operations simultaneously,
it is recommended to have an SSD, NVME or PCIe based storage for faster I/O
speed and better I/O Bandwidth to avoid I/O bottleneck caused by traditional
HDD.

Figure 7.1 shows some screen-shots showing the user interface of the syn-
chronization application.

7.3 Results and Samples

We started data collection in Tunisia on February 1st, 2020. So far the study
has been done in more than 25 schools and the entire data collection process
went flawless (no bugs, no technical problems). The accuracy of the machine
learning models is excellent on real data from the outside world. So far, the
lowest accuracy achieved by the food exposure model was 88% and most of the
times, it is around 93%. As for the face detection and blurring accuracy, it is
around 89%. Figure 7.2 shows some samples from the data collected from the
field study.
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Figure 7.1: GUI of the AI Filtering Tool

38



Figure 7.2: Some Random Samples from the Collected Data After Automated
Filtering
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Chapter 8

System Deployment

In this section, we will discuss the deployment protocol and provide some high
level analysis on the collected data from the real world.

8.1 Deployment Protocol and Status

This Study aims to deploy this AI based wearable cameras system in 100 schools
in total (50 schools in Lebanon in the area of greater Beirut and 50 schools in
Tunisia in the area of greater Tunis). We aim to have 10 participants from every
school (a total of 1000 (500 tunisian and 500 lebanese) participants aged 11-12
years old from grade 5-6). The child will wear the camera after he leave the
school and will return it the next day in the morning. A member of the research
team will be waiting in the director o�ce and in presence of parents to connect
the cameras to the software tool that will handle the filtering and face blurring
of the recordings found on the cameras. The parents will be allowed to screen
the data after the AI system and delete any photos they feel uncomfortable to
share with the research team using tablets.

In mid January 2020, we, a team of researchers, traveled to Tunisia where
we trained a Tunisian data collection team on the deployment protocol. We
spent around 3 weeks there and went to schools and had the chance to test
everything in the real world and to experience and feel the responsibility of using
technology and AI in the real world. Data collection started in Tunisia at the
end of January 2020 and was paused by mid March because of the spread of
the COVID-19 pandemic while being delayed in Lebanon because of the current
lock-down situation. Data collection has been conducted in around 30 schools
so far in Tunisia and the overall data collection progress is 26%. We still have
around 20 schools in Tunisia and all 50 schools in Lebanon and we are waiting
for the pandemic spread to minimize in order to resume the collection process.
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8.2 Real world data Analysis

We conducted some statistical analysis on the data that we collected from the
real world. First, we will start by discussing some of these statistics on the school
level. As we can see in Table G.1 (Appendix G), the majority of the schools
that we managed to collect data from are public Tunisian schools .This is because
the Tunisian data collection team decided to finish all the public schools first than
start with the private schools later. For that reason, We won’t be able to compare
the acceptability of the technology in private vs public schools for now. However,
we would like to note that our school selection protocol makes sure that the
school selection is fair and reflect all socio-economic levels. The participation at
the school level was very good as shown in Figure G.1; where the majority of
schools (86%) had 8 or more participants in the study and 52% of schools had
10 or more participants. Figure G.2 represent the school participation quality.
The participation quality is based on the number of empty cameras returned by
children over the total number cameras distributed to the children who accepted
to participate in the study. If this ratio is between:

0 – 0.25 ) Excellent participation

0.25 – 0.5 ) Good participation

0.5 – 1 ) Shy participation

Also, the majority of schools had excellent participation (52%) and good partic-
ipation (17%). Figure G.2 represent the usage awareness and/or confidence of
using wearable cameras at the school level. As we can see, the majority of the
schools were not aware or confident using the camera. The usage awareness and
confidence index is based on the collection ratio index. The collection ratio index
is measured as follows:

We track the number of video files recorded on every camera

The camera is set to automatically split the recordings in 3 minutes long
videos.

Based on the number of files available on the cameras, we are able to
compute the theoretical recorded time and compared it against the actual
recorded time screened by AI.

A low collection ratio index means that the camera was turned on and
o↵ very frequently and for short amount of time (less than 3 continuous
minutes). This usage pattern reflect that the kid was not familiar and
aware on how to operate the camera in a correct manner or that he was
not comfortable using it for a long time and he was just trying to capture
in an active manner the food exposure.
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If the collection ratio is between:

0-60 ) not aware/confident

60-100 ) aware confident

Moving to Child statistics, as we can see in all tables and figures of Appendix
H, around 55% to 65% of the participants in the study were confident and aware
of using the cameras and had a good or excellent participation quality in the
study. When looking at Age based statistics in Appendix I, while age di↵er-
ence didn’t show any major di↵erence regarding the awareness and / or confidence
of using technology, however, 12 years old kids seems to have used the cameras
to record more time of the day in general and this explain the slight advantage
in the recorded food exposure time as well. Moving to Gender based statistics in
Appendix J, as we can see, male participants were more engaged in the study
than the female participants and male participants where more aware and con-
fident in using a wearable camera as well with 67% of male participants being
aware and confident compared to 52% for female participants. As for Income
based statistics shown in Appendix K, participants with lower family income
have better participation than participants with higher family income level in
terms of recorded food exposure time and the acceptability of using wearable
cameras. Also, we can notice that participants where their parents have a higher
educational level were not involved in the study as much as the participants that
their parents have a lower educational level (Appnedix L). This seems to be
correlated with parents income level that we already checked since higher educa-
tional level usually lead to higher family income and if we compare the income
based stats (Appendix K) and the educational level based stats (Appendix
L), we can see a close similarity in the reported numbers based on those 2 factors.

In brief, based on the amount of data that we managed to collect from the
real world so far and the statistical analysis that we conducted on this data, we
can conclude that the specifications and requirements defined in the chapter 3 of
this thesis that would make the usage of an AI based wearable camera system
acceptable for a majority of children and their parents succeeded to a large extent
in making the usage of AI in the real world acceptable by around 60% to 75%
of participants who were asked if the would like to take part of our study. All
these numbers are still prone to change since the just collected around 26% of
the estimated total amount of data that this study aims to collect by its end,
however, those percentages are promising and reflect a good acceptability rate in
general for such a new and advanced technology to be used in the real world.
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Chapter 9

Conclusion and Outlook

We conclude that it is feasible to use wearable cameras and AI to capture chil-
dren food exposure while keeping the data confidential and secure. We also can
conclude that using AI in the real world is acceptable under several requirements
and specifications and it is not considered as a threat to personal privacy. In
addition, we explored the possibility to generate a dataset using a web crawler
and to label it by relying on a web search engine which turned out to be a reli-
able way to label very large data sets and eliminate the need of crowd-sourcing
to label the data. Moreover, we surveyed most of the available wearable cameras
in the market and highlighted the features, pros and cons of every camera and
described a way to evaluate cameras in general for similar studies. In addition,
we trained a machine learning model that would work as a classifier for images
that contain food exposure and we added on top of it a face blurring layer that
would blur faces in the food exposure images if available. We used this pipeline
of models to create an AI tool for researchers that will filter the images / video
frames captured by up to 10 wearable cameras, delete the images without food
exposure on the spot and keep the images with food exposure while blurring all
the faces to preserve the privacy and confidentiality of the study and the involved
3rd party. Finally, we deployed and tested this tool in the real world and collected
a large amount of data and provided some statistics and analysis on the collected
data.

In future work, we will try to improve on the accuracy of the model by col-
lecting a few thousands of images from the real world to improve the real word
accuracy of the model, which will improve the results we obtain from the entire
procedure. These images will be reflective of the real-life scenarios and should
help improve the accuracy of our model in some tricky cases that were not re-
flected in the dataset that we crawled from the Internet. Also, we will resume the
data collection process in Tunisia and Lebanon when the Covid-19 pandemic sta-
bilize and schools return to normal. Furthermore, we are looking into expanding
the pipeline of neural networks to provide us with more information about the
food exposure present in the image like predicting its type (if it is a food item, a
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restaurant, an ad, a brand, etc...). Also, we are interested in exploiting scientific
ways to annotate and label the images collected from the study by nutritionists
in order to build another machine learning model that will provide a healthiness
score (or health index) for every food item present in a given image or in other
words, to try to build a machine learning model that can play the role of a nu-
tritionist by inferring from an image containing a food item how much this food
is healthy.
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Appendix A

Findings of the participatory
research study

45



Table A.1: Findings of The User Centered Acceptability Workshop In School 1,
Beirut

Lebanon

School 1

Team 1 Team 2 Team 3

Device Camera Camera Camera

Image capture

Wearable Wearable Wearable

Vest Vest

Passive [15s] Passive Passive

Active Active

Image filtering

Manual selection Manual selection

Automated
(keeps only food)

Automated
(keeps only food)

Filter by time

Filter by location

Privacy

Blurring faces Blurring faces Blurring faces

Encrypt Encrypt

Password Password Password

Turn o↵

Reminder to
turn back on

Transfer
Cable transfer Cable transfer Cable transfer

Bluetooth Uploading
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Table A.2: Findings of The User Centered Acceptability Workshop In School 2,
Beirut

Lebanon

School 2

Team 1 Team 2 Team 3

Device Phone Camera Phone

Image capture

Wearable Wearable Wearable

Vest Vest Vest

Passive Passive

Active

Image filtering

Manual selection Manual selection

Automated
(keeps only food)

Automated
(keeps only food)

Automated
(keeps only food)

Filter by time

Filter by location Filter by location

Privacy

Blurring faces Blurring faces Blurring faces

Encrypt Encrypt Encrypt

Password Password

Turn o↵ Turn o↵

Reminder to
turn back on

Reminder to
turn back on

Transfer
Cable transfer Cable transfer Cable transfer

Messages Uploading Uploading

Bluetooth Bluetooth
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Table A.3: Findings of The User Centered Acceptability Workshop In School 1,
Tunisia

Tunisia

School 1

Team 1 Team 2 Team 3

Device Camera or Phone Phone

Image capture
Vest Vest

Passive Passive

Active Active

Image filtering

Manual selection Manual selection

Automated
(keeps only food)

Automated
(keeps only food)

Automated
(keeps only food)

Filter by time Filter by time

Filter by location Filter by location

Privacy

Blurring faces Blurring faces

Encrypt Encrypt Encrypt

Password Password

Turn o↵ Turn o↵

Reminder
to turn back on

Reminder
to turn back on

Reminder
to turn back on

Transfer
Cable transfer Cable transfer Cable transfer

Uploading Uploading

Bluetooth
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Table A.4: Findings of The User Centered Acceptability Workshop In School 2,
Tunisia

Tunisia

School 2

Team 1 Team 2 Team 3

Image capture

Wearable Wearable Wearable

Vest Vest Vest

Passive Passive

Active Active

Image filtering

Manual selection Manual selection Manual selection

Automated
(keeps only food)

Automated
(keeps only food)

Automated
(keeps only food)

Filter by time

Filter by location

Privacy

Blurring faces

Encrypt Encrypt Encrypt

Password

Turn o↵ Turn o↵

Reminder to
turn back on

Reminder to
turn back on

Transfer
Cable transfer Any mode

Uploading Uploading

Messages
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Table A.5: Findings of The User Centered Acceptability Workshop In School 3
and 4, Tunisia

Tunisia

School 3 School 4

Team 1 Team 1 Team 2

Device Phone Camera

Image capture

Wearable

Vest Vest

Passive Passive

Active

Image filtering
Manual selection Manual selection Manual selection

Automated
(keeps only food)

Automated
(keeps only food)

Automated
(keeps only food)

Filter by time

Privacy

Blurring faces

Encrypt Encrypt Encrypt

Password

Reminder to
turn back on

Transfer
Cable transfer Cable transfer Any mode

Uploading
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Appendix B

Mapping of ethical frameworks
to implementation protocol
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Table B.1: Mapping of ethical frameworks to implementation protocol
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Appendix C

Findings of the Camera Survey
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Table C.1: List of Non-recommended Cameras that were Tested and/or Reviewed
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Appendix D

List of Food Exposure Dataset
Queries

tunisian food
tunisian food popular
traditional tunisian food
tunisian cuisine
arabic food
real scenario tunisian food images
people eating tunisian food
people in tunisian restaurant
very far images tunisian food
eating tunisian
best tunisian restaurants
lebanese food
lebanese food popular
traditional lebanese food
lebanese cuisine
real scenario lebanese food images
people eating lebanese food
people in lebanese restaurant
very far images lebanese food
eating lebanese
best lebanese restaurants
food images low light
food ads
food billboards
food billboards lebanon
food billboards Tunisia
food transportation
food vehicules

food packages
food packaging
food menus
real scenario food images
people eating
supermarket
market
food market
real scenario images containing
food
very far images food
eating
pizza
burger
kitchen
water
water bottles
water galloons
refrigerator
vending machine
chocolat
candy
cream
juice bottles
biscuit
jello
custard
soft drinks
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fries
potato
milk
croissant
marshmallow
nuts
popcorn
steak
chips
corn flakes
barbeque
hot dog
tartine
mortadella
mortadella sandwish
nutella
chocomax
laban
labneh
cake
lebanese food lebanon
lebanese food pinterest
lebanese food images in restau-
rants
lebanese restaurants
lebanese food ads
lebanese food breakfast
lebanese food lunch
lebanese food dinner
lebanese food dessert
lebanese food fruits
lebanese food vegetables
lebanese cocktail
lebanese drinks
lebanese co↵ee
lebanese shisha
lebanese cigarettes
lebanese smoking
lebanese ca↵e
lebanese bakery
lebanese manakish
lebanese fast food
lebanese pizza

lebanese burger
lebanese sandwich
lebanese salad
lebanese ice cream
lebanese saj
lebanese seafood
lebanese kebab
lebanese steak
lebanese vegetarian food
lebanese tea
lebanese crepes
lebanese foul
lebanese juices
lebanese pub food
lebanese shawarma
lebanese falafel
lebanese oriental food
lebanese kaak
lebanese healthy food
lebanese sushi
lebanese food kiosks
lebanese bakeries
lebanese furn
lebanese food courts
lebanese pubs
lebanese food locations
lebanese kibbeh
lebanese hummus
lebanese tabouli
lebanese mujadara
lebanese homemade food
lebanese food pastry
tunisian food tunisia
tunisian food pinterest
tunisian food images in restau-
rants
tunisian restaurants
tunisian food ads
tunisian food breakfast
tunisian food lunch
tunisian food dinner
tunisian food dessert
tunisian food fruits
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tunisian food vegetables
tunisian cocktail
tunisian drinks
tunisian co↵ee
tunisian shisha
tunisian cigarettes
tunisian smoking
tunisian ca↵e
tunisian bakery
tunisian manakish
tunisian fast food
tunisian pizza
tunisian burger
tunisian sandwich
tunisian salad
tunisian ice cream
tunisian saj
tunisian seafood
tunisian kebab
tunisian steak
tunisian vegetarian food
tunisian tea
tunisian crepes
tunisian foul
tunisian juices
tunisian pub food
tunisian shawarma
tunisian falafel
tunisian oriental food
tunisian kaak
tunisian healthy food
tunisian sushi
tunisian food kiosks
tunisian bakeries
tunisian furn
tunisian food courts
tunisian pubs
tunisian food locations
tunisian kibbeh
tunisian hummus
tunisian tabouli
tunisian mujadara
tunisian homemade food

tunisian food pastry
mcdonalds lebanon
burger king lebanon
kfc lebanon
roadster diner lebanon
zaatar w zeit lebanon
tonino lebanon
malak al tawouk lebanon
hardees lebanon
le sam lebanon
cafeteria lebanon
cafeteria
school catereia lebanon
deek duke lebanon
classic burger lebanon
starbucks lebanon
lody’s lebanon
al saniour lebanon
go tango lebanon
bliss house lebanon
kb doner lebanon
domino’s pizza lebanon
pizzahut lebanon
wooden bakery lebanon
breakfast to breakfast lebanon
sea sweet lebanon
dip and dip lebanon
subway restaurant lebanon
mcdonalds tunisia
burger king tunisia
kfc tunisia
roadster diner tunisia
zaatar w zeit tunisia
hardees tunisia
le sam tunisia
cafeteria tunisia
school cafeteria tunisia
school kiosks tunisia
deek duke tunisia
classic burger tunisia
starbucks tunisia
kb doner tunisia
domino’s pizza tunisia
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pizzahut tunisia
dip and dip tunisia
Biscuits industriels
Cake industriel
Casse-croûte au Fromage
Céréales Grain d’Or
Couscous agneau
Couscous poulet
Danette cream
Dinde grillée
Grilled turkey
Fromage fondu triangle
Spread cheese
Fruits
Industrial wafers
wafers
Jus frais
Fresh juice
Industrial juice
Lait
Légumes
Macaroni agneau
Macaroni poulet
spagetti
Nouacer poulet
oeuf frit
Fried egg
Pizza fromage thon
Pizza cheese tuna
Pomme de terre frite
French fries
Ragoût haricot blanc poulet
Ragoût petit pois poulet
Ragoût pomme de terre poulet
Riz poulet

Rice with chicken
Salade méchouia
Salade verte
lettuce salad
Sodas
Tagine poulet
Viennoiseries
Yaourt
Yogurt
Mloukhia boeuf
Strew with Corète and beef
Chawarma dinde
Chawarma
Casse-croûte thon
Sandwich with tuna
Purée pomme de terre
Mashed potatoes
pepsi
coca cola
7 up
mirinda
fanta
srite
wings
fasoulia
yakhne
Chocolat
Brick potato cheese tuna
Crepe au chocolat
Omelette
oeuf
beurre
fromage
tomate
concombre

60



Appendix E

List of Non Food Exposure
Dataset Queries

birds
animals
insects
animals macro shots
reptiles
fish
cat
dog
bear
panda
hamster
souris
moskitoes
pets
home animals
night shots
landscape
sunset
low light landscape
night shots landscape
beach
sand
sunrise
sky
snow
wonders
river
hills

oceans
sea
forest
desert
space
tree
mountain
flowers
cloud
sun
valley
rocks
wood
plants
planets
stars
roads
lights
light bulbs
storms
thunder
rain
t shirt
tshirt
t-shirt
socks
shoes
pants
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jeans
arms
hands
legs
bag
school bag
jacket
keys
sofa
curtains
fingers
cars
busses
airplanes
jet
tablets
metro
train
computers
technology
smart phones
iPhone
iPad
bikes
ships
television
screen
house
garden
bedroom
living room
fourniture
bathroom
door
window
music instruments
music
painting
football
basketball
tennis
volley

baseball
hokey
bawling
ball
casino
swimming
running
walking
walk
chat
text
exam
score
laboratory
lab
people talk
social media
tv
street
libraries
university
campus
stage
arena
festival
highway
asphalt
walls
rooms
classes
tables
chairs
labs
city
village
subways
garbage
clothes
shops
people night shot
people face
people
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Appendix F

Real Data Statistics Reflecting a
Bias Free ML Model
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Table F.1: General Average Metrics

Table F.2: Gender Based Metrics

Table F.3: Age Based Metrics

Table F.4: Income Based Metrics

Table F.5: Parents’ Education Level Based Metrics
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Table F.6: Internet Access Based Metrics
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Appendix G

School Level Statistics
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Table G.1: School Distribution Between Public and Private Sectors

Figure G.1: Schools Participation Distribution
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Figure G.2: Schools Participation Quality
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Figure G.3: Usage Awarness and/or Condifence Distribution at Schools
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Appendix H

Child Level Statistics

70



Table H.1: Distribution of Recording Time

Figure H.1: Children Participation Quality
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Figure H.2: Awareness and Confidence Index
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Appendix I

Age Based Statistics
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Figure I.1: Age Distribution
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Figure I.2: Age based Participation Quality
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Figure I.3: Age Based Recorded Food Exposure Time
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Figure I.4: Age Based Awareness and Confidence Index
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Appendix J

Gender Based Statistics
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Figure J.1: Gender Distribution
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Figure J.2: Gender Based Recorded Food Exposure Time
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Figure J.3: Gender Based Awareness and Confidence Index
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Appendix K

Income Based Statistics
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Figure K.1: Income Distribution
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Figure K.2: Income Based Recorded Food Exposure Time
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Figure K.3: Income Based Awareness and Confidence Index
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Appendix L

Parents Educational Level Based
Statistics
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Figure L.1: Parents Educational Level Distribution

Figure L.2: Parents Educational Level Based Recorded Food Exposure Time
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Figure L.3: Parents Educational Level Based Awareness and Confidence Index
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Appendix M

Abbreviations

AI Artificial Intelligence
ML Machine Learning
DPM Deformable Part Model
HoG Histogram of Oriented Gradients
JSEG A method for unsupervised segmentation of color-texture regions in images
SIFT scale-invariant feature transform
CSIFT color scale-invariant feature transform
PI Primary Investigator
SP-BoF Spatial Pyramid Bag Of Features
SVM Support Vector Machine
GPS Global Positioning System
HARF Hierarical Attention based Food Recommendation system
CNN Convolution Neural Network
CRPH Center of Research on Population and Health
IRB Institutional Review Board
Citi Collaborative Institutional Training Initiative
USB Universal Serial Bus
AUB American University of Beirut
SD Card Secure Digital Card
IP66 Ingress Protection 66
OIS Optical Image Stabilization
LED Light Emitting Diode
USD United States Dollar
GB Gega Byte
720p Video resolution corresponding to 1280x720 pixels
API Application Programming Interface
S3 the name of amazon cloud storage service
VGG16 name of a neural network architecture
VGG19 name of a neural network architecture
CPU Central Proccesing Unit
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GPU Graphical Processing Unit
RAM Random Access Memory
SSD Solid State Drive
HDD Hard Disk Drive
EBS amazon Elastic Block Store
AWS Amazon Web Services
NVME Non-Volatile Memory Express
TB Tera Byte
Mbps Mega Bits Per Second
MTCNN Multi-task Cascaded Convolutional Neural Networks
OpenCV Open Computer Vision library
CVLIB Computer Vision library
GUI Graphical User Interface
ID Identity Number
GHZ Gega Hertz
DDR4 Double Data Rate 4
GDDR5 Graphics Double Data Rate 5
PCIe Peripheral Component Interconnect express
I/O Input/Output
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