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An Abstract of the Thesis of

Rayan Dankar for Master of Engineering
Major: Electrical and Computer Engineering

Title: Information Extraction from Arabic Social Media Content

Stakeholders such as advertisers, celebrities and politicians are showing high
interest in information extraction from social media content. Social media content
includes posts and interactions in local dialects.

Arabic and its local dialects are among the top used languages in the world.
Modern standard Arabic is dominant in formal platforms and events such as
newscasts, speeches, books, and newspapers. Dialects of Arabic are dominant in
everyday communication and are increasingly used on social media platforms.

Information extraction techniques focus on extracting entities and relational
entities from unstructured text. They have limited support for MSA and lack
support for Arabic dialects.

In this thesis, we construct necessary resources for information extraction
from Arabic social media content. We introduce a method to retrieve relevant
information by extracting entities and relational entities from modern standard
and dialectical Arabic text. To improve entity and relational entity extraction, we
construct ADAT, an Arabic Dialect Annotation Tool. ADAT serves as a building
block to construct computational linguistic models from Arabic text and requires
basic linguistic knowledge from its users.

We evaluate the obtained results from our work on entity and relational entity
extraction on a corpora concerning Yemen and report its performance using preci-
sion and recall metrics. We finally use graph construction and analysis techniques
to draw insights from the extracted entities and relational entities.
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Chapter 1

Introduction

1.1 Information Extraction

Information extraction (IE) is the process of extracting specific information from
text sources. Information extraction is a powerful technique used in natural
language processing (nlp) which enables parsing through any piece of text.

Information extraction extracts structured information from unstructured text.
It automates the retrieval of specific information topics from different text con-
tent. IE makes it possible to pull information from social media, websites and
documents. It helps in finding hidden gems of information.

IE techniques focus on extracting entities and extracting relational entities
from unstructured text. Entities are recognized by belonging to any of those
categories: people, locations, organizations, and dates. Extracting relations relies
on extracting the relations between the occurring entities such as located in,
employed by, part of, married to, ...

Entities are extracted from text using formulae that range over linguistic
features and using words similar to entities extracted based on information and
statistical similarity metrics. Similarly, the set of extracted entities is represented
by E = {e1,es,. .., e g} where the relations are, specified as tuples, and expressed
by R = {ry,r2,...,7r/}. A relation tuple is expressed as 7 = (e1, €9, €,) where e;
and ey € E are entities, and e, denotes the relation entity label of r € R.

An examply illustrating the importance of information extraction is Cam-
bridge Analytica. Cambridge Analytica[2] is a data analytics firm which provides
to its customers intuition on the consumer behavior. It played an important role
in Donald Trump’s campaign by gathering data on social users and modelling
this data. The model provided intuition on the users’ opinions thus producing
tailored advertisements to try and alter their opinion|3].

Stakeholders such as advertisers, politicians, companies, and researchers are
showing high interest in information extraction from social media content. They
are interested in automating the understanding social media content.



There has been a significant rise in social media use over the past years. In
2020, around 3.6 billion people used social media worldwide [4]. Social media
users express their views and opinions to discuss topics of interest and trending
topics.

A trending topic is a subject that experiences a rise in popularity on social
media platforms for a period of time. It receives large public interest where
the majority express their opinions and views over this popular event. Trending
topics may relate to current, social and breaking news. Trending topics allow the
identification of the most important topics across regions during a specific period
of time. Arabic is an active language used in social media. Around 5 million
Arabic users on Twitter were recorded by early 2014 [5]. The Arabic language
is one of the top most spoken languages worldwide. It is one of the six official
languages in the United Nations[6]. It is spoken by more than 422 million people
in around 22 countries worldwide[7] and is the worship language of all Muslims.

Modern Standard Arabic (MSA) is the formal Arabic. It is the common form
of Arabic understood by all native speakers. Arabic is used in formal platforms
and events such as newscasts, speeches, books and newspapers.

Arabic dialects are variations of Arabic used in everyday communication and
expression, and they vary across regions. For example, Levantine in Lebanon,
Syria, Jordan and Palestine, Egyptian in Egypt, and Gulf in Kuwait, Bahrain,
Qatar, UAE and Oman.

The set of codes of all human languages [8] include 30 entries for Arabic
including languages that use the Arabic characters such as Tajik and Cypriot.

Dialectical Arabic (DA) such as Levantine, Gulf and Moroccan Arabic differ
from MSA and from each other along several linguistic features.

1.2 Computational Linguistic Resources

IE relies heavily on determining and understanding the computational linguis-
tics of the input text. DA differs from MSA and from each other on several
linguistic features. Some of these features are alphabet, orthography, phonology,
morphology, syntax, and semantics discussed thoroughly in chapter 4, section 4.1.
Information extraction techniques have limited support for MSA and lack sup-
port for Arabic dialects. We discuss previous work on IE in chapter 2. Work on
IE from MSA text exists[9, 10] with limited support. Work on IE from DA text
is still lagging and needs improvement[11, 12, 13].

1.3 Aims

In this thesis we construct necessary resources for information extraction from
Arabic social media content, we introduce a method to retrieve relevant informa-
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tion from MSA and DA text by: extracting entities and relational entities from
posts, we evaluate our obtained results on entity and relational entity extraction
on a corpora concerning Yemen, we report the performance using precision and
recall metrics, we use graph construction and analysis techniques to draw in-
sights from the extracted entities and relational entities, in an attempt to answer
stakeholder questions

1.4 Framework

In this work, we propose a methodology for for information extraction from Ara-
bic social media content. We introduce a method to retrieve relevant information
by extracting entities and relational entities from modern standard and dialecti-
cal Arabic text. We construct and present ADAT, an Arabic Dialect Annotation
Tool, to improve entity and relational entity extraction. ADAT serves as a build-
ing block to construct computational linguistic models from Arabic text and
requires basic linguistic knowledge from its users.

The methodology applied in this thesis requires the construction and the
application of the following necessary resources illustrated in figure 1.1:

Construct Collect data Extract Leve;".a%“e
ADAT from E and RE bartia W
social media tuples
Record results Mlustrate graph
and and
evaluate analyze

Figure 1.1: Methodology Framework

e To improve entity and relational entity extraction, we start by constructing
ADAT, an Arabic Dialect Annotation Tool.

e We collect text data from social media.
e We extract entities and relational entities.
e We leverage partial tuple techniques to improve IE.

e We evaluate the obtained results from our work on entity and relational
entity extraction on a corpora concerning Yemen.

e We report the performance using precision and recall metrics.

3



e We use graph construction and analysis techniques to draw insights from
the extracted entities and relational entities.

In the rest of this thesis, we present some previous work on related topics in
chapter 2. In chapter 3, we give a motivating example to illustrate the project’s
aim. We present necessary background material for some concepts in chapter 4.
We present the tool ADAT in chapter 5. We discuss data collection and processing
from social media in chapter 6. We set the methodology to be followed for entity
and relational entity extraction in chapter 7. We work on leveraging some partial
tuples in chapter 8. We analyze and plot our results in chapter 9. We illustrate,
analyze, and discuss our resulting graph in chapter 10. Finally, we conclude this
thesis in chapter 11.



Chapter 2

Literature Review

The objective of this literature review chapter is to give a general overview, about
some important previously existing work, on some of the concepts related to the
thesis work.

Previous work has been dedicated to Arabic morphology. The work in [11] in-
troduced MADAR Arabic dialect corpus and lexicon. MADAR presents a frame-
work for a number of different dialects with mutual annotation guidelines. They
built MADAR corpus which covers Arabic dialects of some cities in addition to
English, French and modern standard Arabic (MSA). They translated sentences
from Basic Traveling Expression Corpus (BTEC) used for tourism according to
a set of guidelines. The MADAR lexicon structure is organized around concept
keys which are defined in triplet words: English, French, and MSA. Each concept
has a number of words associated with it, where each word is defined in terms
of CODA orthography, CAMEL phonology [12], and number of cities used. Lex-
icon concepts are then identified and manually validated. They also presented a
lexicon resource of around 1000 entries in each city’s dialect.

There has been past work targeting morphological analysis on Arabic in both
its MSA and DA form. The work in [10] present YAMAMA, a multi dialect
Arabic morphological analyzer and disambiguator which follows MADAMIRA.
MADAMIRA [9] delivers an output with the following: diacritization, part-of-
speech, tokenization, gloss, inflection features and lemmatization. YAMAMA is
similar to MADAMIRA but differs in its disambiguation models which increases
its speed. YAMAMA is almost five times faster than MADAMIRA. It delivers its
output in the same format as MADAMIRA but with a richer representation. Ya-
mama analyzes each word by using maximum likelihood for in-vocabulary words;
it ranks the analyses for out-of-vocabulary words using lemma and Buckwalter
POS tag unigram language models.

The work in [12] presents a set of guidelines for Arabic dialect orthography
by introducing CODA*, an extension of CODA [14], Conventional Orthography
for DA. CODA* guidelines add clarifications on the exception list of CODA.
CODA* introduces a seed lexicon containing examples on dialect words. The
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seed lexicon increases with the increase of the dialect thus becoming a dictionary
of the dialect. They also set a list of phonology and specification rules for CODA*
construction. They introduce as well a phonological representation to compare
the dialect lexicons.

The work in [13] presents Curras which is the first morphological corpus
of Palestinian Arabic dialect (PAL). They extend CODA guidelines to include
specifics of PAL where they add phonology, morphology and a word list of excep-
tional words for PAL. They then add part-of-speech, stem, prefix, suffix, lemma
and gloss as annotations to Curras.

There are some existing annotation tools that support Arabic. BRAT [15]
and WorkFreak [16] are web annotators which permit building entity and rela-
tional entity corpora. MMAX2 [17] is an XML based annotation tool. DIWAN
is a desktop application which can also be used online for dialect annotation.
The Quranic Arabic Corpus [18] presents a morphological annotated corpus for
the Holy Quran. BAAC [19] is an annotated Arabic corpus built by using the
annotator they developed. However, BAAC is built for MSA.

ADAT is different from all these tools by allowing the annotation of DA and
MSA. It is not restricted to a certain dialect and allows the annotation of any
dialect.

Some previous work is dedicated to Information Extraction. Information ex-
traction is being able to extract structured information from the unstructured
information posted. IE performs analysis on text to retrieve information on en-
tities and relationships.

In table 2.1, we display the comparison of some selected previous work and
discuss them in what follows.

In their work, Abuzayed et al. [20], present a quick and simple approach for
detecting hate speech in Arabic tweets. They rely on classical and neural learning
modals and result in a 73% Fscore. Although they targeted MSA and DA, they
only classified the tweet text into either hate speech or not hae speech.

In their work, Taghizadeh et al. [21], present a cross language method to
extract relational entities from text. They score a 63.5% fscore. However, they
only target MSA and work on RE.

There is the work of Zaraket et al.[22] which presents ANGE, a graph extrac-
tion method for hadith and biography literature. They use cross-document NLP
to improve the accuracy of entity and relation extraction. They result in a 93%
accuracy score; however, they only target MSA.

In the work of Jay [23], a user-driven relational model is implemented for
entiy and relational entity extraction. They result in an fscore of 50% for entities
and of 72% for relational entites; however, they target MSA in newspapers.

There exists more related work in IE of which we seclect and discuss in the
following. In their work, Habib et al. [24] present a framework for IE from the
unstructured text posted on social media. They discuss the challenges faced in
information extraction from social media and how to overcome them using their
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framework. Their components include noisy text filtering to collect relevant text
based on domain or language, named entity extraction without relying on POS
and capitalization, named entity disambiguation by linking users to their social
network page, feedback loops and uncertainty handling.

In his work, Traboulsi [25] discusses how a local grammar approach can be
used to extract Arabic person names as entities from Arabic text. Jaber et
al. present MERF [26], a framework for Arabic morphology-based entity and
relational entity extraction. MERF provides a user interface requiring the associ-
ation between tag types defined by the user and regular expressions over Boolean
formulae. It constructs entities and relational entities after matching the user
specifications such as tag types and morphological features.

In their work, Zhang et al. [27] explain how cross- document studies rela-
tions between terms within some documents. This information is important for
information extraction and retrieval from documents.

‘Work Arabic | Accuracy | Fscore Features Issues
S)lrllslgtzzl‘c(ilnsmllll;i approach MSA 739 classical and classification
s DA 0 neural learning models | of hate speech

speech in arabic tweets [20]
Cross-Language Learning

cross language

for Arabic MSA 63.50% method for RE MSA, RE

Relation Extraction [21] ’ '

Arabic Cross-Document NLP .

for the Hadith and MSA | 93% cross-document | MSA hadith

Biography Literature [22] NLP biography
N ‘ RE:72% relational models newspapers

search and extraction [23]

Table 2.1: Previous Work Comparison on E and RE Extraction on Accuracy and
F'score

We record our results in chapter 9 and discuss and analyze them thoroughly.



Chapter 3

Motivating Examples

In this chapter, we give some motivating examples to illustrate the outcomes of
this thesis work. We show how, starting with some social media content, we are
able to extract its entities and relational entities. We then show how we are also
able to construct the graph representing the social media content.

3.1 World Cup Example

Figure 3.1 shows a tweet posted on Twitter platform and a reply to the tweeted
post.

In this tweet, Dr. Fadlo Khuri, is expressing supporting Germany in the
World Cup. He states that its manager, Joachim Low, needs to step down. He
also states that if its manager doesn’t step down, France may score 10 points. A
twitter user, Wael Darwish, replies to Dr. Fadlo Khuri, agreeing with him and
adding that the manager, Joachim Low, should be replaced by Jurgen Klopp.

We will extract the entities and relational entities present in the discussed
tweet to construct its respective graph.



. Dr. Fadlo Khuri
jy @Drfad okhuri

| have supported Germany since 1974. Never
seen a more clueless World Cup winning
manager than Joachim Low now. He was
great but now needs to step down. Since
Confederations Cup 2017, their style is
ponderous, predictable and impossible to
watch. If he stays, France may score 10!

. Wael Darwish @wi2il - Oct 13 v
¥ Replying to @Drradlokhur

He should step down and he should be replaced by Jurgen klopp I've been a
German fan since 1998. We had our ups and down but what i am seeing today
since the last world cup is really shocking

Q 3 =

Figure 3.1: Tweet Example

Figure 3.2 shows the entities and the relational entities that will be extracted
from the tweet. The entities are the words underlined and the relational entities
are the words outlined by rectangles.

The entities and relational entities that are extracted from this tweet are
recorded in tables 3.1a and 3.1 respectively.

Entities
person names | country names | objects
Fadlo Khuri Germany World Cup
Wael Darwish France Confederation
Jeurgon Klopp
Joachim Low

(a) Extracted Entities

Relations
verbs adjectives
follow winning
step down | ponderous
score 10 predictable
replace by | clueless

(b) Extracted Relational Entities

Table 3.1 Extracted Entities and Relational Entities



Dr. Fadlo Khuri y
@DrFadloKhuri

| have|supported|Germany since 1974. Never
seen a more clueless World Cup|winning
manager than Joachim Low now. He was
great but now needs to|step down| Since
Confederations Cup 2017, their style is

[ponderous, predictableland impossible to
watch. If he stays, France may|score 10!

. Wael Darwish @wi2il - Oct 13 v
Replying to @DrFadloKhuri

He should step down and he should b urgen klopp I've been a

German fan since 1998. We had our ups and down but what i am seeing today
since the last world cup is really shocking

Q 1 Q £

Figure 3.2: Tweet Example Analysis: extracting entities and relational entities

The entities extracted are: Fadlo, Germany, Wael, Klopp, Joachim Low,
World Cup, Confederation, and France. The entities will construct the nodes
in the graph.

The extracted relational entities are: follow, support, winning, step down,
ponderous, score 10, and replace by. The relational entities will construct the
edges connecting the nodes in the graph.

Figure 3.3 shows how the extracted entities and the extracted relational enti-
ties from the tweet are linked together.

After extracting the entities and relational entities, we will be able to con-
structed their respective graph representation. Figure 3.4 shows the final formed
constructed graph.
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manager th
great but no

watch. If he stays, Franc
‘ Wael Darwish w2l - Oct 13 v

Replying to @Drfa

He should step down and he should urgen ki I've been 2
German fan since 1998. We had our ups and down but what i am seeing today
since the last world cup is really shocking

Q T Q &

Figure 3.3: Tweet Example Analysis: linking entities and relational entities
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replace by

Figure 3.4: Graph Construction
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3.2 Missing Journalist Example

In this example, the Americans for Democracy & Human Rights in Bahrain
(ADHRB) post a tweet in Arabic language. The tweet discusses the latest updates
on the case of the detainment of the reporter, Jamal Khashoggi, in the Saudi
Consulate in Istanbul.

Figure 3.5 shows this Arabic tweet.

ADHRB & @ADHRE - 11h v
whlbuall jlail B dngnull# b oLl ga8># duad b Ol sl e |
Jasibusl# (b Blaall Glaib (6 2018 paiSl o Wlill (18 o pizmdls Jlaz#®

lgil azyis &2gsull oo plgiYl ] g5 alall laindll ol LaS Ty usd 03las]g
bit.ly/24j0Wbn

Figure 3.5: Arabic Tweet Example

Figure 3.6 shows the entities and the relational entities that will be extracted
from the tweet. The entities are the words underlined in the tweet and the
relational entities are the words outlined in rectangles.

ADHRB & @2DHRE - 11h
odbnallfjlail] Wassgmulit (b Gl Go5o* dpinb (pbfaiall K
Josibasl# (b &laall kil b 2018 138l o Pl b o 2ozl Jloz®
DsLﬁ?IL

l.g., 2>ys ddgsull Ll slgill Ol 205 R Joll Olagnill \Lo.S b b
aligy ab,
bit.ly/2AjoVbn

Figure 3.6: Arabic Tweet Example Analysis

The entities and relational entities extracted from this tweet are displayed in
table 3.2a and table 3.2b respectively. The entities extracted are: ADHRB,
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Entities
person names places dates
il JWe o sgmal hasqgy | LlaBqnsiyh | 2018 2, ¢35 baktwbr
Jamal Khashoggi consulate October 2 2018
& wdyh
ADHRB M2y
Saudi Arabia

(a) Extracted Entities

Relational Entities
Olaawmstgdat : updates

jelahtgaz : detainment
o§la= bihfaawh = conceal

C."a.'itgk : put

(b) Extracted Relational Entities

Table 3.2 Extracted Entities and Relational Entities

il U gmal hasqgy , WaaBqnslyh , 4seawswdyh
2018 2 j..{ laktwbr . The entities will construct the nodes in the graph.

The relational entitics are: &Olascuwemstgdat , je\ahtjaz , o§lasibfawh
%'ajtd‘ . The relational entities will construct the edges connecting the nodes in
the graph.

Figure 3.7 shows the final constructed graph formed by the extracted entities
and relational entities.
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Americans for Democracy

& Human Rights in Bohroin\‘;/
ADHRB

G gauswdyh

J

2018 2, 435 baktwbr

aile e gmal hasqgy i

Figure 3.7: Graph 2 Construction
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Chapter 4

Background

The social media phenomenon has increased in volume with the emergence of
social media platforms such as Facebook[28], Twitter[29], Instagram[30] and
LinkedIn[31].

Natural language processing methods enable information extraction. There
is an increased interest for information extraction lately.

For this work, we extract meaningful information from tweets. Tweets are
text posts or messages posted to Twitter platform. We will collect tweets, ex-
tract entities from the tweets, extract relations between the extracted entities,
and analyze the entities and the relations using graph construction and analysis
techniques to answer questions of interest. In what follows, in this chapter, we
provide necessary background on each of the following important concepts:

e Arabic morphology
e Entity and relational entity extraction

e Graph extraction and analysis

4.1 Arabic Morphology

Arabic language is morphologically rich and complex. It includes inflectional
morphology to express gender, tenses and number. The morphological richness
of Arabic language requires morphological analysis at different levels such as
tokenization and clitics.

4.1.1 Tokenization

Morphological analysis is required for tokenization where white space separators
between words can be omitted. This is due to the Arabic letters changing forms
according to their position in the word (beginning, middle, end). This allows the
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reader to separate the words visually rather than relying on the space separation.
For example:

Ei._,_v;';b.l.ohlwdghyh which means delicious dessert, is a two word fragment:
lglhlwa and &g &5hyh .

4.1.2 Inflectional morphology

The rich inflectional morphology of Arabic is expressed in its attachable clitics.
Prefixes and suffixes can attach to the word at the same time. The word can have
several prefixes and several suffixes attached to it at the same time. An inflected

word forms a complete sentence on its own. In the example Laspwgwsyrmyha
we observe only one word, however; it means: and he will throw it. The single

word Laeswswsyrmyha , has the attached clitics: qw | oS aha making the
word inflected. This inflected word forms a whole sentence on its own.

4.1.3 Diacritics

Arabic language has optional diacritics. Diacritics, though optional, sometimes
change the tense, part of speech or even the whole meaning of the word. The

word Jf"ml is an example where adding diacritics to the word changes its tense
or its part of speech. L}Z@amalun means the noun work, J,f'mmz‘la means was

done, and _JFamila means worked.

Another example is the word | >gzr , where specifying the diacritics, changes

the whole meaning of the word. +=>gzr with diacritics can be interpreted as

2 “ . . ‘o v .
5 ~guzur meaning islands or as §3=gazar meaning carrots.

4.1.4 Linguistic Features

Arabic dialects differ from MSA and from each other on several linguistic features.
Some of these linguistic features are listed as follows:

e Alphabet:

— The letter (v represents the phoneme /v/ in loanwords such as the
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word Lusvyyna (Vienna)

Phonology:

— the word Be¢2>hqwq (rights) sounds sgse>hurur in Lebanese

Morphology:

— the negation of the word (gaubdy (I want) can be either the word
U abdys or the word (sa Lema bdy

Orthography:

— The word s.=lla@lmgyd can have its letters written in a different
format

e Semantics

— The word ) seJlymwn means oranges in Lebanese and means lemons
in Gulf and Egyptian

4.2 Entity and Relational Entity Extraction

In this work, we use computational models to perform entity extraction and
relational entity extraction.

An entity £ = {e1,ez,...,¢p } is a term which distinguishes between several
items that have similar attributes. Entity examples are names, locations, and
objects. Relational entity R = {ry, 7, ..., g } shows the relation linking between

two different extracted entities.
A relational entity is a tuple r = (eq, e, €,) where:

eciandey € B
e ¢; and ey are entities

e ¢, denotes the relation entity label of r € R
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4.3 Graph Extraction and Analysis

A graph is a non linear data structure constituted of nodes and edges. Edges
connect the nodes to each other.

Graphs can be either directed or undirected. A directed graph is a graph
where the edges arc ordered pairs of nodes such that: an edge (u,v) connecting
node u to node v, is different than an edge (v,u) connecting node v to node wu,
(u,v) # (v,u). An undirected graph is a graph where (u,v) = (v,u)

4.3.1 Graph Construction

A graph G = (V| F) is a graph where V' represents a set of vertices or nodes and
E represents a set of edges.

e The entities E are represented by the vertices V.

e The relational entities R are represented by the edges E.

4.3.2 Graph Analytics

1. cross-reference: concerns identifying equivalent graph G elements:

® v = vy Where vy, v9 €V

® ¢y = ey Where e, e9 € F

2. reachability: where an entity can reach another entity by a defined rela-
tion

3. important nodes: where central nodes mean their respective entities are
of high degree

4. hierarchy: which is displayed by strongly connected components.

5. finding network characteristics: where subnetworks are dense but the
whole graph is not.
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Chapter 5

ADAT: Arabic Dialect
Annotation Tool

Due to the rich morphological state of Arabic language, we need an annotation
tool resource to produce the necessary linguistic features for our text. Recognizing
the linguistic features in return helps in the recognition of the text to be labelled
as entities and relational entities which is at the heart of our aim, information
extraction. We need an annotation tool that will surpass the previous existing
tools discussed in chapter 2.

We contruct ADAT, Sbladdh , an Arabic Dialect Annotation Tool. ADAT
serves as a building block to construct computational linguistic models from
Arabic text and requires basic linguistic knowledge from its users. Its importance
is expressed in its ability to morphologically annotate data. The tool takes text
as input and produces linguistic features as output. This allows us in determining
whether the input word is an entity or a relational entity. ADAT surpasses the
previous tools by providing the following:

e ADAT is a user friendly tool.

ADAT integrates the use of morphological analyzers.

ADAT targets annotating DA and MSA words.

e ADAT automatically suggests annotations to help the user annotate.
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e ADAT annotates all the words which have the same meaning, even if present
in different sentences, together.

In this chapter, we discuss how ADAT works and present all its features.

5.1 Annotator Work Flow

ADAT is an online platform where users register to an annotation task. Each
user has an account and logs in to be able begin.

s ed
IDAT  [ewm &b

(% AUB O

Figure 5.1: ADAT login page

Once the user logs in with his correct credentials, he will be redirected to the
main page of ADAT. ADAT presents sentences containing the words that the
user has to annotate. The user selects a word w, and all the sentences containing
the word w are displayed. Each sentence defines a certain context of w. In the
following, we describe how the annotation process works.
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(% AUB IDAT &3]

Context A

User Annotation B

Suggested Annotation C

- J

Figure 5.2: Annotation word selection

5.1.1 Annotation Task

Once the user logs in, ADAT displays a table containing the first sentence, that

needs to be annotated.In Figure 5.2, the first sentence is & ool s g0 J:-
il rb'{o‘ Ly k5\_«..,aly swtk ant wbttklm meay swyh ahtram rga> . Edch
word in the sentence needs to be annotated. If the word is not annotated yet,
it is displayed in a red color. If the word is annotated at least once before, it
is displayed in a green color. The user can navigate back and forth to display
the previous or the next sentence. In Figure 5.2, all the words of the displayed
sentence are not annotated yet. The user has annotated 0 words out of 439 words.

The user clicks any word he wants to annotate to start the annotation process.
Once a word w is clicked, all contextual sentences containing w arc displayed in
zone A. The user’s annotation will be displayed in zone B and the suggested
annotations will be displayed in zone C as further explained in what follows.

In Figure 5.3, we show all contextual sentences containing the clicked word w.
The sentences, the sentence number, and a respective checkbox for each sentence
are shown in zone A. w is highlighted in all the sentences for easier access.

The same word can have different meanings or share the same meaning be-
tween multiple sentences. The user has the option to select more than one sen-
tence which share the same meaning for w to annotate them simultaneously. The
user can annotate w in all the selected sentences at the same time. This reduces
the number of non-annotated data. It also annotates a larger amount of data in
less time and effort.
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In Figure 5.2, the user selected the word J.:fly ,sraise, which is not annotated
before. "

4 )

o | Aals) dnall g iy pail) il g giad A1) Jaad) 38

sl pl il dy sl glas alliny g ol Biga e

sy e o dlas ol 5

\ User Annotation B /

Figure 5.3: Context Selection

Upon choosing a context, the tool displays a table with all the suggested mor-
phological solutions for the chosen word shown in Figure 5.4. These suggestions

will be displayed in zone C under &3 21 J gl \alhlwl alsrfyh , (morphological
solutions). The suggested solutions are either generated by the morphological
analyzer SARF [32] or fetched from the database from previous user annotations.

In our example, the case of the word J.:xly , all the words are suggested from
SARF, as there are no previous annotatéd solutions, by any user, for this word
in the database yet.

We display the following in the morphological suggested solutions zone:

e sourcc: is cither SARF or a user’s ID

L) J.olal_sl alklmh : lemma,

Ladlalgdr : stem

_sadlalmma : word meaning

&sbbadyh : prefix

ia>Ylahgh : suffix

& _sdlaltsryf : conjugation
In case none of the annotations are relevant, we provide a list of suggested

23



similar words to w under &,lie & \WKkimat msabhh , (similar words). The user
can pick a similar word to w, if he finds that none of the suggested annotations
are relevant. The user can choose between these suggested words to display the
suggested solutions for any one of them.

The words ol.-,a.ycly , J_vly , and QA_c-jw(ly are displayed as suggested similar

solutions for dy .
We also set a search engine in this zone. The engine retrieves the morpholog-
ical solutions of the word searched for.

possessive form of Name of Person | ¢,

aawofsle supreme/high
alSin s in I ilao/F 4z i lE |+ alSis 5 ke Il Cilas on/above

Name of Person

Figure 5.4: Suggested annotations

At the annotation stage displayed in Figure 5.5, the user can: select and
approve a suggested annotation from the list of suggestions, edit a suggested
annotation, or enter a new annotation.

Figure 5.5: Annotation Zone

Figure 5.6, shows the case of choosing a suggested annotation. The user clicks
on the solution, and the annotation box in zone B is automatically filled with the
respective chosen parameters. The user can edit any parameter by clicking on its
respective cell.
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possessive form of Name of Person
supreme/high

AlSin 300 LIl Slas/F > I,5/008 | +alSis 300 I Slas on/above

Name of Person

Figure 5.6: Annotation Stage: choosing a suggested solution

In case the user wants to enter a completely new annotation, the user needs
to fill out the following features:

e dialect name

e prefix

e stem

o suffix

e lemma

e conjugation

e meaning

These features are shown in the table in zone B.
The dialect name, ixgUlallhgh , is a drop down where the user chooses the

dialect of the clicked word. The &sLbadyh is the prefix of the word and &>Yla-
hqh is the suffix of the word. J.Z\.A‘dlgjgfr is the clicked word’s respective stem .

L) J...;Fagl alklmh is the lemma of the clicked word. d‘u.l‘dlm%d is the
meaning of the clicked word in English. £ & _paitsryf alklmh  is the
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conjugation of the word. {85! 2 _paitsryf alklmh , displays a conjugation table,
upon pressing the plus button, to facilitate specifying the conjugation. The user
can not add new conjugation tags. Figure 5.7, shows the possible conjugation
parameters to be chosen by the user. We list the options for each conjugation
parameter:

e POS: wlasm  (noun), J=fl (verb), 3 bzrf (preposition), AP dmyr

(pronoun)

Number: > aemfrd (singular), &emina (dual), CP.g“mf (plural)

Voice: ; shaomdwm  (passive), J sg2mghwl (active)

Gender: _Siemdkr (male), d’ijlanftd (female), w\#mhayd (neutral)

Tense: slemad (past), & Jlaemdars (present), Joalawemstgbl (future),
_pbamr (order)

The user presses NN (yes) and the conjugation will be filled into the conju-
gation field in the annotation zone.

POS Number Voice Gender Tense
R
N

- o

Figure 5.7: Conjugation Box

We provide a comments section for the user to enter any additional informa-
tion under a>Mamilahzh section. We also provide the user with a level of
certainty selection option, as displayed in figure 5.8, to his annotation, in the

Tl i> ,>drgh altakd section. The options are las S Teompakd gda (very
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certain), A8~ tombakd (certain), and ,Usmhtar (uncertain).

The user can also refer the word for further revision by checking the refer to,
! dlahalh ala , checkbox. This will allow him to choose between a list of
options, he would like to refer his annotation to.

Figure 5.8: Comments and Referral

Figure 5.9 shows a full view of ADAT after specifying and filling in all the
fields.

Once all the fields are specified, the user saves his work by pressing the laashfz
, save button as shown in figure 5.10. After saving, the word is either colored
in green to indicate its complete annotation or it is colored in orange to indicate
that the word’s annotation is referred to someone and needs further revision.

5.1.2 Database

The database stores the data with its morphological attributes. The database
contains a list of all the words in a selected number of sentences. It stores their
respective morphological analysis: part of speech (POS), lemmas, dialect of the
lemma, stem and English meaning.

27



B

e

439 Jol Lo dsgwge clals 0

[gtae [oBms] ol |elis| Je |

___ Y

ADAT & DIPA

elaal il gl gl Sy il dlipa Je 1
ey e e daade 5 )

P

Allin 200 Il Slanlt 2 321k

HalGe 500 Il Slae

28

Figure 5.9: Full View of ADAT
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mJoigah’o,otho
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Figure 5.10: ADAT: saving the annotation
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Chapter 6

Social Media Data Collection

In this chapter, we discuss how we construct our data set. We want to gather
social media data to perform information extraction on its text. As such, we
collect our data from Twitter platform to construct our data set. The reason, for
choosing Twitter platform, lies in the fact that, Twitter provides a public API
which allows a registered developer user to access the data, users have previously
shared and posted on its platform.

6.1 Tweet Extraction

To extract our tweets, we follow the listed steps:
e Retrieval of Twitter API keys
e Twitter Connection for data extraction
e Saving the extracted data

Twitter provides a set of API endpoints for developers interested in using
Twitter as a development platform.

To access Twitter API, we need an API key, an API secret, an Access Token,
and an Access token secret. The key, token and secrets come with a twitter
developer account. Twitter requires a detailed description of what the developer
intends to do with the Twitter data before approving the use of its API.

To achieve Twitter Connection to extract tweets, we use Tweepy library|[33].
Using Tweepy, we are able to connect to Twitter and to download the desired
tweets. We extract the tweets according to different criteria such as: a specific
keyword preceded by a hash-tag, or a specific user-name. Tweets can also be ex-
tracted according to a city’s geolocation where each city has a unique geographic
(GEO ID). GEO IDs are numeric codes used to identify each geographic area.

The following is a python example displayed in Figure 6.1 to extract tweets
with the hash-tag peace.
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import tweepy

ckey = "xxx’

csecret = 'xxx’
atoken = ’'xxx’
asccret = 'xxx’

auth = tweepy.OAuthHandler (ckey, csecret)
auth.set_access_token (atoken, asecret)
api = tweepy.API(auth)

maxTweets=100
for tweet in tweepy.Cursor(api.search ,q="#peace’,

count=100,lang="en” ;since="2018—-10-03" ). items (maxTweets ):

print (tweet.text)

Figure 6.1: Python Example Using Twitter API

For this thesis, we extract Yemeni tweets. This thesis is in collaboration
with a UN [34] project revolving around Yemen. As such, our tweets are either
discussing Yemen related topics or posted in Yemen. Once we extract the tweets,
we save them for processing.

We construct our data set by collecting around 40,000 tweets from different
Yemeni Twitter accounts.

6.2 Pre-processing

Pre-processing is of utmost importance. Pre-processing is cleaning the raw ex-
tracted data. It is a preliminary step to having meaningful data. In section 4.1, we
discussed Arabic morphology which factors in the importance of pre-processing.
In addition to that, social media content contains unclean text and a lot of noise.
Users express themselves, their opinion and emotions, on social media, by post-
ing text containing special characters, extra punctuation marks and emojis, and
repeated characters. A social media text post is full of clutter. Figure 6.2 shows
an example of an unclean tweet. Pre-processing without lemmatization results
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in the following sentence: ob\.,l\ L=, S gmyl rbhna almbarah , nice we won

the game. After lemmatization, the sentence becomes: o\J\.,.o é o JePgmyl rbh
mbarah , nice win game. Applying thorough pre-processing increases the accuracy

@@yt Liagy i

= T

Figure 6.2: Unclean Tweet Example

of NLP tasks. In our work, the major steps of pre-processing are: normalization,
noise removal, and lemmatization.

Figure 6.3, shows the steps needed to prepare our data set for information
extraction.

The pre-processing is achieved in
the following order: ~N

Collect Tweets

o We norm@lize all ingtances of the y

- o~

letter balf: Fi, ba 1, b, i )

to la . /___‘\

k_——/

e We remove all diacritics. Extract &
Save Tweets

e We remove extra white spaces. \

Preprocessing
Tweets

e We remove all emojis.
Normalization

l

e We remove all special non Arabic Remove diacritics
characters. l

Remove extra
spaces, emojis,

e We remove all repeating charac- SHet crara“ers

ters.

Remove repeating
characters

|

Lemmatization
32 \_ /

Figure 6.3: Tweet Data Collection Steps

e We lemmatize all our words.




6.3 Data Set Construc-

tion for Entity and Re-
lational Entity Tagging

We start by specifying the bag of words
that dictate the set of entities and re-
lational entities for our Yemeni tweets.
We then collect the synonyms for each
of those words to expand our data
set [35] and cover a bigger word range.
We combine our findings thus con-
structing our annotation data set. We
then finalize our corpus by lemmatiz-
ing our data set.
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Chapter 7

Methodology for Entity and
Relational Entity Extraction

In this chapter, we discuss all the techniques we follow in our methodology. The
methodology applied is dedicated to be able to extract entities and relational
entities from the processed tweet text which is at the core of this thesis work,
information extraction.

7.1 Entity and Relational Entity Matching

We want to extract all the words in our collected cleaned tweets, section 6.2,
that form entities and all the words that form relational entities. We start by
matching our tweet words to the bag of words dictating our entities and to the
bag of words dictating our relational entities, formed in section 6.3.

7.1.1 N-grams

The matching is performed at both a bigram and a unigram level.

N-grams are a pair of N words that occur next to each other in a certain
sentence. N is the number specifying how many words are considered next to
each other. For example, unigrams consider single words, bigrams consider two
consecutive words, trigrams consider three consecutive words ...

There exists some words whose meaning is conveyed in their occurrence next
to each other. Their meaning is expressed in their bigram nature.

An example is the word: g2 (3 ~os7f shy which means sewage. £  wosrf

shy is a bigram composed of two words, (3 ~esrf and Soshy O pesrf as a
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unigram means spending. _#“shy as a unigram means healthy. In this case,
taking each word on its own, will result in an incorrect result. This case highlights
the importance of performing the entity and relational entity matching at both
bigram and unigram levels.

At this stage, we start matching our entities and relational entities by identi-
fying the bigrams in each tweet. We then proceed by identifying the unigrams.
When a bigram match occurs, we make sure to exclude its two word components
from the unigram matching, thus preventing any duplicates and matching errors.
We are able to match some entities and relational entities; however, many words
are yet to be tagged.

7.1.2 Morphological Analysis

To continue the task of £ and RE tagging, we morphologically analyze each word
to be matched. The morphological analysis allows us to to determine the POS
of the respective word. The POS in return allows us to infer whether the word
in question serves as an entity or a relational entity; having a verb POS or a
preposition POS mainly results in a relational entity tag. The rest POSs mainly
result in an entity tag.

We apply morphological analysis on all the unmatched words (the words not
in our £ and RE corpus). After finishing the £ and RE tagging, we record the
results of the matching based on N — grams and morphological analysis, to
discuss them thoroughly in chapter 9.

7.2 Distributional similarity

Distributional semantics is a technique for representing a word’s meaning based
on its linguistic contexts.

Distributional similarity gives a value for a word w’s meaning representation
by considering the context in which w’s context appears. It gives the semantics
(meaning) of w.

The distributional representation of a word w is a vector form representation
for w. It is a recursive approach where each word predicts the other words that
can appear in the same context. The word in return also predicts some other
words. We can define a word by counting all the words that occur around it.
Distributional representation of the word w is the representation of w in a vector
form in N-dimensional space. Such a representation is usually called embedding.

7.3 Word2Vec Modal

Word2Vec is a technique which allows learning word embeddings using a two
layer network. A well trained set of word vectors places all similar words close to
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each other.
The Word2Vec modal is a modal we trained having its input and output as
follows:

e Input of Word2Vec: The input is a large corpora which in our modal
consists of our Yemeni collected tweets (around 40000 tweets) along with
the Twitter- CBOW which is a model available in AraVec [36]. The total
number of tokens used in AraVec exceeds 3,300,000,000 tokens collected
from tweets, world wide web pages and Wikipedia Arabic articles. AraVec
is a pre-trained distributed word representation open source project. It
contains around 1,169,075,128 tokens.

e Output of Word2Vec: The output is the vector representation of the
word.

After training the word2vec model, we are able to find any word embedding.
Fig 7.1 is the word embedding for the word o sob , Arab.

By converting each word into vector format, we are able to predict the words
that appear in their context.As such, we are able to predict the probability
of the most appropriate word in that context.

7.4 Vocabulary Builder

The vocabulary builder is essential in building up the word2vec model. The
vocabulary builder builds up its vocabulary from the corpus’s raw input data by
collecting all its unique words.

We used genism library [37] to generate the word2vec for our corpus. Gensim
is an open source python library for natural language processing.

7.5 Similar Words

Word2vec is able to compute the similarity between any two words present in
its vocabulary. This is applied by using model.similarity() and passing it the
two words we need to compare. model.similarity() will calculate the Euclidean
similarity between those two words. An example is displayed in Figure 7.2, where
We can notice that Egypt and Tunisia are much more similar than Egypt and
Apple.

The built-in function model.most_similar() retrieves a set of the most similar
words for a given word in the vocabulary based on their cosine similarity.

The cosine similarity is expressed in Equation 7.1. It is used to find the most
similar words for a certain word. It measures the cosine of the angle © between
two vectors A and B projected in a multi-dimensional space. The cosine similarity
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# get a word wvector

B

word_wvector=model _wv ["wac"]

o

print{word wvector)

[-0.18730&605 0.5048347 0.5388151 0.08303725 0.5475561 0.8283234
0.36074245 -0_578069585 0.10742465 -1.18153818 0.80201125 -1.1402255
0.45994265%8 —-1.2690502 -0.3458572 -1.0801723 -0.45%86654 0.268955378
0.46772832 -0.53634274 0.8313€74 0.7328324 -0.56021434. 1.5008308

-0.2387822 -1.2323321 0.852302 -0.44083792 0.313779& -0.8222141%
0.08105801 0.376145398 -0.5421011 -0_.&6568272 -0.1070407& -0.45&85578

-0:-85873884 —=1.7335125 -1.4%74713 0.5848379 -1.064115%2 -0.7750224¢€

-1.65948555% -0.502873%€ 1.3804584 0.3550554 0.394294%2 -0.7946274

=1.4810159 0.880l8e -0.33428955 0.56103654 -0.57075033 -0.159€15224

-0.e5938657 -0.8732363 -0.8%5%23808 -0.02900377 0.25102487 0.62465584

-0.52&8745 -0.51213757 -0.545&24& -0.058380575 0.4101447 0.73102591
0.3638715 -0.851%6384 1.4347217 0.50808&7 0.5750052 -0.8012842

-2.2266064 0.09788562 —-0.1045672% -1.926564 0.82822737 1.7975557
1.43€3017 -0.32472435 -0.153€3534 1.1543843 1.0443273 0.19487527
0.28502€1 -0.153021e5 0.5430257 0.42737544 -0.44143477 -0.5141151%5
0.73613745 -0.4508188 -0.501€154 -1_2355762 -0.82778¢& 0.5230854

=1.2%23595 0.0338875%% -0.8000813 0.25363151¢ 1.87462%&6 -—-0.725455595
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Figure 7.1: Vector Representation For o sb

1 Egypt = n n
2 tuanisia = " ia "
"E:I -1

3 apple =

S5 print ("egypt Vs. tunisia = ", model.similarity{tunisia,egypt))

print{"egyvpt Vs. apple

(sn]

, model.similarity(apple, egypt))

egypt Vs. tunisia = 0.69211805

egypt Vs. apple = 0.008311087

Figure 7.2: Example showing the similarity between two words

will capture the angle of the word vectors provided and not their magnitude. This
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similarity score ranges from 0 to 1, with 0 being the least similar and 1 being

the most similar. For example, a zero degree angle between two vectors gives a

similarity equal to one.

_ AB S AB;
IANIBIL /X, AT, B

similarity = cos(©) (7.1)

An example is displayed in Fig 7.3 where the similar words for the word
U eitwns , Tunisia, are calculated.

# find and print the most similar terms to a word
F

most similar = model.wv.most similar( "pi, 3" )

[ LT L T =}

for term, score in most similar:
1

4 | print{term, score)

-

fasrflocal/lib/python3.6/dist-packages/gensim/matutil=s. py: T37:
if np.i=subdtype (vec.dtype, np.int}):

0.7573358416557312 Laya 1
0.7550797462463379 551 ja Il
0.6921180486679077 yas
0.685177743434906 Lus;s
0.6604579091072083 Lailoii)ss
0.6280934810638428 5! 3 gull
0.6274716854095459 51,3
0.6269993185997009 pwiol 4b
0.62644362449646 gwisio
0.6256780624380648 LS, 3

Figure 7.3: Example for Finding Similar Words

Using the word2vec model, we are able to find all the similar words to some of
our unmatched words’ corpora. We record our results to be discussed in chapter 9.

7.6 Manual Inspection Iterative Approach

After applying all the above techniques to extract our entities and relational
entities, we select our top frequent occurring words for evaluation. We inspect
the top frequent words’ tagging and manually correct them. We also inspect the
tweets for possible relational or entity indicators that we have missed. We add
those indicators to our corpus and rerun all the above steps to try and produce
improved results.
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7.7 Neural Networks

To further improve our results, we apply a neural network approach. We employ
the use of Long Short-Term Memory (LSTM) networks. LSTM is a type of
recurrent neural network (RNN). It is characterized by being able to learn the
ordered sequence of its input.

7.7.1 RNNs

A basic neural network’s inputs and outputs are independent of each other. How-
ever, there exists cases which require remembering the previous word to be able
to predict the next word in a sequence. Such cases, require the use of RNNs.

RNNs are characterized by having a hidden layer, figure 7.4. The hidden
state makes it possible for the network to remember the sequence’s information.
Recurrent neural networks are able to work with sequential data. In an RNN,
the output resulting from the previous step is the input to the current step
as displayed in figure 7.5 [1], resulting in a third output. This expresses the
recurrency.

Input J
Hidden

Layer
Output J

Figure 7.4: Hidden State

7.7.2 LSTM

In an LSTM network, each hidden layer is replaced by an LSTM cell. The
LSTM takes two inputs and produces two outputs. The first input is the word
embeddings, the second input is the hidden state and cell state. Initially, the
hidden states and cell states are random values. The outputs are the hidden
state and the cell state. Those outputs along with the next input word are fed
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Input layer

Hidden layer

~—yoeqpaay

Information flow—

Error flow

Figure 7.5: RNN Diagram Obtained from [1]

into the second time step of the LSTM. In return, this will produce two vectors
which will be fed along with the next input word to the third time step of the
LSTM ...

The input of our LSTM modal are our tweets split into word tokens. We
obtain the word embedding for each of the words from Mazajak Embeddings [38]
, trained on 100 million Arabic tweets, to extract a feature vector of size 300. We
feed the obtained embedding into an LSTM.

We split the tagged labeled words into a training data set and a testing data
set. The training data set represents 80% of our labelled words data set. The
testing data set represents 20% of our labelled words data set.

The output of the LSTM will classify each word token into either an entity
or a relational entity. This LSTM is a bdirectional LSTM (from left to right and
from right to left). The LSTM has a hidden size of 500.

We record our results to be discussed in section 9.
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Chapter 8

Leveraging Partial Tuples

In this chapter, we discuss how to further improve the extraction of entities
and relational entities. We work on leveraging partial tuples to enhance our
information extraction.

To further decrease the number of unmatched words and to improve our re-
sults, we compute and add the following partial tuples to our matching;:

e tuple (el,e2,7?)
e tuple (el,?,7)

We discuss how we leverage each of these tuples in the following sections:

8.1 Partial Tuple (el,e2,7)

We leverage the partial tuple (el,e2,7) to try and enhance our methodology and
to further improve our results. The partial tuple (el,e2,7) is a tuple composed
of el (entityl), e2 (entity2), and an unknown. We explain the steps applied
in this technique by illustrating its respective flow diagram. This method’s flow
diagram is illustrated in Figure 8.1. Each step is also explained in the list below.

e We start by computing the distributional similarity index D, as discussed
in section 7.2, for all the tweets.

e We then compute F and R, the entities and relational entities in the tweets
respectively.

e We check for each partial tuple (el,e2,7) in tweet ¢ in the relations R.

e We compute wl, the word in tweet ¢ with minimum distributional similarity
D distance to el.

e We compute w2, the word in tweet ¢ with minimum D distance to e2.
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compute
D

compute
R

check for - -
inTin R
add remove
(el,e2,wl) (el,e2,7?)
to R from R

add remove
w = Ming(wl, w2) (el,e2,w) (el,€2,7?)
to R from R

Figure 8.1: Adding partial tuples: (el,e2,7?)

o If wl is equal to w2, we add (el,e2,wl) to the R set and we remove the
partial tuple containing an unknown,(el, e2,?), from the R set.

e Else (if wl is not equal to w2), we pick w to be either wl or w2. We choose
w to be the word with the minimum distance between w1l and w2. We then
add the tuple (el,e2,w) to R and remove the partial tuple containing an
unknown, (el, e2,7?), for all the tweets, from the R set.

We record our results to be discussed in section 9.

8.2 Partial Tuple (el,?,r)

We then leverage the partial tuple (el,?,r) to try and enhance our methodology
and to further improve our results. The partial tuple (el, 7, r) is a tuple composed
of el (entityl), an unknown, and r (relation). We explain the steps applied in
this technique by illustrating its respective flow diagram as well. This method’s
flow diagram is illustrated in Figure 8.2. Each step is also explained in the list
below. The following method is illustrated in Figure 8.2.

e We start by computing the distributional similarity index D, discussed in
section 7.2, for all the tweets.

e We compute R, the entities and relational entities in the tweets.

We check for each partial tuple (el,?,r) in tweet ¢ in R.
e We compute w1, the word in tweet ¢ with the minimum D distance to el.

e We compute w2, the word in tweet ¢ with the minimum D distance to r.
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compute
D

compute
R

check for - -

sl [ o
inTin R

add remove

(el,e2,wl) (el,?,7)

to R from R

add remove
w = Ming(wl, w2) (el,w,r) (el,?,r)
to R from R

Figure 8.2: Adding partial tuples: (el,?,r)
o If wl is equal to w2, we add (el,wl,r) to the R set and we remove the
partial tuple containing an unknown (el, 7, 7).

e Else (if wl is not equal to w2), we pick w to be either wl or w2. We choose
w to be the word with the minimum distance between w1l and w2. We then
add the tuple (el,w, ) to the R set and remove the partial tuple containing
an unknown (el,?,r), for all the tweets, from the R set.

We record our results to be discussed in section 9.
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Chapter 9

Results

In this chapter, we discuss and analyze the results of all our applied methodology
techniques on different evaluation metrics.

9.1 Testing Data Set

We randomly selected 50 random tweets and manually annotated them to either
entity or relational entity. This annotated set will serve as our testing data set.

9.2 Results Evaluation

9.2.1 Confusion Matrix

A confusion matrix is a performance measurement for classification where the
output can be two or more classes. The classes in our case are: entity and rela-
tional entity. A confusion matrix is represented by a table displayed in figure 9.1
with 4 different combinations of predicted and actual values. A true positive is
when the model correctly predicts the positive class, E. A true negative is when
the model correctly predicts the negative class, RE.

A false positive is when the model incorrectly predicts the positive class. A
false negative is when the model incorrectly predicts the negative class.

9.2.2 Evaluation Metrics

To evaluate our results, we measure the recall and precision of our model’s tags
with respect to our testing data set tags.

Recall, expressed in equation 9.2, measures the percentage of total relevant
results correctly classified by the algorithm. It measures the number of correct
predictions out of all the predictions made. A low recall indicates many false
negatives.
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True Positive False Positive

A
0 2

Predicted

False Negative True Negative

L 4

Actual

Figure 9.1: Confusion Matrix

Precision, expressed in equation 9.1, measures the percentage of results which
are relevant. A low precision indicates a large number of false positives. Maxi-
mizing both of these metrics at the same time is difficult, as one comes at the cost
of another. For simplicity, we use the F-1 score metric, expressed in equation 9.3.
The F-1 score is a harmonic mean of the precision and recall. It measures the
balance between the precision and the recall. An F-1 score has a best value of
1 and a worst value of 0. A low F1 score is an indication of both poor precision
and poor recall.

Precision True Positive o True Positive 0.1)

on = r .
Actual Results True Positive + False Positive

Pecall — True Positive True Positive 9.2)

or
Predicted Results True Positive + False Negative

Precision x Recall
F18 =2 9.3
core * Precision + Recall (9-3)

We also record the number of words, we were unable to match as F or RE.
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9.3 Initial data

In table 9.1, we record the initial number of tweets we started with: around 40000
tweets. We also record having around 50000 unique words.

Total Number of Tweets 37001
Total Number of Unique Words | 54458

Table 9.1 Initial Data

9.4 Evaluation Results

For each stage, we measure our results on:
e recall
e precision
e Fscore
e number of unmatched words
Stages:

e Stage 1: after tagging our tweets by matching them with our E and RE
data set, as discussed in section 7.1.2 and section 7.1.1.

e Stage 2: after applying distributional similarity then matching with our E
and RE data set, as discussed in section 7.2.

e Stage 3: after manually inspecting our top frequent words and retraining
as discussed in section 7.6 then applying distributional similarity.

e Stage 4: after applying neural networks on our data, as discussed in sec-
tion 7.7.

e Stage 5: after leveraging partial tuples to further extract entities and rela-
tional entities, as discussed in chapter 8.

The measured results are recorded in table 9.2. we notice a strong increase in
the precision and recall at every stage of our methodology.
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First Matching

Before DS | After DS

E RE E | RE

Recall 59 56 62 58

Precision 87 54 88 %)

Fscore 70 55 73 56
Unmatched Words >20 2940 594

(a) Results After First Matching

After Evaluation

Before DS | After DS

E RE E | RE

Recall 80 67 80 79

Precision 91 74 91 74

Fscore 85 70 85 76
Unmatched Words >20 562 480

(b) Results After Manual Inspection

After Applying
Neural Networks

E RE

Recall 82 83

Precision 89 85

Fscore 85 84
Unmatched Words >20 0

(c) Results After Applying Neural Networks

After Leveraging
Partial Tuples

E RE

Recall 84 85

Precision 91 87

Fscore 87 86
Unmatched Words >20 434

(d) Results After Leveraging Partial Tuples

Table 9.2 Evaluation Metrics Results
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9.5 Numeric Evaluation Results

9.5.1 Recall

In the case of entity tagging, we initially had a recall of 59 at stage 1. The
recall increased to 62, 80, 82, 84 at stages 2, 3, 4, and 5 respectively displayed
in tables 9.2a, 9.2b, 9.2c, 9.2d. The sequence of numbers is increasing with the
increase of every stage, indicating the efficiency of our methodology.

In the case of relational entity tagging, we initially had a recall of 56 at stage
1. The recall increased to 58, 79, 83, 85 at stages 2, 3, 4, and 5 respectively
displayed in tables 9.2a, 9.2b, 9.2¢, 9.2d. The sequence of numbers is increasing
with the increase of every stage, indicating the efficiency of our methodology.

9.5.2 Precision

In the case of entity tagging, we initially had a precision of 87 at stage 1. The
precision increased to 88, 91, 89, 91 at stages 2, 3, 4, and 5 respectively displayed
in tables 9.2a, 9.2b, 9.2¢, 9.2d. The sequence of numbers is increasing with the
increase of every stage, indicating the efficiency of our methodology.

In the case of relational entity tagging, we initially had a precision of 54
at stage 1. The precision increased to 55, 74, 85, 87 at stages 2, 3, 4, and 5
respectively displayed in tables 9.2a, 9.2b, 9.2c, 9.2d. The sequence of numbers
is increasing with the increase of every stage, indicating the efficiency of our
methodology.

9.5.3 Fscore

In the case of entity tagging, we initially had a F'score of 70 at stage 1. The
F'score increased to 73, 85, 85, 87 at stages 2, 3, 4, and 5 respectively displayed
in tables 9.2a, 9.2b, 9.2¢, 9.2d. The sequence of numbers is increasing with the
increase of every stage, indicating the efficiency of our methodology.

In the case of relational entity tagging, we initially had a F'score of 55 at stage
1. The F'score increased to 56, 76, 84, 86 at stages 2, 3, 4, and 5 respectively
displayed in tables 9.2a, 9.2b, 9.2¢, 9.2d. The sequence of numbers is increasing
with the increase of every stage, indicating the efficiency of our methodology.

The Fscore is a harmonic measure of the precision and recall. Obtaining an
increasing F'score at each stage is crucial and important.
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9.6 Evaluation Results Plot

9.6.1 Recall, Precision and Flscore Plot

To better visualize our results and to facilitate their analysis, we plot our results
and display them in figure 9.2.

We can notice how our F'1 — score, marked with a grey color, is increasing
with every stage of our methodology. The increase in the F'1 — score indicates
that our approach is successful.
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Figure 9.2: Results plot showing the recall, precision and fscore for the E and
RE extraction at each stage in our applied techniques

9.6.2 Unmatched Words Plot

We care to make certain that the number of our unmatched words is decreasing at
each stage of our methodology as well. As such, we plot the number of unmatched
words at each stage and display then in a bar graph in figure 9.3. We can record
the very obvious decrease in the number of unmatched words at every stage of
our methodology which is very promising.

It is worth mentioning here that we started with 54458 unique words in our
cleaned tweet data set. At the end of our methodology, the number of unmatched
words recorded is 434 words. Thus, we were able to match 99.2% of our initial

words with a Fscore of 87% for E and 86% for RE.
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Chapter 10

Graph Analysis and Insights

Graph visualization is a means of providing knowledge about the data that re-
sulted from the information extraction. After being able to successfully perform
information extraction on our tweets, we have the basis needed to build their
graph representation.

In this chapter, we visualize some of our tweets by drawing their respective
graphs. We apply some graph algorithms to better illustrate the graph. We then
analyze and draw insights from the constructed graph.

10.1 Graph Data

As discussed in section 4.3, a graph is composed of nodes linked together by
edges. The nodes of our graph are our extracted entities. Our data set contains
around 40,000 tweets with around 10,000 entities. For simplicity, we construct
a graph representing some of our tweets. We select the top frequent occurring
word entities in our tweet data to set as the nodes of our graph.

The graph in figure 10.1 displays the top frequent word entities in our data.
The plot shows the number of occurrences (frequency) of our most occurring
words.

The edges of our graph are our extracted relational entities. We will construct
the graph visualizing the words in figure 10.1. The graph is a directed graph
linking the entities by the extracted relational entities.

Table 10.1a contains the top frequent entities which represent and will con-
struct our nodes. Table 10.1b contains the edges which link our nodes together.

The graph G = (E,R) is a graph where:
e F represents all the entities
e R represent the relational entities in the tweet text that match R

e R specifies the edges of G
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Id Label

1 8 ol§ermewamerh
2 b TYYs

3 é y=lahwng
5 > gys

17 Sbtany

20 zy sdnbuwr
22 | ol | saemnswr hady
23| gl sy salh
35 #7 Spesif shy
37 sLafsad

30 3 birg
40 Jeymn

41 Jewsyl

42 G lacsabh
46 Rsfqr

47 Jslawl

49 ¢ Smgrm
50 sleosnea
51 d 9=>hwty
52 J;oxitdmyr
53 Slasfas
59 @.2>hqygh
56 i.ej,<_>hkwmh
57 daulqwasth
58 Ju~smal
59 o=\ jrwafd
60 ola larhab
61 SLsdmar
62 C)stldh
63 G wsrgh

(a) nodes table

(@)

Source | Target Label
20 2
53 5 s\sgad
53 49
53 52 S s ala
52 40
53 55 2 2yf
20 3 C;pgm
37 56
37 20
37 3
56 53
53 37
56 37
37 57
37 46
3 60
3 42
20 51 Js:\ddhl
51 40
51 59
58 51 Llayd
37 41
37 35
41 39
53 41
53 61
51 61
51 62 delahd
53 37
37 63
53 37
53 37
53 1
53 23 lgb
20 2
1 2
53 2
41 35
20 17
L 17 2
“ 20 22 g

(b) edges table
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Figure 10.1: Selected Top Frequent Words

e R CV xV x L where:

— L is a set of contextual labels

10.2 Graph Construction

We set our graph by defining our nodes and edges, using graphviz package [39].
Graphviz is an open source graph visualization software. For a clear graphical
interface, we illustrate our graph using Gephi [40]. Gephi is an open source soft-
ware for visualizing and manipulating graphs. The data in table 10.1, produces
the graphs illustrated in figure 10.2.

In a large scale graph, we can have a big number of nodes and edges. Illus-
trating a graph without any processing and manipulation is futile. In the graph,
in figure 10.2, we observe many connected nodes, but we are unable to infer any
other information. The nodes are condensed and overlapping each other.

10.3 Graph Visualization Algorithms

To understand the graph and to be able to infer and draw relevant insights we
apply the following algorithms:

e Force atlas

e Graph rank degree
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Figure 10.2: Graph Illustration

e Average path length and betweeness centrality
e Community Detection

We discuss each algorithm and show its output and benefit to our graph in the
following subsections.

10.3.1 Force Atlas Algorithm

The leaves of a graph are the nodes with no children. The nodes surrounding
the leaves are usually one of the sources of visual clutter. Observing figure 10.2,
we confirm visual clutter emphasis around the leaves.
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We apply the force atlas algorithm [41] to better visualize our graph. Force
atlas attracts the linked nodes next to each other and pushes apart the non-
linked nodes. It positions poorly connected nodes next to very connected nodes.
This produces better readability of the graph. Figure 10.4 shows the graph after
applying force atlas. Force atlas calculates the degree of the nodes (the count
of connected edges) in the repulsion. This reduces the clutter surrounding the
leaves. The formula of the repulsion force (F,) between two nodes ny and ny is
expressed in equation 10.1, where K, is a defined coefficient, deg(n) is the degree
of a node n, and d(ny, ng) is the distance between two nodes ny and ns.

), e0(m) + 1)(deglna) +
d(nl, Tlg)

In figure 10.3, we observe the graph generated after applying force atlas al-
gorithm with a repulsion strength of 10,000. We can observe that the nodes
surrounding the leaves are now more obvious. The linked nodes are next to each
other the non-linked are a bit apart.

By visual observation, we try different repulsion strengths on the cluttered
nodes until we are able to reach a well readable graph.

We increase the repulsion strength and set it to 20,000 for better readability
and display it in figure 10.4. The graph is much more readable and less cluttered
now.

(10.1)

10.3.2 Graph Rank Degree

Another important indicator to draw insights in graph theory is to determine
the importance of a node relative to other nodes of the graph. One of way of
achieving this is by ranking the nodes according to their degree of connectivity.
In an undirected graph, the degree of a node n is the number of edges the node n
has. It is the sum of edges for the node n. Our graph is a directed graph, where
in this case, each node has an in — degree and an out — degree. The in — degree
is the number of edges coming to a node n. The out — degree is the number of
outgoing edges from a node n. The total degree of the node n is the sum of its
in — degree and out — degree.

We find the degree for each of the nodes in our graph. A relation (edge) is
connecting two entities(nodes), so if an entity has a high degree, it means it has
many entities as neighbours. Table 10.2, lists each entity node in our graph. It
displays the in-degree, out-degree, and final degree for each respective node.

We apply the rank degree algorithm [42] to rank the most connected nodes in
our graph. The algorithm, colors each node according to its degree. The darkness
in the color of a node is an indicator of the high rank of that respective node.

Applying the rank degree algorithm, produces the graph displayed in fig-
ure 10.5.

Observing the graph 10.5 and the degrees for each node in table 10.2, we are
able to infer that:
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Figure 10.3: Graph Illustration After Force Atlas Algorithm with a Repulsion
Strength of 10,000

e Entity ui:LLﬁfd,s‘ , (Afash), and entity slusfsad , (corruption), have the
highest degrees.

e Entity &j.f}:dnbwm &;'j;hwjy , (Houthi), entity w5 ,ryys , (president),
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Figure 10.4: Graph Illustration After Force Atlas Algorithm with a Repulsion
Strength of 20,000

and entity é s=lahwng have degrees higher than the average degree.

10.3.3 Average Path Length and Betweenness Centrality

Our graph is much more readable; however, we still need to improve it to be able
to infer meaningful results. We compute the average path length for the graph
and the betweenness centrality.

Average Path Length:

The average path length computes the path length for all possibles pairs of
nodes and gives information on how nodes are close from each other.
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Figure 10.5: graph illustration after rank degree

In a graph, the length of a path is the number of edges the path contains.
The average path length, [,v, is the average of the shortest path length, av-
eraged over all pairs of nodes. The average path length is expressed in equation
10.2, where N is the total number of nodes in the graph, d,,,, is the shortest
path length between node n; and node ns, and the summation is over all pairs

of distinct nodes.

. 1
 N(N —1)

Betweenness Centrality:
The concept of betweenness centrality [43] works by:

> don,

ni#ne

e taking all the shortest paths between all nodes in the graph

29

(10.2)



e in each path, if a node n; is traveled, adding for the node n; one point

e once all the paths are covered, a ranking is achieved, showing which nodes

are traveled a lot and which are not
This explains the concept of betweenness centrality. A node having a high rank

number, has a high betweenness centrality.
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Figure 10.6: Graph Illustration After Ranking the Node Size on Betweenness

Centrality
Betweenness centrality represents the degree of which nodes stand between

each other. A node with high betweenness centrality has more control and in-
fluence over the graph, because more information passes through it to the other

nodes.
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We now rank our nodes by size according to their betweenness centrality.

Figure 10.6, displays the graph after ranking the nodes on the betweenness
centrality metric. The larger the node, the greater is its betweenness centrality,
thus the greater is its influence.

Observing the graph, we notice that the nodes: sludfsad , JL&..L‘fC_Lg ,
zhj,u sdnbws , and d s>hwty have the greatest size. This means those nodes have
the highest betweénness and the highest influence.

10.3.4 Community Detection

The graph generated up this stage, is much more clear than the initial graph we
started with.

The final graph algorithm we are applying, is community detection. A com-
munity can be defined as the following: ”A community, with respect to graphs,
can be defined as a subset of nodes that are densely connected to each other and
loosely connected to the nodes in the other communities in the same graph.” [44].

Community detection is also known as clustering. It groups nodes into com-
munities (also called clusters). The nodes inside the community or cluster have
many connections and the nodes between the marked communities have few con-
nections.

Figure 10.7: Example of Graph Detecting and Highlighting of Communities

In figure 10.7, we highlight the communities of a random graph to better
illustrate the concept of community detection. The nodes of this graph are parti-
tioned into three communities, each labeled with a different color. The majority
of the edges are inside the detected communities. The minority of the edges are
between the detected communities.
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We want to colorize the communities of our graph to somehow resemble the
community structure in the graph in figure 10.7. Community detection is achieved
by applying the Louvain method [45]. The Louvain method maximizes the mod-
ularity score for ecach community. It evaluates how dense the connected nodes
within a community are.

Figure 10.8b, displays the graph after detecting the communities and coloriz-
ing them. Each community is identified by a randomly generated color displayed
in figure 10.8a.

By observing the resulting graph in figure 10.8, we notice four major com-
munities in our graph. We can now analyze each community separately to infer
the topic it discussed. We can then combine our findings and understand the
information, the graph as a whole, is providing.

We can also represent some of the nodes with their respective images by de-
ploying the google_images_download Python script [46]. The graph in figure 10.9
displays the final graph with the main nodes represented by their respective im-
ages.

10.4 Graph Insights

After observing the graphs in figure 10.8 and figure 10.9, we can infer some
interesting insights.

It is important to note that the insights represent the data collected from the
tweets, and thus do not necessarily reflect our opinion to the topics inferred and
discussed.

We gather that J&;g”dé is the nickname of the former president of Yemen

Lo L§_=<ly salh . uiL&..c#ds‘ was the first president of Yemen. He was heavily
associated with corruption according to the people’s opinion. His government is
directly linked to the corruption in Yemen which is expressed in poverty, thiev-
ery, criminal activity, flooding of roads and sewer system, and influential power
exerted to force authority.

Cﬁ.}:dnbw is also linked to all the corruption forms we mentioned before.
&j.g sdnbws is a nickname for the second president of Yemen  ¢sla | qualomnswr
hady . He is responsible for creating a gang called é j.s‘d[wmg affiliated with

terrorism. The é P\d@wng is also a form of the previously mentioned corrup-
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Figure 10.8: Graph Illustration After Colorizing Based on Community Detection,
along with the Color Key

tion. iyg:dnbw also formed the d s>hwty . The d s>hwty are a group who
were against the government and rélated to military”weapons. They resided in
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the north of Yemen.

We can notice, how after properly visualizing our graph, we are able to under-
stand the main concepts of a large bulk of text. Manually going through bulks of
text to retrieve information is tedious and almost impossible to achieve. Building
the graphs of our data allowed us to extract information and understand the main
topics of the tweet data we have.
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Chapter 11

Conclusion

In conclusion, we presented in this thesis a methodology for information extrac-
tion. We were able to automate the process of extracting the important and
trending topics present in social media text. To ameliorate the process of infor-
mation extraction, we presented a user friendly linguistic tool that provides the
morphological analysis of text. We presented the tool, ADAT, Arabic Dialect
Annotation Tool and highlighted all its features. The methodology of our in-
formation extraction worked on detecting the entities and the relational entities
present in the data. We evaluated our work by recording the precision, recall,
and fscore, and we recorded high results. We were able to tag around 99.2% of
the initial words we started with with a Fscore of 87% for E and 86% for RE.
We finally constructed graphs representing our data. We analyzed the graphs
and were able to draw important insights.
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Appendix A

ADbbreviations

ADAT Arabic Dialect Annotation Tool
Ann Annotation

DA Dialect Arabic

Dist Sim Distributional Similarity

E Entity

G Graph

GEO ID Geographic Identification

IE Information Extraction

MSA Modern Standard Arabic
NLP Natural Language Processing
Nb Number

POS Part of Speech

R Relational Entity

Rel Relational
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