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An Abstract of the Thesis of

Wissam Fares Antoun for Master of Engineering
Major: Electrical and Computer Engineering

Title: Transformers for Arabic Natural Language Understanding and Generation

Natural Language Processing (NLP) aims at advancing Artificial Intelligence
by developing methods that enable machines to process language like humans
do. While there has been significant breakthroughs in English NLP with the
introduction of Machine Learning (ML) models called Transformers, Arabic NLP
has been lagging behind, due to the lack of large scale data needed by these new
models. Transformers represent special types of deep learning (DL) architectures,
where the models learns to combine and weigh the different internal representa-
tions of a sentence. Furthermore, Arabic presents its own challenges such as
the lexical sparsity, complex and concatenative morphology. This work aims to
advance Arabic NLP tasks and bring the performances closer to English NLP.
We propose multiple Transformer-based models that are specifically developed
for Arabic Natural Language Understanding (NLU) and Generation (NLG). For
Arabic NLU, we developed an Arabic centric Bidirectional Encoder Representa-
tions from Transformers, called AraBERT, bridging the gap with the English
model BERT developed by Google. The model is comprised of 110 million pa-
rameters. For Arabic NLG, we proposed a Transformer-based encoder-decoder
architecture to address challenges for Arabic open-domain chatbots. We built a
large conversational dataset annotated for the gender of both interlocutors. The
resulting model is the first open-domain gender-aware Arabic chatbot. For NLU
experiments, we applied AraBERT to Arabic text classification and Arabic
question answering. The performance showed state-of-the-art performance com-
pared to multilingual BERT. For NLG Experiments, the results showed success of
the model in achieving simple open-ended Arabic conversations, demonstrating
basic world knowledge, and common-sense reasoning.
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Chapter 1

Introduction

NLP can be divided into two parts: Natural Language Understanding (NLU) and
Natural Language Generation (NLG).

• NLU: deals with the machine’s ability to comprehend and reason about
spoken or written text. NLU can be applied to solve real-world problems
like Sentiment Analysis (SA), Question Answering (QA), Named-Entity
Recognition (NER)...

• NLG: deals with the machine’s ability to produce human-readable text.
NLG is used in tasks like Image Captioning, summarization, translation,
Open-Domain QA (or Chatbots), etc. Although most NLG systems still
require an understanding of the input text.

Recently, Natural Language Processing (NLP) experienced significant break-
throughs with advances in Deep Learning (DL) systems for extracting text se-
mantics. These advances were marked by the introduction of neural network
models such as the Recurrent Neural Network (RNN) [3] and Long Short-Term
Memory (LSTM) [4] networks. The choice of such networks was motivated by
their capabilities to deal with input with dynamic length and order-dependent
variables which enable models to learn semantic text representations.

Early pretrained text representation models aimed at representing words by
capturing their distributed syntactic and semantic properties using techniques like
Word2vec [5] and GloVe [6]. However, these embedding models did not incorpo-
rate the context in which a word appears. This issue was addressed by generating
contextualized representations using models like ELMO [7]. Recently, there has
been a focus [8] on applying transfer learning by fine-tuning large pretrained
language models for downstream NLP tasks with a relatively small number of
examples, resulting in notable performance improvement for NLP tasks. This
approach takes advantage of the language models that had been pre-trained in
an unsupervised manner, sometimes called self-supervised. A key issue with these
models is scalability, which breaks training optimization and parallelization. This

1



is due to the inherent time dependency in the recurrent architecture. The issue
was addressed with the introduction of the Transformer architecture [9], which
replaces all the recurrent layers with deeper self-attention layers that are easier
to train and scale. However, this advantage comes with drawbacks, particularly
the huge corpora needed for pre-training, in addition to the high computational
cost for training. Latest models required 500+ TPUs1 or GPUs running for
weeks [10, 11, 12].

There has been significant advances in NLP research for few languages, mainly
English, Chinese, and Spanish. Other languages are lagging behind to the lack
of quality data necessary to develop powerful systems. While Arabic is the 5th
most spoken language in the world and the official language for more than 20
countries, it is still considered an under-resourced language for meeting the needs
of new advanced NLP models. Additionally, Arabic is a morphologically rich
language with a less explored syntax compared to English which often results in
Out-of-Vocabulary (OOV) problems with DL systems. Given these limitations,
Arabic Natural Language Processing (ANLP) tasks like Named Entity Recogni-
tion (NER), Question Answering (QA), Open-Domain chat have proven to be
challenging to tackle and still lack behind their English counterparts. To remedy
this gap, multilingual models have been trained to learn representations for more
than 100 languages simultaneously, but still fall behind single-language models
due to little data representation and small language-specific vocabulary. While
languages with similar structure and vocabulary can benefit from shared repre-
sentations [10], the difference in Arabic compared to other languages limits its
ability. This thesis aims at advancing Arabic NLP by developing transformers
for Arabic and achieving state-of-the-art (SOTA) in many ANLP tasks.

The high-level contributions of this work can be summarized as follows:

• Contributions for Arabic NLU:

1. A methodology to pretrain a transformer-based universal language
model for Arabic, which we name AraBERT.

2. Using the developed AraBERT to achieve state of the art in four Ara-
bic NLU downstream tasks: Sentiment Analysis, Offensive Language
Identification, Hate Speech Detection, Question Answering.

• Contributions for Arabic NLG:

1. A methodology for end-to-end training of the first open-domain Ara-
bic conversational agent, using a transformer-based encoder decoder
architecture.

2. Address challenges in Arabic open-domain conversations by developing
a model that can simultaneously handle gender-aware and Arabic OOV
limitations in a generative DL model.

1https://en.wikipedia.org/wiki/Tensor_processing_unit
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This work further contributed in valuable open-access resources for Arabic
NLP:

• AraBERT is publicly released on popular NLP libraries2.

• A large Arabic conversational dataset annotated for the speaker’s and the
listener’s gender.

• The open-domain Arabic chatbot’s model weights and code are publicly
available on our repository3.

2github.com/aub-mind/arabert, huggingface.co/aubmindlab
3github.com/WissamAntoun/Arabic-Chatbot
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Chapter 2

Preliminary Work on English
Transformers for Fake News
Detection

This chapter1 presents state of the art methods for addressing important chal-
lenges in automated fake news detection: fake news detection and domain iden-
tification. These models were developed as part of the Qatar International Cy-
bersecurity Contest (QICC) on Fake News Detection. The proposed solutions for
both tasks relies on advances in Natural Language Understanding (NLU) end to
end deep learning models to identify stylistic differences between legitimate and
fake news articles which proved that it outperforms the contest winning approach.

2.1 Introduction

Fake news articles are typically created with the goal of deceiving or misleading
readers [14]. As an example, earlier cases for writing fake news articles were used
to increase profit by directing web-traffic with ”Clickbait” content2, and were
often designed and written to go viral by targeting controversial topics.

Nowadays, the majority of people rely on social media as their news source. In
the USA, 62% of American adults get some of their news from social networking
sites [15]. Generally, non-expert users can’t infer the validity of news they read,
and humans have 70% success rate in fake news detection [16]. As a result, social
media networks have become fertile grounds for spreading fake news, which is an
emerging type of cybersecurity threat. Accordingly, it has become important to

1This chapter is a slightly modified version of State of the Art Models for Fake News De-
tection Tasks [13]. The work that has been reproduces here only includes the work that I
participated in.

2Clickbait: is a kind of deceptive or misleading false advertisement that exploits users cu-
riosity to attract attention to follow a link - wikipedia.org/wiki/Clickbait
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provide tools for automated detection of fake news.
There have been numerous research and industry efforts to automate and

highlight fake news. Facebook is among the platforms with a large share of false
news articles such as those preceding the 2016 US election [17]. To address the
risk for fake news spreading, Facebook started adding tags to stories that can
be flagged as false by fact-checkers. For the upcoming US election, Facebook is
planning to label posts as ”False Information”, but this new policy will exclude
Facebook ads placed by politicians [18]. In 2017, another effort was spearheaded
for fact checking as the first step in fake news detection. Fake News Challenge
(FNC-1) [19] was organized to develop new advances in intelligent systems for
stance detection to predict one of four stance labels when comparing a document
to its headline: Agree, disagree, discuss, and unrelated. The top ranked system
used a weighted average model of a Convolutional Neural Network (CNN) and
a gradient-boosting decision tree model [20]. The top three ranked models were
further evaluated [21], and it was concluded that even the best performing fea-
tures were not able to fully resolve the hard cases where even humans confused
the agree, disagree and discuss labels. Another work on fake news detection
focused on linguistic features such as Ngrams, punctuation, syntax, readability
metrics and Psycholinguistic features (using the Linguistic Inquiry and Word
Count (LIWC) tool)[16]. These features show that the difference in the style of
writing can be exploited to detect the legitimacy of the content.

Despite the progress in fake news detection, accuracy performances remain
limited in practical systems. To advance the field from this perspective, a con-
test was recently held as part of the Qatar International Cybersecurity Contest
(QICC) [22]. The contest aimed at providing systems that have the best perfor-
mances in practical applications with two challenging tracks:

• The Fake News Detection task aimed at detecting if an article is fake news
or legitimate news.

• The News Domain Detection task aimed at detecting the news domain of
an article: Politics, Business, Sports, Entertainment, Technology, or Education.
The motivation is that different domains may require different approaches for the
detection of fake news.

In this chapter, we present our approach that tackled these challenges. For
fake news detection, our approach was motivated by the assumption that fake
news would show stylistic differences hidden in the writing. The method con-
sists of a classifier that uses state-of-the-art transformer-based language models
to extract features from the text with the objective of detecting deep seman-
tic differences in the writing. This method was inspired by the recent release
of the 1.5B parameter GPT-2 natural language generation model along with a
RoBERTa based detector that helps detect the output of the GPT-2 models
[23]. For news domain identification, we also employ transformer-based models
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since these models can better distinguish between different domains by relying
on their language comprehension gained from pretraining. The key contribu-
tions presented are the introduction of state-of-the-art approaches for fake news
detection, news domain identification.

The rest of this chapter is organized as follows: In section 2.2, we present a
brief overview of the literature for the two challenge areas of fake news detection.
Section 2.3 describes the proposed methods and section 2.4 covers the experiments
and results. Finally, the conclusion is presented in section 2.5.

2.2 Literature Review

2.2.1 Fake News Detection

Current research on fake news detection can be divided into three types of ap-
proaches: propagation based, source analysis, and content based. Propagation-
based research suggests that the spread of fake news behaves differently than
reliable news. These dissemination patterns can be used to flag news as false
or true based on the propagation map [24]. Source analysis approaches depend
completely on analysing the source of the news piece and its behavior. This al-
lows for early detection and for a more robust way to contain the spread of false
news [25]. Content based techniques focuses on extracting linguistic features,
both lexical or syntactic. It assumes that fake news articles are written using
deceptive language and syntactic styles[26, 27, 28, 29, 16]. A new approach for
stance detection was suggested by [30] combining multi-layer perceptron (MLP)
representation with hand crafted features from the FNC-1 dataset. Skip-thought
vectors are used to encode the headline and the body of each article. The hand
crafted features include n-grams, char-grams, weighted TF-IDF score between
body and heading of each article. Following the work of [30] on stance detection,
[31] proposed to use bi-directional Recurrent Neural Networks (RNNs), together
with neural attention, for encoding the headline of a news article, the first two
sentences of a news article, and the entire news article. These representations are
then combined with hand crafted features as used in [30].

2.2.2 News Domain Detection

Models for topic detection [32, 33, 34, 35, 36] can be divided into two main
categories: deterministic models and probabilistic models. Deterministic models
treat topics and texts as points in space through Vector Space Models (VSM) [37].
In [38], named entity recognition was used for new topic detection [33]. Some
researchers usually use a tokenizer for word segmentation to model key topic
detection [39, 40, 41]. However, new words and nonstandard writings make these
models ineffective [33]. Probabilistic models treat topics and texts as probability
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distributions, which can be represented by Latent Dirichlet Allocation (LDA)
[42], Author-LDA [43], Labeled LDA [44], TweetLDA [45], and other statistical
representations [33]. Recent research uses deep learning algorithms for topic
classification such as random multimodel deep learning (RMDL) introduced in
[46], Trigger-aware Lattice Neural Network (TLNN) introduced in [47] and Dual-
CNN [48].

2.3 Systems Description

This section describes the proposed methods to advance the accuracy of fake
news detection in two different aspects, which were also included in the QICC
competition [22]: Fake News Detection and News Domain Identification.

2.3.1 Fake News Detection

The objective for this task is to develop an approach that can accurately iden-
tify whether a news article is fake or legitimate. We present the model that
outperformed the winning model at the contest which was developed after the
competition ended.

In order for a model to detect the stylistic differences in the writing, the model
has to have a deep understanding of the English language and its underlying
semantics. Hence for the classifier choice, we chose to experiment with the state-
of-the-art transformer-based language model and in particular XLNET[49] and
RoBERTa[50]. We also compare against BERT[51]. Since the difference in the
writing style can be hidden in every word, no pre-processing is needed for this
model. We intentionally leave the articles as they are, and let the respective
tokenizer of each language model handle the cleaning and tokenization. The
deep learning classification models used are all based on pre-trained language
models with a classification layer on top that will be fine-tuned for the fake news
task.

2.3.2 News Domain Detection

The objective for this task is to develop a model that can accurately identify
the topic domain of a news article into one of the following categories: Politics,
Business, Sports, Education, Entertainment, or Technology. The proposed model
also relies on a transformer-based language model in particulary RoBERTa with
a classification layer added on top of it. Several other models are also considered
including: N-gram and N-char TF-IDF with SVM, NB, RF, XGBoost, Deep
Neural Network (DNN), stacked Convolutional Neural Network (CNN), LSTM,
Gated Recurrent Unit (GRU), Bi-LSTM, 3 Concatenated CNN (3CCNN), BERT,
XLNET, RoBERTa and RMDL which is a combination of TF-IDF with DNNs
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and word-to-vector embedding using Glove [52] with RNNs and CNNs. We also
present experiment with pre-trained language models BERT, XLNET.

2.4 Experiments and Results

In this section, we show the results of the different approaches used in each task
and highlight the insights behind the results. We also present an analysis of the
different features from the fake news task. All experiments with transformer-
based models were run on Google’s Colab GPU enviroment, while the other
experiments were conducted on local machines. Hyper-parameters’ details for
each model were obtained through randomized grid search and are available in
our Github repository3.

2.4.1 Datasets

The dataset, provided by QICC, consisted of 384 articles for training (192 fake
and 192 legitimate) the models for fake news detection and domain identification
(Tracks 1A.1 and 1A.2). Additionally, 48 articles (24 fake and 24 legitimate)
were provided as the development set. Most of the articles consisted of heading
and bodies however some of them were without heading. Moreover, the text was
given in English. The News Domain dataset consisted of the same articles from
the fake news track and are split into 6 categories: Politics, Business, Sports,
Entertainment, Technology, and Education. There were 64 articles per category
for training and 8 articles per category for development. The final submission for
evaluation consisted of 45 articles.

2.4.2 Fake News Detection

The precision, recall and F1-score were used for model evaluation and the results
of each classifier are summarized in Table 2.1.

Table 2.1: Fake news detection results.

Model Precision (%) Recall (%) F1-score (%)
mBERT-base 92 100 96
XLNET-base 98 98 98
RoBERTa 92 100 96

The results show that the pre-trained deep learning language model classifier
XLNET-base achieved the best performance, this is due to the superiotrity of the

3https://github.com/aub-mind/fake-news-detection
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pre-training objective that XLNET uses. These results indicate that deep un-
derstanding of the language is necessary to detect the subtle stylistics differences
in the writing of the fake articles. It was also noted that during the fine-tuning
process, the pre-trained language models required only one epoch to learn the
objective.

2.4.3 News Domain Detection

The hyper-parameters used for this task are detailed in our Github repository.
The results of this task are shown in Table 2.2.

Table 2.2: News Domain Detection results.

Model Precision(%) Recall(%) F1-score(%)
TF-IDF with NB 82 81 80
TF-IDF with SVM 73 67 68
TF-IDF with RF 70 69 68
TF-IDF with Xgboost 76 75 75
CNN* 83 82 82
LSTM* 83 79 79
GRU* 80 77 76
Bi-LSTM* 84 81 80
3CCNN* 81 81 80
Bi-LSTM/Attention* 86 85 85
mBERT-base 91 90 90
XLNET-base 93 90 89
RoBERTa 94 94 94
* Pre-trained word Embeddings from Fasttext

The pretrained language models achieved the best results and specifically
RoBERTa. Furthermore, when analyzing the results of the best models, we
notice that, out of the 4 classification errors, 3 articles were consistently being
mislabeled. As it turns out the reason for the mislabeling, can be attributed to
the article being part of two domains.

2.5 Conclusion

In this chapter, we presented the state of the art models that beat first place
in an international fake news competition, while tackling two challenges: Fake
News Detection, Domain Identification. For fake news detection, we concluded
with state-of-the-art approach based on XLNET. For news domain detection,
RoBERTa was the best performer. Insights from the experiments showed that
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stylistic differences can be used to detect fake news. The experiments also showed
the superiority of advances in language models that can provide a deep under-
standing of the language for multiple tasks. For future work, we suggest im-
proving fake news performance by adding features from fact-checking websites in
addition to Google searches.
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Chapter 3

Transformers for Arabic NLU

In this chapter1, we describe the process of pretraining the BERT transformer
model [51] for the Arabic language, which we name AraBERT, we also describe
the process of finetuning BERT multilingual (BERTm). We evaluate AraBERT
and BERTm on three Arabic NLU downstream tasks that are different in nature:
Sentiment Analysis, Offensive Language/Hate Speech Detection, and Question
Answering. The experiments results show that AraBERT achieves state-of-
the-art performances on most datasets, compared to several baselines including
previous multilingual and single-language approaches. The datasets that we con-
sidered for the downstream tasks contained both Modern Standard Arabic (MSA)
and Dialectal Arabic (DA).

Our contributions can be summarized as follows:

• A methodology to pretrain the BERT model on a large-scale Arabic corpus.

• Application of AraBERT to three Arabic NLU downstream tasks: Senti-
ment Analysis, Offensive Language/Hate Speech Detection, and Question
Answering.

• Publicly releasing AraBert on popular NLP libraries2.

The rest of the chapter is structured as follows. Section 3.1 provides a concise
literature review of previous work on language representation for English and Ara-
bic. Section 3.2 reviews related work on three Arabic NLU downstream tasks:
Sentiment Analysis, Offensive Language/Hate Speech Detection, and Question
Answering. Section 3.3 details the process of fine-tuning BERT multilingual for
Arabic NLP tasks. Section 3.4 describes the methodology that was used to de-
velop AraBERT. Section 3.5 describes the downstream tasks and benchmark

1This chapter is a slightly modified version of AraBERT: Transformer-based Model for Arabic
Language Understanding [53], hULMonA: The universal language model in Arabic [54], and
Multi-Task Learning using AraBert for Offensive Language Detection [55]. The work that has
been reproduces here only includes the work that I participated in.

2https://github.com/aub-mind/arabert, https://huggingface.co/aubmindlab
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datasets that are used for evaluation. Section 3.5.3 presents the experimental
setup. Section 3.5.4 shows and discusses the results.. Finally, section 3.6 con-
cludes and points to possible directions for future work.

3.1 Literature Review on Universal Language

Models

Evolution of Word Embeddings The first meaningful representations for
words started with the word2vec model developed by [5]. Since then, research
started moving towards variations of word2vec like of GloVe [6] and fastText [56].
While major advances were achieved with these early models, they still lacked
contextualized information, which was tackled by ELMO [7]. The performance
over different tasks improved noticeably, leading to larger structures that had
superior word and sentence representations. Ever since, more language under-
standing models have been developed such as ULMFit [8], BERT [51], RoBERTa
[50], XLNet [49], ALBERT [57], and T5 [11], which offered improved perfor-
mance by exploring different pretraining methods, modified model architectures
and larger training corpora.

Non-contextual Representations for Arabic Following the success of the
English word2vec [5], the same feat was sought by NLP researchers to create
language specific embeddings. Arabic word2vec was first attempted by [58], and
then followed by a Fasttext model [59] trained on Wikipedia data and showing
better performance than word2vec. To tackle dialectal variations in Arabic [60]
presented techniques for training multidialectal word embeddings on relatively
small and noisy corpora, while [61, 62] provided Arabic word embeddings trained
on ∼250M tweets.

Contextualized Representations for Arabic For non-English languages,
Google released a multilingual BERT [51] supporting 100+ languages with solid
performance for most languages. However, pre-training monolingual BERT for
non-English languages proved to provide better performance than the multi-
lingual BERT such as Italian BERT Alberto [63] and other publicly available
BERTs [64, 65]. Arabic specific contextualized representations models, such as
hULMonA [54], used the ULMfit structure, which had a lower performance that
BERT on English NLP Tasks.
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3.2 Literature Review on Arabic NLP tasks

3.2.1 Sentiment Analysis

Sentiment Analysis is a popular Arabic NLP task. Previous approaches relied
on sentiment lexicons such as ArSenL [66], which is a large-scale lexicon of MSA
words that is developed using the Arabic WordNet in combination with the En-
glish SentiWordNet. Recurrent and recursive neural networks were explored with
different choices of Arabic-specific processing [67, 68, 69]. Convolutional Neural
Networks (CNN) were trained with pre-trained word embeddings [70]. A hybrid
model was proposed by [61], where CNNs were used for feature extraction, and
LSTMs were used for sequence and context understanding. Current state-of-the-
art results are achieved by the hULMonA model [54], which is an Arabic language
model that is based on the ULMfit architecture [8].

3.2.2 Offensive Language and Hate Speech Detection

Hate Speech Detection An extensive overview of the different works on hate
speech detection was done by [71], but very few works in the literature tar-
get the problem of Arabic hate speech detection. Albadi et al. [72] introduced
the first dataset containing 6.6K Arabic hate-speech tweets targeting religious
groups. The authors compared a lexicon-based classifier, SVM classifier trained
with character n-gram features, and a Deep Learning approach consisting of a
GRU trained on AraVec embeddings [58]. The GRU approach outperformed all
other approaches with a 77% F1 score.

Offensive Language Detection For offensive language detection in Arabic,
different approaches can be found in the literature. Alakrot et al. [73], introduced
a dataset for offensive speech in Arabic collected from 15K YouTube comments.
For classifying the different comments, the data was preprocessed by removing
stop words and diacritics, correcting misspelled words, then tokenization and
stemming was performed in order to extract features that are used by a bi-
nary SVM classifier. Mohaouchane et al. [74], explored the use of different Deep
Learning architectures for offensive language detection. AraVec embeddings of
each comment were used to train several models: CNN-LSTM, CNN-BiLSTM
with attention, Bi-LSTM, and CNN model on the dataset proposed in [73] where
the CNN model was found to provide the best F1 score. In Mubarak et al. [75]
36 million tweets were collected and used it to train a FastText deep learning
model and SVM classifier on character n-gram features where it was found that
the Arabic FastText DL model provided the best results.
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3.2.3 Question Answering

Question Answering is one of the goals of artificial intelligence, this goal can
be achieved by leveraging natural language understanding and knowledge gath-
ering [76]. English QA research has been fueled by the release of large datasets
such as Stanford Question Answering Dataset (SQuAD) [77]. On the other hand,
research in Arabic QA has been hindered by the lack of such massive datasets,
and by the fact that Arabic presents its own challenges such as:

• Inconsistent name spelling (ex: Syria in Arabic can be written as “ ����	
 -

sOriyA” and “
�����	
 - sOriyT” )

• Name de-spacing (ex: The name is written as “ ��� ������� � - AbdulAzIz” in

the question, and “ ��� ���� ���� - Abdul AzIz” in the answer)

• Dual form “� ������ �”, which can have multiple forms (ex: “ �������” - “qalamAn”

or “ ��������” - “qalamyn” meaning “two pencils”)

• Grammatical gender variation: all nouns, animate and inanimate objects

are classified under two genders either masculine or feminine (ex: “���� �” -

“kabIr” and “
�������” - “kabIrT”

3.3 BERT

Bidirectional Encoder Representations from Transformers or (BERT) [51] is an
architecture and pre-training method that achieved state-of-the-art results on 11
English NLP tasks when released by Google. The BERT architecture was inspired
by the Transformer architecture [9], stacks multi-head self-attention layers to form
a better text representation then older recurrent architecture. Another advantage
of such architecture, is the ability to scale such models into the billion-parameter
range which has shown to improve performance and scores. Two versions of
BERT were initially released BERT-base, BERT-large for English and Chinese
separately and another version that support 100+ languages (incl. Arabic) called
BERT-base multilingual (BERTm).

BERTm was trained on the top 100 largest Wikipedia languages, and uses a
110K shared WordPiece vocabulary. Both the training data and the vocabulary
weighted by the size of the training data for a given language, in order to balance
the discrepancy in the data size between languages.

14



Data Pre-processing and Tokenization BERT model requires a special for-
mat for the input data before feeding it into the model. A special token, called
[CLS], is added at the beginning of every sentence and a special token, called
[SEP] is added at the end of every sequence. For Arabic tokenization, we chose
WordPiece[78] tokenizer as it was also used during the pre-training of BERT. Fig-
ure 3.1 presents a sentence before and after going through the BERT tokenizer.

Figure 3.1: BERT Tokenizer Results

The tokenizer splits words into WordPiece tokens separated by ##. After
tokenization, each word is mapped to an index using a 110k token vocabulary file
that is provided by BERT for all the languages.

Since BERTm uses a shared weighted vocabulary between all languages, Ara-
bic tokens account for only 4% or 4873 out of 110K, which, given how rich is
the Arabic language, greatly under-represent the Arabic Language. Also these
token are shared with the Urdu language since both use the same set of alphabets
which creates an even sparser representation of Arabic text.

3.4 AraBERT: Pre-training Methodology

We createAraBERT based on the BERTmodel architecture. We use the BERT-
base configuration that has 12 encoder blocks, 768 hidden dimensions, 12 atten-
tion heads, 512 maximum sequence length, and a total of ∼110M parameters3.
We also introduced additional preprocessing prior to the model’s pre-training,
in order to better fit the Arabic language. Below, we describe the pre-training
setup, the pre-training dataset for AraBERT, the proposed Arabic-specific pre-
processing, and the fine-tuning process.

3Further details about the transformer architecture can be found in [9]
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3.4.1 Pre-training Setup

Following the original BERT pre-training objective, we employ the Masked Lan-
guage Modeling (MLM) task by adding whole-word masking where; 15% of the
N input tokens are selected for replacement. Those tokens are replaced 80% of
the times with the [MASK] token, 10% with a random token, and 10% with the
original token. Whole-word masking improves the pre-training task by forcing
the model to predict the whole word instead of getting hints from parts of the
word. We also employ the Next Sentence Prediction (NSP) task that helps the
model understand the relationship between two sentences, which can be useful
for many language understanding tasks such as Question Answering.

3.4.2 Pre-training Dataset

The original BERT was trained on 3.3B words extracted from English Wikipedia
and the Book Corpus [79]. Since the Arabic Wikipedia Dumps are small com-
pared to the English ones, we manually scraped Arabic news websites for articles.
In addition, we used two publicly available large Arabic corpora: (1) the 1.5 bil-
lion words Arabic Corpus [80], which is a contemporary corpus that includes more
than 5 million articles extracted from ten major news sources covering 8 coun-
tries, and (2) OSIAN: the Open Source International Arabic News Corpus [81]
that consists of 3.5 million articles (∼1B tokens) from 31 news sources in 24 Arab
countries.

The final size of the pre-training dataset, after removing duplicate sentences,
is 70 million sentences, corresponding to ∼24GB of text. This dataset covers news
from different media in different Arab regions, and therefore can be representative
of a wide range of topics discussed in the Arab world. It is worth mentioning that
we preserved words that include Latin characters, since it is common to mention
named entities, scientific or technical terms in their original language, to avoid
information loss.

3.4.3 Sub-Word Units Segmentation

Arabic language is known for its lexical sparsity which is due to the complex
concatenative system of Arabic [68]. Words can have different forms and share

the same meaning. For instance, while the definite article “ � - Al”, which is
equivalent to “the” in English, is always prefixed to other words, it is not an
intrinsic part of that word. Hence, when using a BERT-compatible tokenization,
tokens will appear twice, once with “Al-” and once without it. For instance, both
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“!� � �� �- kitAb” and “!� � ��" ��-AlkitAb” need to be included in the vocabulary,
leading to a significant amount of unnecessary redundancy.

To avoid this issue, we first segment the words using Farasa [82] into stems,

prefixes and suffixes. For instance, “
�� ��
#
� � � - Alloga” becomes

��$ �%� $  � - Al+
log +a”. Then, we trained a SentencePiece (an unsupervised text tokenizer and
detokenizer [83]), in unigram mode, on the segmented pre-training dataset to
produce a subword vocabulary of ∼60K tokens. To evaluate the impact of the
proposed tokenization, we also trained SentencePiece on non-segmented text to
create a second version of AraBERT (AraBERTv0.1) that does not require any
segmentation. The final size of vocabulary was 64k tokens, which included nearly
4K unused tokens to allow further pre-training, if needed.

3.5 Applications of AraBERT for NLP tasks

Although AraBERT was pre-trained on MLM and NSP, the model needs to be
further trained and fine-tuned for specific NLP tasks, since the pre-training step
only serves to ”familiarize” the model with the Arabic language. We now describe
the fine-tuning process and the use cases and applications of AraBERT, by eval-
uating AraBERT on three Arabic language understanding downstream tasks:
Sentiment Analysis, Offensive Language/Hate Speech Detection, and Question
Answering. As a baseline, we compared AraBERT to the multilingual version
of BERT, and to other state-of-art results on each task.

3.5.1 Fine-tuning

Sequence Classification To fine-tune AraBERT for sequence classification
(Sentimen Analysis and Offensive Language/Hate Speech Detection), a linear
(fully-connected) layer with a standard softmax activation function is added to
the last hidden state of the first token (the [CLS] token) as shown in Figure 3.2.
With a hidden state vector C ∈ RH where H is the dimension of the hidden state
and a fully-connected classification layer with weights W ∈ RK×H where K is the
number of classification labels, the label probability after applying the softmax
function is then P = softmax(CW T ). During fine-tuning, the classifier and the
pre-trained model weights are trained jointly to maximize the log-probability of
the correct class.

Question Answering In the QA, given a question and a passage containing
the answer, the model needs to select a span of text that contains the answers.
This is done by predicting a “start” token and an “end” token on condition that
the “end” token should appear after the “start” token. During training, the
final embedding of every token in the passage is fed into two classifiers, each
with a single set of weights, which are applied to every token. The dot product
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Figure 3.2: BERT Fine-Tuning Model Architecture

of the output embeddings and the classifier is then fed into a softmax layer
to produce a probability distribution over all the tokens. The token with the
highest probability of being a “start” toke is then selected, and the same process
is repeated for the “end” token.

3.5.2 Evaluation Datasets

A. Sentiment Analysis:

We evaluated AraBERT on the following Arabic sentiment datasets that cover
different genres, domains and dialects.

• HARD: The Hotel Arabic Reviews Dataset [84] contains 93,700 hotel re-
views written in both Modern Standard Arabic (MSA) and in dialectal
Arabic. Reviews are split into positive and negative reviews, where a neg-
ative review has a rating of 1 or 2, a positive review has a rating of 4 or 5,
and neutral reviews with rating of 3 were ignored.

• ASTD: The Arabic Sentiment Twitter Dataset [85] contains 10,000 tweets
written in both MSA and Egyptian dialect. We tested on the balanced
version of the dataset, referred to as ASTD-B.

• ArSenTD-Lev: The Arabic Sentiment Twitter Dataset for LEVantine [86]
contains 4,000 tweets written in Levantine dialect with annotations for sen-
timent, topic and sentiment target. This is a challenging dataset as the
collected tweets are from multiple domains and discuss different topics.
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• LABR: The Large-scale Arabic Book Reviews dataset [87] contains 63,000
book reviews written in Arabic. The reviews are rated between 1 and 5.
We benchmarked our model on the unbalanced two-class dataset, where
reviews with ratings of 1 or 2 are considered negative, while those with
ratings of 4 or 5 are considered positive.

• AJGT: The Arabic Jordanian General Tweets dataset [88] contains 1,800
tweets written in Jordanian dialect. The tweets were manually annotated
as either positive or negative.

We compare the results of AraBERT to those of hULMonA.

B. Offensive Language and Hate Speech Detection

We evaluate AraBERT on the Offensive Language and Hate Speech Detection
dataset, which was part of the shared task in the 4th Workshop on Open-Source
Arabic Corpora and Processing Tools (OSACT4) [89]. The task is split up into
two Subtasks: Subtask A) which aimed at detecting whether a tweet is offensive
or not and Subtask B) which aimed at detecting whether a tweet is hate-speech or
not. The organizers labeled a tweet as offensive if it contained explicit or implicit
insults directed towards other people or inappropriate language. While a tweet
labeled as hate speech contains targeted insults towards a group based on their
nationality, ethnicity, gender, political or sport affiliation.

The dataset for both tasks is the same containing 10K tweets that were an-
notated for offensiveness with labels (OFF or NOT OFF) and hate speech with
labels (HS or NOT HS). The data was split by the competition organizers into
70% training set, 10% development set, and 20% test set. Table 3.1 shows the
data distribution among the different labels and splits. By examining Table 3.1,
it can be seen that the data is very imbalanced having only 5% of the examples
labeled as hate speech and 20% of the examples labeled as offensive in the train-
ing dataset, which makes the tasks much harder and calls for methods that can
learn efficiently from little data.

Table 3.1: Data distribution for both tasks

Class Training Developement

NOT OFF 5468 821
OFF 1371 179

NOT HS 6489 956
HS 350 44

19



C. Question Answering:

We evaluate QA on the Arabic Reading Comprehension Dataset (ARCD) [90],
where the task is to find the span of the answer in a document for a given question.
ARCD contains 1395 questions on Wikipedia articles along with 2966 machine
translated questions and answers from the SQuAD dubbed (Arabic-SQuAD).
We train on the whole Arabic-SQuAD and on 50% of ARCD and test on the
remaining 50% of ARCD.

3.5.3 Experimental Setup

Pretraining In our experiments, the original implementation of BERT on Ten-
sorFlow was used. The data for pre-training was sharded, transformed into
TFRecords, and then stored on Google Cloud Storage. Duplication factor was
set to 10, a random seed of 34, and a masking probability of 15%. The model was
pre-trained on a TPUv2-8 pod for 1,250,000 steps. To speed up the training time,
the first 900K steps were trained on sequences of 128 tokens, and the remaining
steps were trained on sequences of 512 tokens. The decision of stopping the pre-
training was based on the performance of downstream tasks. We follow the same
approach taken by the open-sourced German BERT [91]. Adam optimizer was
used, with a learning rate of 1e-4, batch size of 512 and 128 for sequence length of
128 and 512 respectively. Training took 4 days, for 27 epochs over all the tokens.

Fine-tuning Fine-tuning was done independently using the same configuration
for all tasks. We do not run extensive grid search for the best hyper-parameters
due to computational and time constraints. We use the splits provided by the
dataset’s authors when available. and the standard 80% and 20% when not4.

3.5.4 Results and Discussion

Table 3.2 illustrates the experimental results of applying AraBERT to multi-
ple Arabic NLU downstream tasks, compared to state-of-the-art results and the
multilingual BERT model (mBERT).

Sentiment Analysis For Arabic sentiment analysis, the results in Table 3.2
show that both versions of AraBERT outperform mBERT and other state-of-the-
art approaches on most tested datasets. Even though AraBERT was trained on
MSA, the model was able to preform well on dialects that were never seen before.

4The scripts used to create the datasets are available on our Github repo https://github.

com/aub-mind/arabert
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Table 3.2: Performance of AraBERT on Arabic downstream tasks compared to
mBERT and previous state of the art systems

Task metric prev. SOTA mBERT AraBERTv0.1/ v1

SA (HARD) Acc. 95.7 [54] 95.7 96.2 / 96.1
SA (ASTD) Acc. 86.5 [54] 80.1 92.2 / 92.6
SA (ArsenTD-Lev) Acc. 52.4 [54] 51.0 58.9 / 59.4
SA (AJGT) Acc. 92.6 [92] 83.6 93.1 / 93.8
SA (LABR) Acc. 87.5 [92] 83.0 85.9 / 86.7

Offensive Lang. macro-F1 90.5 [93] 83.3 [93] -/90.0
Hate Speech macro-F1 95.1 [94] 73.0 -/80.6

Exact Match 34.2 51.1 / 54.8
QA (ARCD) macro-F1 mBERT 61.3 82.1 / 82.2

Sent. Match 90.0 95.5 / 95.6

Offensive Language and Hate Speech Detection Although AraBERT
scored slightly lower on offensive language detection than SOTA approaches,
and came far behind previous SOTA on hate speech, the results show a huge
improvement over the BERT multilingual. The results for the hate speech task
fell behind due to the small number of the positive training examples, which only
constitute 5% of the training data.

Question Answering The results in Table 3.2 show huge improvement in F1-
score and in exact match scores. Upon further examination of the results, the
majority of the erroneous answers differed from the true answer by one or two
words with no significant impact on the semantics of the answer. Examples are
shown in Tables 3.3 and 3.4. We also report a 2% absolute increase in the sentence
match score over mBERT, which is the previous state-of-the-art. Sentence Match
(SM) measures the percentage of predictions that are within the same sentence
as the ground truth answer.

Table 3.3: Example of an erroneous results from the ARCD test set: the only

difference is the preposition “��
�� - In”.

Question & ���'���� � ()
*
+� ��� �,��- �./


*
��� ����

0
�

where was the united nations established?

Ground Truth In San Francisco – 	"/1�/�2 �� ���
 ��
��

Predicted Answer San Francisco – 	"/1�/�2 �� ���


Discussion The jump in performance over BERT multinigual has multiple
explanations. First, data size is a clear factor for the boost in performance.
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Table 3.4: Another example of an erroneous results from the ARCD test set: the
predicted answer does not include “introductory” words.

Question & �/���� � ���3��� 4��567� 8� �, ��� � 	9 �-
What is the type of government in Austria?

Ground Truth Austria is a federal republic –
����� ����� �� ����	:;<� =� 9 �/���� �

Predicted Answer A federal republic –
����� ����� �� ����	:;<�

AraBERT used around 24GB of data in comparison with the 4.3GB Wikipedia
used for the multilingual BERT. Second, the vocab size used in the multilin-
gual BERT is 2K tokens in comparison with 64k vocab size used for developing
AraBERT. Third, with the large data size, the pre-training distribution has more
diversity. As for the fourth point, the pre-segmentation applied before BERT
tokenization improved performance on SA and QA. It is also noted that the
pre-processing applied to the pre-training data took into consideration the com-
plexities of the Arabic language. Hence, increased the effective vocabulary by ex-
cluding unnecessary redundant tokens that come with certain common prefixes,
and help the model learn better by reducing the language complexity. We be-
lieve these factors largely contributed to the success of AraBERT over BERTm
in all tested tasks and helped reach state-of-the-art results on 2 different tasks
and 7 different datasets. Obtained results indicate that the advantage we got in
the datasets considered are better understood in a monolingual model than of a
general language model trained on Wikipedia crawls such as multilingual BERT.

3.6 Conclusion

AraBERT achieved state-of-the-art performance on sentiment analysis and ques-
tion answering tasks, and surpasses BERTm’s results on all tested tasks. This
adds truth to the assumption that pre-trained language models on a single lan-
guage only surpass the performance of a multilingual model. It is also 300MB
smaller than multilingual BERT. By publicly releasing our AraBERT models,
we hope that it will be used to serve as the new baseline for the various Arabic
NLP tasks, and hope that this work will act as a stepping stone to building and
improving future Arabic language understanding models. Future work direction
involves training models with a better understanding of the various dialects that
the Arabic language has across different Arabic countries.
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Chapter 4

Transformers for Arabic NLG:
The Case of Open-Domain
Chatbots

One of the goals of Artificial Intelligence (AI) is to develop a conversational
agent (CA), also called chatbot, that can converse with humans in a way that is
indistinguishable from a real human being.

According to Turing, a chatbot should be able to converse in any topic (Open-
Domain), yet research advances have only been able to achieve designs that tar-
gets specific topics with limited domain knowledge such as booking systems or
navigation, and only recently we started seeing a resurgence in open-domain
chatbots research. Furthermore, almost all research work has been done on only
a few languages, mainly English, Chinese, and Spanish. Other languages have
lagged behind due to the lack of quality conversational data necessary to develop
chatbots capable of open-domain conversations.

Recently research on English open-domain chatbots achieved human-level
abilities using end-to-end training of large models on large dataset [95]. This
approach solved a critical issue in earlier chatbots: the responses often didn’t
make sense and were not specific.

Current Arabic chatbots employ retrieval-based (pattern matching) approaches
which, even though they excel in task-specific context, fail in an open-domain or
social chat context [96, 97, 98, 99]. Furthermore, commercial Arabic chatbots
are also lagging behind their English counterparts in terms of adoption and user
experience [100]. This is caused by requiring users to converse with the chatbots
in Modern Standard Arabic (MSA), and not in their spoken dialect.

One of the open challenges in Arabic chatbots is the need to provide Open-
domain chat while correctly handling gender inflections and covering a rich set of
Arabic vocabulary also knows as the Out-of-Vocabulary (OOV) problem. In this
chapter, we aim to address these challenges, by proposing an “End-to-End Open-
Domain Gender-Aware Chatbot”. Open-domain chatting problem is framed as
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a text-to-text mapping problem, also known as Seq2Seq model that learns to
map an utterance to a response. Gender inflections are also mapped as a text-
to-text problem by appending the gender labels of the interlocutors to the input
sequence.

Another challenge in Arabic chatbots is the scarcity of large conversational
datasets that are annotated with speaker information. Hence, we propose enrich-
ing a noisy open-domain movie transcript dataset with the gender labels using
state-of-the-art text-based classifiers. Two classifiers were trained on an existing
subset of the movie transcript dataset annotated for the speaker gender and on
a second subset that we create and annotate for the listener’s gender.

In summary, the contributions of this work are as follows:

• Developing the first open-domain Arabic chatbot while simultaneously ad-
dressing open-domain, gender-aware and Arabic OOV problem in a gener-
ative DL model.

• Building the first large Arabic conversational dataset annotated for the
speaker’s and the listener’s gender, which can be used for end-to-end train-
ing of open-domain chatbot

The rest of this chapter is organized as follows: Section 4.1 describes in details
recent seminal work on English Open-domain chatbots and related works on
Arabic chatbots. Section 4.2 describes the proposed open-domain gender-aware
Arabic chatbot, and the creation of a gender-annotated Arabic conversational
dataset. Section 4.3 presents and discusses the experiments and results. Finally,
conclusion and future work are presented in Section 4.4 .

4.1 Literature Review

Although multiple types of chatbots exist, such as task-oriented systems, intel-
ligent personal assistant..., we focus our literature review on open-domain chat-
bots, seeing that other types of chatbots target different end-goals and excel only
within well-defined domains.

4.1.1 Early days of Conversational Agents

Chatbots have greatly progressed since their creation in the 1960s. The earliest
instance of a CA, ELIZA [101], was developed by Joseph Weizenbaum, in 1966. It
was a computer program that mimicked a psychiatrist by selecting a pre-written
response through pattern matching. The program successfully fooled a great
many people giving the illusion of understanding. In 1975, Colby [102] developed
another chatbot Parry with the personality of a paranoid person. Parry was the
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Figure 4.1: Simple AIML example script [1]

first chatbot to pass the Turing test. It also relied on hand-written rules and
patterns, but was designed to respond aggressively and with hostility.

The Artificial Linguistic Internet Computer Entity, or ALICE for short, was
a chatbot created in 2009 by Wallace [103] and allowed users to customize their
experience using an Artificial Intelligence Markup Language (AIML), a dialect
of Extensive Markup Language (XML). AIML, Figure 4.1, uses tags to define
patterns, categories, responses... which are used to simplify the creation of chat-
bots. Although ALICE won the Loebner Prize1 multiple times, the system failed
to pass the Turing Test partially due to the use of AIML as the dialogue engine,
which fails when it encounters long open-domain or chitchat conversations.

4.1.2 English Open-Domain Chatbots

This section reviews in detail recent seminal work on English open-domain chat-
bot, by presenting the motivation, challenges, implementation details, and per-
formance of each of the included work.

A. A Neural Conversation Model

In 2015, Vinyals & Le [104] presented a rather simple approach for conversation
modeling, motivated by the idea that previous approaches were domain-restricted
(booking, weather checking...) and required tedious hand-crafted rules. The pre-
sented approach uses a sequence to sequence (Seq2Seq) [105] LSTM network [4]
that converses by predicting the response given the previous utterance/s. The

1https://en.wikipedia.org/wiki/Loebner_Prize

25



Figure 4.2: XiaoIce’s underlying architecture [2]

benefits of using such architecture are that the end-to-end training requires very
few hand-crafted rules since the model is trained on a large conversational dataset.
The datasets were a domain-specific IT helpdesk Troubleshooting English dataset
and an open-domain noisy dataset that consists of English movie subtitles [106].
Performance was measured in validation “perplexity”2, which at convergence was
17. Li et al. [107] improved on this work by adding a third module to the en-
coder/decoder architecture, which they call the speaker model that encodes the
personality of each speaker as a vector.

B. XiaoIce: an Empathetic Social Chatbot

XiaoIce [2] takes the concept of open-domain chatbots to the next level, by adding
the ability to understand the user’s emotions which allows it to offer a friendly
conversation that can cheer, encourage, sympathize with the user. The underlying
architecture of the 6th XiaoIce generation is rather complicated compared to
previous chatbots, as shown in Figure 4.2. It consists of 3 layers: user experience,
conversation engine, and a data layer.

The Core Chat functionality, from the conversation engine module, is of spe-
cial importance for our work since it provides the text communication capabilities
by generating the appropriate response given at text input. It consists of two
sub-modules: General Chat and a set of Domain Chats. General Chat handles
open-domain conversations, while the domain-specific conversations (music, art,
books, movies...) are handled by Domain Chats sub-modules. We again focus on
General Chat since it is a data-driven response generation system, which employs
a two-stage response system.

• First Stage: Three candidate responses are generated by three different

2Perplexity is the inverse probability if the predicted sentence normalized by the number of
words. High perplexity is bad since the perplexity is the exponentiation of the entropy
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system (i) a retrieval-based system that uses previously collected query-
response pairs from human conversations available on the internet or pre-
vious interactions with the chatbots (with some additional filtering). (ii) a
neural response generator that is based on a Seq2Seq architecture with ad-
ditional empathetic vectors added for conditioning the response. It was
trained using the human-human conversational database. (iii) another
retrieval-based system that uses non-conversational data which can improve
response coverage.

• Second Stage: The three generated candidates are ranked using a boosted
tree ranker, based on features such as local cohesion, global coherence,
empathy matching, and retrieval matching.

XiaoIce dialogue formulation is a hierarchical decision-making process that
maximizes long-term user engagement which can be measured in Conversation-
turns Per Session (CPS), the larger the CPS the more engaging is the chatbot.
During deployment, the achieved CPS was 23 despite the addition of more than
230 new skills.

C. Meena Chatbot

Meena is a recent work [95] that revisits the concept of end-to-end training of
open-domain chatbot and pushes its limits by training on 40B words (or 867M
context/response pairs) filtered from social media conversations. The model uses
is a Seq2Seq architecture based on the Evolved Transformer [108], with 1 encoder
block and 13 decoder blocks (2.6B parameters). The model is trained on multi-
turn conversations as a single input sequence with context windows of 7 previous
utterances, with the output sequence forming the response. Training achieves a
perplexity of 10.2 with only 8K BPE [109] vocabulary.

This work also introduces a new quality metric for chatbot called Sensibleness
and Specificity Average (SSA). SSA is a human evaluation process where judges
are asked to label each response for “making sense” and having the response
specific to the context since a chatbot can always reply with “I don’t know” [107]
and be sensible. The results also shows that perplexity is highly correlated with
SSA, hence in can be used as an automatic proxy for human judgement.

Conclusion End-to-end training of simple Seq2Seq language models can be
used to model conversations, with large transformer models achieving high human-
likeness. Other recent works follow the trend of end-to-end training of chatbots
with similar approaches, bigger models and incremental improvements such as
DialoGPT [110], Blender [111], PLATO-2 [112].
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4.1.3 Arabic Conversational Systems

This section reviews recent work on Arabic conversational systems. It should
also be noted that at the time of writing, there is no existing published work
on Arabic open domain chatbot, hence the reviewed systems are domain-specific
chatbots.

A. ArabChat

ArabChat [96, 97, 98] is a closed-domain Arabic MSA chatbot, deployed in the
University of Jordan as an information point. ArabChat is built on top of a
proprietary scripting engine and language which is responsible for detecting the
topics of the conversations. Based on the detected topic the engine chooses a
context from the knowledge base that contains rules. The rules are patterns
which are used to generate the text response. In case the engine couldn’t find
a match or encountered a non-question, it would then output the highest rated
rule regardless. ArabChat achieves a 73.56% match rate which was increased to
82% in the enhanced version. During deployment, unserious users were causing
the system to fail by trying to open discussions instead of asking questions.

B. Botta

Botta [99], is the only Arabic chatbot that implement chitchat instead of a task
oriented system. The chatbot is a modified version of the English chatbot Rosie 3.
Botta and Rosie shares the same AIML files, which were partially translated
to Arabic and modified to support the Egyptian dialect. Botta also tries to
identify the gender of the user using a name-to-gender mapping database, the
gender of the user is then used to accurately provide gender inflection. Capital
guessing functionality, is added using a capital database. It also tries to provide
humorous responses using Arabic proverbs when it fails to understand an input.
The chatbot was publicly available on the Pandorabots platforms, we show in
Figure 4.3 a sample conversation with Botta. Although the chatbot correctly
addresses the user with the proper gender inflections and Egyptian dialect, it
always tries to steer to conversation towards the capital guessing functionality,
since it is the only one implemented.

Conclusion Current research on Arabic conversational systems only focused
on task-oriented systems that still rely on pattern-matching which hinders the
ability of a system or designer due to the complexity of the Arabic language.
There are no work in the literature that benefits from the advances in NLP and

3Pandorabots, Rosie: Base content for AIML 2.0 chatbot, 2018 https://github.com/

pandorabots/rosie
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Figure 4.3: Botta sample conversations. Left(Yellow): Our own test with the
public version. Right(Blue): Example from the published paper

DL, which might be due to the lack of published datasets for Arabic chatbot
(although commercial applications exist with more complex systems).

4.2 Proposed Open-Domain Gender-Aware Chat-

bot

We are presented with the problem of building an open-domain Arabic chatbot,
and since conversing in Arabic requires the knowledge of the gender of both sides
of the conversation, the chatbot need to have gender-aware responses that cover
a wide variety of topics. The challenges in building such a system are as follows:

• Arabic conversational datasets are very scarce which makes end-to-end
training a challenge.

• Conversational text needs to be labeled for the gender of both parties in a
conversation

• Out-of-Vocabulary words during training and deployment, since Arabic is
rich morphologically.
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The open-domain chatbot problem can be formulated as a text-to-text prob-
lem, where the model takes as input a user’s utterance and outputs a meaningful
response on diverse topics. Our solution employs a Seq2Seq architecture trained
to map input queries to output responses. We also condition the responses on
the gender labels for both interlocutors, requiring the text-to-text mapping to
append labels with the input tokens.

In sub-section 4.2.1, we describe the underlying model architecture, followed
by a detailed description of the training data creation process in sub-section 4.2.2.

4.2.1 Model Architecture

We chose the SOTA Transformer-base Seq2Seq architecture [9] with 6 encoders
and 6 decoders each with 8 self-attention heads, with an embedding size of 512
and 30K vocabulary, for a total of 75M parameters. The loss function used is the
cross entropy loss. High level model architgecture is show in Figure 4.4

Figure 4.4: Proposed Model Architecture: The appended gender labels corre-
sponds to a female bot [B F] and a male user[U M]

Word Tokenization To reduce the impact of Out-of-Vocabulary words in Ara-
bic word tokenization, we first morphologically splitting prefixes and suffixes using
the Farasa Segmenter [82] after which we apply BPE segmentation [109] to fur-
ther reduce the impact for rare segmented words. This approach greatly increases
vocabulary coverage compared to using BPE segmentation only. Input Sequence
length is then limited to 25 tokens after segmentation.

4.2.2 Training Data

For reference we chose the OpenSubtitles 2018 dataset [113], which has been
commonly used for early English chatbots. The dataset consists of a large col-
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lection of movie subtitles in many languages including Arabic, covering 83.6M
time-stamped sentences, written in MSA. The dataset holds two issues:

Turn Identifiers Although subtitles are transcripts of conversations between
actors, the dataset provides no turn identifiers. We address this issue by assuming
that consecutive sentences as two utterance pairs, which effectively doubles the
size of the training examples. This approach was used successfully in [104].

Gender Labels Since speaker annotation is missing, no gender labels were
provided. To solve this issue, we resort into labeling all the subtitle sentences
with gender labels for the speaker and the listener (both sides of the conversation)
using text-based gender classifiers.

A. Gender Labeling

Since sentences needs to labeled with two separate labels, one for each the speaker
and another one for the listener, we propose using two text-based gender classi-
fiers, as manually labeling 86M sentences is infeasible. The classifiers are based
on the AraBERT [53] model. We use AraBERTv14 which was pretrained on a
large morphologically segmented Arabic text dataset and achieved state-of-the-
art performance on multiple Arabic text classification tasks.

For the speaker gender classification training data, we use a speaker gender
dataset [114] that contains 12K sentences extracted from the OpenSubtitles 2018
dataset, which only include first-person-singular pronouns. The selected sen-
tences were then annotated for the gender of the first person (the speaker) as
follows: F for Female, M for Male, and B for ambiguous.

As for the listener’s gender classification, we created our own dataset with
a similar strategy to [114]. We selected 1300 sentences from the Arabic Open-
Subtitles 2018 dataset, and we manually labeled each utterance for the listener’s
gender (F/M/B). The resulting dataset consisted of 706 ambiguous, 386 males,
and 215 for females, from which we created a balanced test set, between males
and females, with 150/50/50 for B/M/F gender labels. The developed AraBERT
classifiers were then used to label all 83M sentences in the OpenSubtitles corpus,
for the speaker and the listener’s gender.

B. Dataset Cleanup

The assumption of considering consecutive sentences as an utterance pair, will
result in noisy examples because consecutive sentences may be coming from the
same character or from two different movie scenes. To try and mitigate this issue,
we employed automatic cleaning for the dataset by discarding sentence pairs that:

4https://huggingface.co/aubmindlab/bert-base-arabert
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• Have matching gender labels between pairs. Ex: if the speaker was a male
in the first utterance, then listener in the second utterance can’t be a female

• Contain words longer than 10 characters, since some of the sentences had
words that had been joined into a single word.

• Contain a very common response like:
�� ���

#
�� � - & � �>�- - ?� �� - �@�� + - � �� �

�A
� - + - � ��/B - CD. This keeps the model from learning to always generate
common responses. Note: We keep 10% of these responses in order to note
lose all the information

All the sentences in the original corpus were pre-processed to reduce the vocab-
ulary variation, by removing diacritics including the “shadda”, removing elonga-
tions, removing all non Arabic characters except the question and exclamation
marks. After pre-processing and de-duplication the resulting dataset contained
32M pairs, annotated for the speaker and listener’s gender.

We also create a second dataset by further filtering the noisy conversational
datasets, to create a Question/Answer dataset, by only considering pairs with
the first sentence ending with a question mark, and the second sentence having
no question marks. The resulting dataset has 4.2M QA pairs.

4.2.3 Training via Transfer Learning

Another issue with our proposed approach is that the “Ambiguous” gender label
is part of the training data, and should not appear in the deployment since the
user will be required to choose their gender before engaging with the chatbot.
We address this issue by using a Transfer Learning approach, where the model
is first trained on a dataset without adding the gender labels, we then continue
training the model on a filtered version of the dataset that only contains Male or
Female labels. This Transfer Learning training approach has been proven to work
in an English-to-Arabic machine translation setting [115]. We then extract 10K
sentences from the filtered dataset to be used as a validation set. These sentences
were also removed from the unfiltered dataset to prevent contamination. The
same validation set is used for pre-training and finetuning, during pretraining
the gender labels are removed.

We apply the same gender label filtering on both datasets, the conversational
dataset, and the Question/Answer pairs dataset. Which results in the following
datasets and splits:
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• Conversational dataset: 32M pairs with no gender labels, used for pretrain-
ing, 700K pairs with gender labels used for finetuning and 10K pairs with
gender labels as a validation set.

• Question/Answer dataset: 4.2M pairs with no gender labels, used for pre-
training, 100K pairs with gender labels used for finetuning and 10K pairs
with gender labels as a validation set.

4.3 Experiments & Results

In this section, we show and discuss the results of conducted experiments on
gender classification and on the final Open-domain Arabic Chatbot.

4.3.1 Experimental Setup

As a baseline, we train an LSTM Seq2Seq model with 2 stacked uni-directional
LSTM layers with 1024 hidden units, Luong general attention [116], 512 embed-
ding size and 30K vocabulary, for a total of 96M parameters.

Transformer models were optimized using Adam [117], while LSTM models
used Stochastic Gradient Descent (SGD).

Pre-training During pre-training, the model is trained until convergence (val-
idation perplexity stops decreasing) with Transformer models taking 100K steps,
and LSTM models taking 150K steps with a batch size of 1024 for all models.

Fine-tuning After pre-training the models were fine-tuned on the gender la-
beled datasets for one epoch on both datasets since the performance starts to go
down after the first epoch due to over-fitting.

Training was done on Google’s Colaboratory GPU environment, with each
model pre-training taking 24 hours of training on a P100 16GB NVidia GPU,
using the OpenNMT Pytorch Library [118].

4.3.2 Gender Labeling

Table 4.1 shows that on the speaker classification task, the model achieves a high
F1-score compared to previous SOTA. For the listener’s gender, the scores are
lower than the speaker’s score, which is expected since the number of samples in
the listener is a magnitude lower. The results also show, that the performance
on females is better than males, which can be attributed to the Arabic female
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inflections that are usually added to words (ex. the addition of
��$ to the end

of the words). The confusion matrices in Figure 4.5, indeed show that both
models confuse ambiguous with males more than females. It also shows that
there is very little confusion between males and females in both models, which
is a key requirement since confusion between males and females will later impact
the chatbot’s performance more than confusion with the ambiguous class.

Prev-SOTA AraBERT
Label Speaker Listener Speaker Listener
B 96 - 98 86
F 80 - 94 88
M 71 - 87 71
Average 83 - 93 82

Table 4.1: F1-score of the speaker and listener classifiers. Note: Average is the
Macro-Average

Figure 4.5: Confusion matrix for the speaker and listener classifiers

4.3.3 Open-Domain Arabic Chatbot

Table 4.2 illustrates the results of the pre-training and fine-tuning experiments on
both datasets. The transformer-based model performed better than the LSTM
baseline in all experiments. Also, the results show that the addition of the gender
labels benefits the models by lowering the perplexity and increasing the accuracy
on both datasets.

Figure 4.6 shows the response of all the trained models to prompts that cover
greetings, reasoning, and world knowledge. Overall the models trained on the QA
dataset have consistent performance compared to the models trained on the noisy
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Conv (Acc./PPL) QA(Acc./PPL)
Model Pre-Training Fine-Tuning Pre-Training Fine-Tuning
LSTM 38.2/37.6 38.8/36.1 37.5/38.5 37.9/37.3
Transformer 38.6/35.3 39.1/34.2 38.3/37 38.6/36.3

Table 4.2: Accuracy and Perplexity during the pre-training and fine-tuning stage
for all datasets

conversational dataset, which is expected since the QA dataset is better filtered
and less noisy. The results show that the transformer model trained on the Conv
dataset performed the worst even though it had the lowest perplexity. In fact,
during our testing, almost all responses were dull response with low confidence
scores.

Figure 4.6: Response of all the trained chatbot models to different prompts. ‘ G’
indicates the models fine-tuned with gender labels

Figure 4.7 shows a short sample conversation using the chatbot’s user interface
(UI). The UI allows changing the gender of the chatbot and the user during the
conversation, and allows experimenting with multiple loaded models at the same
time5.

4.3.4 Discussion

Our modest results show that end-to-end training for Arabic chatbot systems
is a success, despite the limited resources. The model was able to successfully
deal question about simple reasoning and world knowledge on a wide variety of
domains. The biggest limiting factor of such approach is the dataset source. Al-
though movie subtitles contain Arabic conversational text, the texts is a human-
translated version of English subtitles, hence it doesn’t provide a good represen-
tation of Arabic conversation structure and vocabulary. We also experimented
with adding prior utterances as context during training which resulted in worse
responses, since the context may have added more noise and confusion to the
model.

5Code and trained models will be available on github.com/WissamAntoun/Arabic-Chatbot
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Figure 4.7: Sample conversation using the chatbot’s user interface (UI)

4.4 Conclusion

In this chapter, we show that end-to-end training for open-domain Arabic chatbot
with gender-aware response is possible using a simple model architecture. We also
show that training on the human translated noisy dataset can be improved by
training on question answer pairs extracted from the noisy dataset, which results
in a chatbot that can handle simple and basic conversations. Nonetheless, the
model still requires modifications to be able to output deeper and more realistic
conversations. We however believe that further research needs to be done to
create Arabic conversational dataset that covers a wide variety of domains and
dialects.
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Chapter 5

Conclusion

This work addresses the gaps in modern Arabic NLP research, by proposing state-
of-the-art solutions and architectures that solve Arabic specific problems (i.e.
morphological richness, gender inflections, dialects). Our approach is grounded
on two NLP domain: NLU and NLG. We set a new state-of-the-art in Arabic
text classification and question answering, using transformer language models
trained on large-scale Arabic text datasets. We also propose combining mor-
phological segmentation and byte-pair encoding to address the out-of-vocabulary
problem in Arabic. We show that creating open-domain Arabic chatbots based
on the transformer Seq2Seq architecture, using end-to-end training with a limited
amount of resources, can overcome the limitations of current approaches, and can
simultaneously address open-domain, gender-aware and Arabic OOV problem in
a generative DL model. We also make all of our pre-trained models and datasets
publicly available hoping to encourage future research and applications for Arabic
NLP to bridge the gap with English NLP.

As future work, we believe that creating benchmark datasets and tasks, similar
to GLUE [119] for Arabic, is crucial since it enables evaluating and comparing
the performance of different models of multiple tasks.
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Appendix A

Abbreviations

AI Artificial Intelligence
AIML Artificial Intelligence Markup Language
ANLP Arabic Natural Language Processing
BERT Bidirectional Encoder Representations from Transformers
BERTm BERT Multilingual
BPE Byte-Pair Encoding
CA Conversational Agents
CPS Conversation-turns Per Session
DA Dialectal Arabic
DL Deep Learning
LSTM Long-Short Term Memory
MLM Masked Language Modeling
MSA Modern Standard Arabic
NER Named-Entity Recognition
NLG Natural Language Generation
NLP Natural Language Processing
NLU Natural Language Understanding
NSP Next Sentence Prediction
OOV Out-of-Vocabulary
PPL Perplexity
QA Question Answering
RNN Recurrent Neural Network
SA Sentiment Analysis
Seq2Seq Sequence to Sequence
SGD Stochastic Gradient Descent
SOTA State-Of-The-Art
SSA Sensibleness and Specificity Average
UI User Interface
XML Extensive Markup Language
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