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An Abstract of the Thesis of

Abdallah Hussein Nasser Eldeen for Master of Engineering
Major: Electrical and Computer Engineering

Title: A Power Rerouting Strategy in Electrical Microgrids Under Power Electronics Faults

Due to rising environmental concerns and limited fossil fuels, clean and renew-
able resources are being used in power generation. Microgrids are used to connect
these energy resources to local demand using power electronics interfaces. Power
electronics faults at the inverter stage are critical issues that limit a microgrid’s
performance. In the literature, many techniques for fault-tolerant inverters were
proposed. In this thesis, a system-level fault-tolerant method is proposed for
microgrid inverters. It is applied by adding a controlled bidirectional switch be-
tween parallel inverters to allow for rerouting power during faults. The method
is simulated and verified on PV inverters as well as grid-interfaced batteries. Re-
sults show that it is possible to recover significant amounts of curtailed power lost
from distributed energy resources when their power electronics interfaces suffer
from faults. An experimental prototype also verifies the methodology.
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Chapter 1

Introduction

Today’s societies depend on secure sources of energy [3]. Aging of the current
infrastructure challenges the reliability of the power supply, and new electricity
grids should consider both economical and environmental aspects of an energy
system. Motivated by these two conditions, there is a global trend to switch
towards clean energy sources such as photovoltaic (PV) panels, fuel cells and wind
turbines [4, 5]. These resources are considered as distributed generation. To get
benefit from distributed generation, the notion of microgrid evolved. As defined
by the US Department of Energy, ”The Microgrid is a group of interconnected
loads and distributed energy resources with clearly defined electrical boundaries
that acts as a single controllable entity with respect to the grid and can connect
and disconnect from the grid to enable it to operate in both grid-connected or
island modes” [6].Therefore, a microgrid is not just a storage unit or backup
generator. It is similar to a small-scale power system that can generate, distribute
and regulate the flow of energy. Microgrids are becoming more common due to
the significant drop in their main components’ prices. For example, the price of
silicon PV cell dropped from 76.67 $/watt in 1977 to 0.3 $/watt in 2015 [7].

Microgrids require power electronic interfaces such as DC/AC or AC/DC/AC
converters to interface the electrical system with the distributed generation. Elec-
trolytic capacitors and power switching devices in such converters are the most
vulnerable components that challenge the reliability of a converter. Any fault
that may occur in any component would interrupt the operation of the converter
and thus major chunks of the microgrid [8].
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1.1 Problem Definition

When a fault occurs at any inverter in the microgrid, the latter loses the
power generated from the corresponding generator, such as PV array or battery.
Thus the total energy circulating in the system will be reduced. In this thesis,
a new method is proposed to minimize the curtailed power of a faulty inverter
by rerouting it to another healthy inverter in the microgrid, via a controlled
bidirectional switch between the inputs of both inverters.
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Chapter 2

Literature Review

The objective of this literature survey is to give a general overview about
some important concepts related to the thesis work. First, an overview about the
microgrid notion,operation and control, is given. Then, fault tolerance techniques
and controlling parallel inverters are presented, as they relate to the proposed new
method.

2.1 State of the Art in Microgrids

The concept of microgrids goes back to 1882 with Thomas Edison when he
constructed his first power plant (the Manhattan Pearl Street Station). This is
considered a microgrid since the centralized utility grid had not been established
yet. His company installed 58 DC microgrids by 1886 [9].

2.1.1 Microgrid components

The microgrid is assumed to be radial with several feeders and loads as shown
in figure 2.1. It is connected to the utility grid distribution system through a point
of common coupling (PCC), which is usually a static switch separation device.
The microgrid includes a low-voltage network, loads, distributed energy resources
(DER), switches and a hierarchical controller used to monitor and control loads
and sources. The head of the this controller is called the microgrid central con-
troller (MGCC). The MGCC sends set point messages to the loads and local
controllers at each source level, to control active power, reactive power, voltage
levels and frequency. Also it sends messages to any switches in the microgrid to
determine power flow paths.

3



Figure 2.1: Basic Microgrid architecture with an MGCC [1]

DERs are small scale energy resources which can provide electricity locally
to a load. A comprehensive review of common DERs in microgrids and their
interactions is found in [10] and [11]. DERs include many technologies and are
classified in two main categories: distributed generators (DGs) or energy storage
systems (ESSs). DGs can be renewable such as such as wind, solar and geother-
mal sources.The use of renewable DGs in microgrids was extensively studied in
literature. For example, [12] proposes a PV integrated building was proposed to
run isolated from the utility grid in urban areas. Another example, [13], discussed
the challenges that face the operation of wind turbines in capacity limited micro-
grids. The fluctuating nature of DGs necessitates the presence of an energy source
for compensation. So energy storage systems enhance a microgrid’s reliability,
availability, and flexibility in energy generation, distribution and consumption.

2.1.2 Microgrid Operation

There are two modes of operation of a microgrid system: grid-connected mode
and islanded mode.

• Grid-Connected mode:

In this mode, the microgrid is required to follow the utility grid distribu-
tion rules without participating in the operation of the main power system.
The microgrid operates at the voltage and frequency set by the main grid.
In this case, it acts as a controllable load or source. It can draw or sup-
ply power to the main grid. DERs are controlled through a hierarchical
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three-level controller which will be discussed later. In [14], a method for
optimal configuration of grid-connected microgrids based on probabilistic
models is proposed. Probabilistic methods were used to describe wind and
PV power on the microgrid. Energy management optimization was done
for several grid-connected microgrids in [15]. The microgrids can exchange
power locally between each other and with the main utility grid.

• Islanded mode:

Islanded operation or what is known as grid-forming mode or stand-
alone mode when the microgrid is disconnected from the main utility grid.
It can be islanded intentionally (all time or scheduled) or due to a failure.
All microgrid components such as DERs, energy storage systems and loads
operate independently as an isolated system. In this case and in the absence
of the main grid, the distributed generator with the highest power rating
is selected as a reference. All other distributed generators are controlled to
follow its voltage and phase values. Islanded microgrids are mainly used
in rural areas where there is no reach of a utility grid. Also it is used in
remote military locations. Switching from grid-connected mode to islanded
mode must be performed smoothly. In [16], a smart integrated adaptive
centralized controller is proposed to monitor and control the operation of a
microgrid in both intentional and unintentional islanding.

2.1.3 Microgrid Control

The operation of a microgrid requires energy management and classification of
control strategies. The adjustment of voltage and frequency, synchronisation with
the main grid and power flow control, all comprise the key principles of microgrid
control structure [17, 18]. The control design should cover all the responsibilities
of a microgrid’s controller such as optimal power flow, maintaining stability ,
guaranteeing seamless connect/disconnect from the main grid, operating from
black start, etc. [19]. [20] investigates several control strategies and energy
management approaches of a microgrid.

According to the above-mentioned requirements, microgrid hierarchical con-
trols are defined on four levels (from zero to three) shown in figure 2.2. Starting
with the zero level (inner control loop) that controls voltage and current out
of DERs and takes its reference values from level-one control (primary control).
Then the level-two control (secondary control) monitors and supervises the sys-
tem. Finally the level-three control (tertiary highest level control) manages power
flow in the microgrid and between the microgrid and the main grid.

5



Figure 2.2: Hierarchical control of a microgrid [2]

2.1.3.1 Internal control loop

The aim of this level-zero control is to manage the power of DERs. It controls
the source operating point using power electronic devices in current or voltage
modes [17]. In the voltage control mode, a power electronic converter manages
the voltage and frequency inside the microgrid (island mode) whereas in current
control mode, it manages the active and reactive power (grid connected mode).
The inner controls must have accurate reference values for frequency and voltage.
These reference values are set by the primary controller.

2.1.3.2 Primary control

The aim of this level-one control is to adjust the voltage and frequency ref-
erences to be fed into the inner voltage and current control loops. This control
should have the fastest response to increase the system stability [21].

The P/Q droop control is an example of a control mode that provides set
points to DER inverters [22], where the idea is for the inverter to mimic the
droop characteristic of a synchronous generator. All DERs are connected via
inverters where the active and reactive output at each inverter are as follows:

Pn =
UUn

Xn

sin(δn) (2.1)

Qn =
UUn − U2

Xn

(2.2)

where U is the integration voltage, Un the output voltage of the inverter power
supply, Xn the output impedance of the inverter power supply and δn is the angle
between Un and U .

It can be noticed from the above equations that the active power depends on
δn (related to frequency) and the reactive power depends on the output voltage.
So, the output voltage of the inverter is regulated by reactive power and the its
frequency is regulated by active power. Figure 2.3 shows the P and Q droop
control characteristics.

6



Figure 2.3: Voltage and frequency versus active and reactive power

2.1.3.3 Secondary control

The aim of this level-two control is to compensate for voltage and frequency
deviations and regulate them towards zero at each change in load or generation. It
corrects the deviations within an allowable limit ±0.1Hz. The secondary control
can be centralized or decentralized. In [23], a multi-microgrid cluster can be
controlled by a hierarchical centralized controller.

2.1.3.4 Tertiary control

This control is used when the microgrid is in grid-connected mode. The pur-
pose of this level-three control is to manage the power flow by regulating voltage
and frequency. It measures P and Q at the point of common coupling (PCC) and
compares them to the desired reference values. This level is the slowest level and
ensures the optimal technical and economical operation of the microgrid. This
controller is disabled in the case of islanding.

2.2 Fault-Tolerant and Multi-Parallel Power Con-

verters

2.2.1 Fault Tolerance Levels of Power Converters

Power electronic inverters in a microgrid are very essential because they form
the interface between DERs and the rest of the microgrid. Any fault that occurs
in any inverter will result in the interruption of its operation and thus affecting
the operation of the whole microgrid. The inverter and the whole microgrid
are required to continue in operation even when a fault occurs. Fault tolerant
inverters enhance the reliability of a microgrid system.

Fault diagnosis is the first step in a fault-tolerant system once a fault occurs
[24]. Fault diagnosis uses complex algorithms to detect and specify the position
and type of the fault in an inverter or a microgrid. In [25], a survey is performed
on fault diagnostics in a smart microgrids. It first presents different failure modes

7



Figure 2.4: Fault tolerant methodology chart

in microgrids and categorises them into model-based and data-driven methods.
In [26], the diagnosis is inside the inverter itself, where a generalised logic-based
method for fault diagnosis in a multilevel inverter is presented. Many examples
are available in the literature, and the thesis will elaborate on different types and
examples.

The next step in a fault-tolerant system is to isolate the fault and reconfigure
the power converter. Reconfiguration of a converter is usually based on hardware
redundancy and it is classified to four categories according to the redundancy
level: switch-level, leg-level, module-level and system-level [27]. See figures 2.4
and 2.5.

• Switch-Level Reconfiguration

Multilevel inverters can be considered one type of inherently switch-
redundant circuits due to the abundance of switches when compared two-
level inverter. Switch-level reconfiguration can be achieved in most power
converters by installing redundant switches in series or parallel [28]. Redun-
dant switches added in parallel don’t operate in normal conditions. When
a fault occurs, the redundant switch can replace the faulty switch via a
selecting relay. The series redundant devices are connected in series with
main switches for short-circuit failures.

• Leg-Level Reconfiguration

This approach is implemented via adding a parallel redundant leg in an
inverter. The number of added legs can be from 1 to 3 [29]. The backup
leg can operate in online or offline mode. Linking switches are required in
the offline scheme. The loss is higher in the online mode due to the fact
that the additional leg is operating.

• Module-Level Reconfiguration

Module-level solutions are primarily in cascaded multilevel converters
which are typical circuits which use module redundancy. When a mod-
ule fails, the other modules implement the fault-tolerant reconfiguration to

8



Figure 2.5: Fault tolerant inverters topologies. (a) Switch level. (b) Leg level.
(c) Module level. (d) System level.
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maintain continuous operation. The main approaches are neutral shift, dc
bus regulation, and redundant module installation.

When a fault occurs in a certain module, an unequal number of modules
appears at each phase and thus a phase shift from the reference occurs.
Thus, the neutral is shifted to retain the voltage balance [30]. The DC
bus reconfiguration is achieved by increasing the dc link of other working
modules during a fault. This is to keep the total output voltage RMS or
peak value unchanged [31].

• System-Level Reconfiguration

System-level reconfiguration is the highest level of hardware reconfigu-
ration. This method depends on adding complete redundant inverters in
parallel or cascaded with nominal inverters. An example of system-level
redundancy is using parallel inverters to improve the reliability of uninter-
ruptible power supply (UPS) systems [32].

2.2.2 Parallel Multi-inverters in a Microgrid

It is important to note that our proposed solution for fault tolerance depends
on using the existing inverters without adding external redundancy, and and op-
erating inverters themselves as backup inverters in fault scenarios. This will be
explained in section 3 in detail. Meanwhile, it is essential to mention that the
proposed method is considered a system-level fault tolerance solution, in which
there are multiple inverters operating in parallel. Many studies are found in the
literature that aim to control parallel power converters. In [33], the circulating
current between two parallel three-phase rectifiers is controlled. The paper de-
velops a zero-sequence model to predict the dynamics of zero-sequence current.
It then introduces a new control variable and a strong control loop to suppress
the circulating current. [34] proposes a network communication system applied
in a control strategy for parallel multi-inverters; a master-slave mode is employed
with two analog and digital busses, where the master sends reference messages to
the slaves. An optimal control was used to control current sharing between multi-
inverter system in [35].A state-space model was derived for the system with the
inverters’ currents as states. This method can be used to mimic the scenario if a
fault on an inverter by simply setting a zero-reference value for a certain inverter
current state. In [36],also a state space model was derived for a multi-paralleled
grid-connected inverters but with LCL filters. The benefit of these filters is to
prevent the main grid from being polluted with harmonics. A shunt active power
filter based on parallel interleaved inverters was studied in [37]. The paper gives
a practical and low cost solution for minimizing circulating current by installing
common-mode inductor on each inverter.

10



Chapter 3

Proposed Solution for Retrieving
Lost Power

As shown in the previous literature, most fault-tolerant techniques depend on
adding hardware redundancy at different levels of an inverter, or utilizing switch-
level redundancy in multi-level topologies. Also, a diagnosis analysis must be run
to specify the fault location to deal with and engage appropriate redundancy or
reconfiguration. Diagnosis algorithms are usually complex and require accurate
sensing and fast processing.

The proposed method in this thesis tries to find a topology that does not re-
quire any additional hardware redundancy, but depends on the available inverters
in the microgrid. Also there is no need to run fault diagnosis algorithms, only
basic fault detection algorithms.

3.1 Bidirectional switch

When a fault occurs in any inverter in the microgrid, the power generated by
the corresponding source will be lost and will not be transmitted to the main
grid. The idea is to benefit from this curtailed power by rerouting it to another
available inverter. A bidirectional switch will be added to the microgrid topology.
It connects the two branches of the inverters as shown in figure 3.1. During normal
operation, the switch is always open. It functions only when a fault is detected
in an inverter, where it closes to form a route for the curtailed power through
another healthy inverter. This switch should thus be a controlled bidirectional
switch. Figure 3.2 shows several topologies of such switch realizations.

3.2 Fault Scenario

The output voltages of the inverters are always sensed and monitored. Once a
deviation from the normal values is detected in an inverter,it will be considered

11



Figure 3.1: Bidirectional switch addition

Figure 3.2: Bidirectional switch realizations

faulty. This is a very basic fault detection algorithm, which does not require
any significant data processing or complex algorithm. Thus, there is no need to
run a diagnosis algorithm to know where is the fault inside the inverter since the
faulty inverter will simply be isolated from the microgrid. The other existing and
healthy inverter will work as a backup when not working at its maximum rating.
In that case, the power of the faulty inverter is rerouted to the healthy one via
the controlled bidirectional switch.

The available power at each inverter is fed to the controller of the bidirec-
tional switch to switch ON/OFF accordingly. It will be calculated from the solar
irradiance which can be collected from an available sensor or from a predictive
model.

For example, suppose in figure 3.1 the inverters are connected to solar panels
and rated at 1000 W each. Assume that the available solar power from the solar
PV panels is 300 W. If a fault occurs at the top inverter, the second inverter can
handle the additional 300 W lost from the first inverter. If the second inverter
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is operating at its maximum capacity or can’t handle the combined power , the
switch remains open and it does not interfere with the microgrid. Also, the
voltages of the DC sources must be approximately equal before closing the switch.
This is to minimize the shoot-through current on switching. Figures 3.3 and 3.4
show the energy routing and the switching algorithm flowchart respectively.

Figure 3.3: Fault scenario

Figure 3.4: Switching algorithm flow chart
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Chapter 4

Microgrid and Algorithm
simulation

4.1 Application in PV Systems

In this section, two solar arrays of 50 KW power each are connected to the
main grid via two three-phase inverters each rated at 60 KW each. The inverters
are controlled such that the solar panels work in the Maximum Power Point
Tracking (MPPT) mode. This is to harness the maximum available solar energy
and inject it on the main grid. The controlled bidirectional switch explained in
chapter 3 is added between the panels. Figures 4.1 and 4.2 show the schematics
of grid-connected solar panels and inverters’ control blocks respectively. The PV
arrays are fed with solar irradiance of half-sine that maximizes at 1000 W/m2.
Note that the time of the irradiance profile is reduced to accelerate the simulation.

Figure 4.1: MATLAB Simulink schematic of grid connected solar arrays
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Figure 4.2: Control blocks of the inverters

4.1.1 Normal Operation

During Normal operation, the two solar arrays are disconnected from each
other. Their corresponding inverters are working independently applying the
MPPT algorithm. Power generated is injected to the main grid at the PCC.
Only real power is injected into the grid, even though the utilized controller can
inject reactive power as well. Figures 4.3 - 4.9 show the system performance
during normal operation. Each inverter is maximizing at 50 KW (Figure 4.7)
and summed up to inject 100 KW to the main grid as shown in figure 4.6.

Figure 4.3: Three phase grid voltage
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Figure 4.4: Bidirectional switch state in normal operation

Figure 4.5: Solar arrays DC voltage in normal operation
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Figure 4.6: Power injected to grid in normal operation

Figure 4.7: Power output of inverters in normal operation
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Figure 4.8: Phase ’a’ RMS current injected to grid in normal operation

Figure 4.9: Phase ’a’ RMS output currents of inverters in normal operation
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4.1.2 Fault Operation

The bidirectional switch at first is opened. Once a fault is detected in an
inverter, it is immediately isolated from the main grid. Then the bidirectional
switch will be ready to close and operate after 2s of the fault. Although the
switch will be ready to close but this won’t happen unless the inverter can hold
the total power.The available power is calculated. If its higher than the healthy
inverter ratings, the switch will stay opened. Once the available power falls below
the allowed rating, the switch will close and form a route that passes power from
the isolated array to the healthy inverter. Two scenarios were simulated where
the fault is emulated at two different instances.

4.1.2.1 Fault at t=10s

The fault is emulated at instance t=10s on inverter 2. As shown in figure 4.12,
the grid power is reduced to half as the faulty inverter is isolated immediately.
The bidirectional switch closes at t=12s connecting the corresponding solar array
to the healthy inverter. Then it opens at t=21s due to the fact that the available
power from both arrays exceeds the rating of the healthy inverter (60KW). After
that it closes again at t=79s when the available power is below the healthy inverter
ratings. Figures 4.10 - 4.15 illustrate the performance of the system during this
fault scenario.

It is noted that at 10s < t < 12s and 21s < t < 79s, the DC voltage of the
PV array corresponding to the faulty inverter is higher (see figure 4.11). This is
the open-circuit voltage (Voc) of the PV arrays as they are isolated during these
times.

Figure 4.10: Bidirectional switch state (fault at 10s)
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Figure 4.11: Solar arrays DC voltage (fault at 10s)

Figure 4.12: Power injected to grid (fault at 10s)
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Figure 4.13: Power output of inverters 1 (healthy) and 2 (faulty) (fault at 10s)

Figure 4.14: Phase ’a’ RMS current injected to grid (fault at 10s)
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Figure 4.15: Phase ’a’ RMS output currents of inverters 1 (healthy) and 2 (faulty)
(fault at 10s)

4.1.2.2 Fault at t=50s

Here the fault is emulated at the peak time t=50s. The bidirectional was ready
to close at t=52s but it closed at t=79s when the healthy inverter was capable to
hold power from both solar arrays. Figures 4.16 - 4.21 illustrate the performance
of the system during this fault scenario.

Figure 4.16: Bidirectional switch state (fault at 50s)
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Figure 4.17: Solar arrays DC voltage (fault at 50s)

Figure 4.18: Power injected to grid (fault at 50s)
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Figure 4.19: Power output of inverters 1 (healthy) and 2 (faulty) (fault at 50s)

Figure 4.20: Phase ’a’ RMS current injected to grid (fault at 50s)
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Figure 4.21: Phase ’a’ RMS output currents of inverters 1 (healthy) and 2 (faulty)
(fault at 50s)

4.1.3 Advantages

Advantages of applying this solution on solar panels are the following:

• Enhancing the reliability of the whole microgrid. The inverter now can
operate more than one solar array rather than being locked to only one
array. This can give more solution opportunities within a short time rather
than waiting for the inverter maintenance

• There is no need to run a complex fault detection diagnosis. Simple sensing
of inverters’ output voltages can indicate for any fault and thus isolating
the corresponding inverter and closing the bidirectional switch.

• Reducing the curtailed power when routing it to other inverter and thus
increasing the harnessed energy. The saved power in the scenario 2 (fault
at 10s) for example can be calculated as follow:

Energy retrieved = Energy with method− Energy without method

=

∫ 21

12

(100 sin 0.01πt− 50 sin 0.01πt) dt

+

∫ 100

79

(100 sin 0.01πt− 50 sin 0.01πt) dt

≈ 15 Wh

(4.1)
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4.1.4 Operation Under Realistic Solar Irradiance

The previous simulations were done on 100s seconds scale for reducing simu-
lation time and computations. In this section, a slot of time was taken from a
typical day in Beirut with a realistic solar irradiance. On the first of June at 5:00
am, the available solar irradiance is 360 W/m2 and increased to 580 W/m2 at
6:00 am. The data for Lebanon is got from the ”European Commission’s science
and knowledge service” [38].

The simulation was run for 10 minutes (600 seconds) from 5:00 am to 5:10 am
where the irradiance reaches 400 W/m2 as shown in figure 4.22. The fault was
emulated on inverter 2 at t= 300s (5:05 am) where the bidirectional switch closes
after 20 seconds connecting both solar arrays to the healthy inverter 1. Figures
4.23 and 4.24 show the power injected to grid and output power of inverters.

Figure 4.22: Solar irradiance in Beirut at 5:00 am till 5:10

26



Figure 4.23: Power injected to grid under realistic solar irradiance

Figure 4.24: Power output for inverters under realistic solar irradiance
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4.2 Application in Battery Systems

The proposed method is also applied to a battery ESS.Two battery banks
are connected to the main grid via two three-phase inverters rated at 60 KW
each. The inverters are controlled to work in power-demand mode. The con-
trolled bidirectional switch is added between the banks. Figures 4.25 and 4.26
show the schematics of grid connected storage banks and inverters’ control blocks
respectively.

Figure 4.25: MATLAB Simulink schematic of grid connected storage banks

Figure 4.26: Control blocks of the inverters
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4.2.1 Normal Operation

4.2.1.1 Active Power Generation

During Normal operation, the two solar arrays are disconnected from each
other. Their corresponding inverters are working independently applying the
power demand algorithms. It is set on 20 KW and 10 KW for first and second
inverters, respectively. The power generated is injected to the main grid at the
PCC. Only real power is injected into the grid, even though the utilized con-
troller can inject reactive power as well. Figures 4.27 - 4.33 show the system
performance during normal operation. Each inverter is supplying its reference
set power (Figure 4.30) and summed up to inject 30 KW to the main grid as
shown in figure 4.29.

The state of charge (SoC) of the batteries are controlled to stay within the
[20%, 80%] interval during charging/discharging process. This is to protect the
batteries from over charging/discharging and extend their life time. The initial
SoC of both storage banks is 80% as shown in figure 4.31.

Figure 4.27: Three phase grid voltage
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Figure 4.28: Bidirectional switch state in normal operation

Figure 4.29: Power injected to grid in normal operation
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Figure 4.30: Power output of inverters in normal operation

Figure 4.31: Storage banks state of charge in normal operation
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Figure 4.32: Phase ’a’ RMS current injected to grid in normal operation

Figure 4.33: Phase ’a’ RMS output currents of inverters in normal operation
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4.2.1.2 Active and Reactive Power Generation

In this section, the battery banks inverters are controlled to generate active and
reactive power. The power demand of inverter one is set to 20 KW and 10 KVAR
whereas inverter two is set to generate 10 KW and 5 KVAR. Figures 4.34 - 4.38
show the performance of the system.

Figure 4.34: Power injected to grid in normal operation2

Figure 4.35: Power output of inverters in normal operation2
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Figure 4.36: Storage banks state of charge in normal operation2

Figure 4.37: Phase ’a’ RMS current injected to grid in normal operation2
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Figure 4.38: Phase ’a’ RMS output currents of inverters in normal operation2

4.2.2 Fault Operation

The control of bidirectional switch follows same algorithm concerning inverters
rating as in PV application.

The fault is emulated at instance t=30s on inverter 2 and is isolated imme-
diately. After 10s (at t=40s), the set power of the healthy inverter 1 is raised to
30 KW to compensate for the lost 10 KW as shown in Figure 4.41.

The bidirectional switch closes at t=70s connecting both storage banks to the
healthy inverter 1. This does not affect the power injected into the grid, but it
impacts the SOC of the batteries. It is noticed from figure 4.42 that before closing
the switch, the SoC of storage bank 1 was decreasing rapidly between t=40s and
t=70s. Then it returns to its normal profile after connecting the storage bank 2
in parallel. Figures 4.39 - 4.44 illustrate the performance of the system during
this fault scenario.
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Figure 4.39: Bidirectional switch state (fault at 30s)

Figure 4.40: Power injected to grid (fault at 30s)
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Figure 4.41: Power output of inverters 1 (healthy) and 2 (faulty) (fault at 30s)

Figure 4.42: Storage banks state of charge (fault at 30s)
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Figure 4.43: Phase ’a’ RMS current injected to grid (fault at 30s)

Figure 4.44: Phase ’a’ RMS output currents of inverters 1 (healthy) and 2 (faulty)
(fault at 30s)
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4.2.3 Advantages

The first two advantages mentioned in section 4.1.3 are also valid in battery
application. Besides this, the significant advantage of applying this solution on
battery storage systems is that it protects the battery which is tied to the healthy
inverter from rapid discharge and possible over-heating. This keeps the batteries
healthy and extends its life time.

4.3 Overall Microgrid

All above above distributed generators were aggregated to form the proposed
microgrid shown in figure 4.45 consisting of:

• Two solar arrays rated at 50 KW each

• Two battery banks set to supply 50 KW each

• One wind turbine rated at 500 KW

• Residential load

Figure 4.45: MATLAB Simulink schematic of proposed microgrid
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4.3.1 Microgrid operation with no load

The microgrid is first simulated at no connected load. In this case, all the
generated power (700 KW peak) is injected to the main grid as shown in figure
4.46.

Figure 4.46: Power flow in microgrid components at no load
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4.3.2 Microgrid operation with 500 KW load

A 500 KW three phase load is now connected to the microgrid. Here its
noted that the power injected to main grid is reduced to around 200 KW peak
as shown in figure 4.47. This is because the load is draining 500 KW of the
microgrid generated power.

Figure 4.47: Power flow in microgrid components at 500 KW load
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4.3.3 Microgrid operation with 1000 KW load

The load is increased to 1000 KW which is higher than the microgrid ability
to supply. Here the latter supplies all its available power (700 KW peak) to the
load and the remaining power (300 KW) is taken from the main grid. This is
clear in figure 4.48 where Pgrid becomes negative meaning that the microgrid is
draining power from main grid rather than injecting.

Figure 4.48: Power flow in microgrid components at 1000 KW load
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4.3.4 Microgrid operation under fault with 500 KW load

The battery banks here are controlled to generate 40 KW each. Two faults
were emulated on inverters connected to solar array 2 and battery bank 2. The
faults occurred at t=50s where Pgrid fell down to 100 KW at peak as shown in
figure 4.49. Then the algorithm worked and part of the power was retrieved.

Figure 4.49: Power flow in microgrid components at 500 KW load under fault
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Chapter 5

Experimental Results

The experimental setup was established at the PEARL lab [39]. Two 200Ah
batteries were connected to two TDINV3500P100 inverters. The output of in-
verters is then rectified and connected to a common DC bus as shown in figure
5.1. A resistive load is connected at the DC bus.

Figure 5.1: Experimental setup

The experiment started as mentioned above. At instance t1, inverter one was
isolated due to an emulated fault. Then at instant t2 the corresponding battery1
of isolated inverter 1 was connected in parallel with battery 2 across inverter 2.
At beginning, the two batteries were sharing the load. Then after t1, the current
drained from battery 2 increased to compensate the lost current of battery 1.
Then after t2, the batteries share again the load. It is clear that the load voltage
and current was not affected during switching and stayed constant approximately.
Figures 5.2-5.4 illustrate the results.
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Bat1 current, Bat2 current load current, load voltage

Figure 5.2: Experimental results before the fault is emulated in inverter 1

Bat1 current, Bat2 current load current, load voltage

Figure 5.3: Experimental results after t1 when inverter 1 is taken offline

Bat1 current, Bat2 current load current, load voltage

Figure 5.4: Experimental results after t2
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Chapter 6

Conclusion and Future Work

A fault-tolerant strategy to minimize curtailed power in faulty microgrid in-
verters is proposed in this thesis. The strategy does not require topology mod-
ification of individual inverters, or changes to their control methods. It relies
on adding controlled bidirectional switches that reroute the power from faulty
inverters to healthy ones in the same microgrid. Simulations were performed for
two applications, PV inverters and battery inverters. Results show an increase
in the harnessed energy in the PV application when compared to cutting off a
faulty inverter branch. Also, a decrease in discharge rate in the battery appli-
cation is illustrated, which is expected to increase a battery’s life with reduced
overheating that occurs with rapid discharge. An experimental prototype of the
proposed method is presented. It showed the power sharing capbility between
batteries across the load.

For future work, this method can be extended to apply on more than two
sources. Applying it between many inverters will increase the overall availability
of the microgrid. This would also help retrieve more lost energy by rerouting it
on several inverters rather than one. This would also necessitate a higher level
controller that can command all the inverters and bidirectional switches across
the microgrid. Also, the bidirectional switch can be modulated through a control
scheme that specifies the amount of shared power shared through switch.
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