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An Abstract of the Thesis of

Alaa Issam Maarouf for Master of Engineering
Major: Electrical and Computer Engineering

Title: Transfer Learning Approach to Developing Large Scale Lexicon
for Resource Constrained Languages

Lexical resources often form critical components in computational models for
natural language processing (NLP). As a result, the pace of advances in NLP for
resource-constrained languages, like Arabic, is slow due to limited resources com-
pared to English large-scale resources such as English WordNet (EWN) which
contains a rich set of semantics and relations between words. Despite progress
to overcome this challenge, lexical resources for non-English languages remain
limited in size and in accuracy of the semantics. In this thesis, we aim to over-
come these limitations of size and accuracy in lexical resources by developing a
method that generates a large-scale lexicon with rich semantics by transferring
knowledge from a small lexical resource that has been reliably linked to EWN.
Starting from a large-scale lexicon in the resource-constrained language without
prior connections to EWN, the method aims at developing accurate links be-
tween the terms in the lexicon and EWN, thus creating the desired large-scale
lexicon. While previous work had explored the link prediction problem through
shallow links with limited accuracy, we focus on developing links based on deeper
word semantics. We combine deep learning models with feature-based machine
learning models that can benefit from the rich semantics within EWN. We pro-
pose a boosting three-step approach where we first apply transfer-learning by
fine-tuning a BERT-based language model built for the low-resource constrained
language followed by a decision tree classifier that uses the EWN semantics, and
finally applying back-off prediction for terms with missing EWN semantics using
Multilingual Universal Sentence Encoder (MUSE). The classifier predicts a link
between two terms based on information from relations between the equivalent
synsets in EWN using the depth of senses in the taxonomy, the number of edges
separating the synsets, and the hypernym information within the is-a relation-
ships between synsets. The first step in the boosting method aims to achieve
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high recall and the other two steps aim to improve precision. The proposed
method is tested on Arabic to create a large-scale Arabic lexicon by predicting
links between Standard Arabic Morphological Analyzer (SAMA) and EWN. For
the small-scale lexicon with previously established reliable connections to EWN,
we use Arabic WordNet (AWN). Compared to state-of-the-art ArSenL 2.0, the
test results showed relative performance improvements in the accuracy of links
with 4.1% F1 for nouns, 14.5% for verbs, and 19.1% for adjectives.
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Chapter 1

Introduction

Lexical resources play a substantial role in natural language processing (NLP)
tasks. As an example, sentiment analysis methods rely on lexicons to extract
word-level scores [1]. Some efforts have already been placed in developing emotion
classification models from text [2, 3, 4]. Since sentiment lexicons helped in im-
proving the accuracy of sentiment classification models [5, 6], several researchers
are working on developing emotion lexicons for different languages such as En-
glish, French, Chinese [7, 8, 9, 10, 11, 12, 13, 14, 15]. In the recent years, several
researchers utilized sentiment lexicons to build feature-based machine learning
models in conjunction with deep learning models for sentiment analysis [16, 17].
In addition, new studies revealed that lexical resources can help NLP systems be
more explainable to humans [18, 19] allowing the analysis of the white-box model
and providing explanations of predictions.

Challenges arise when dealing with resource-constrained languages like the
Arabic language because they lack large-scale resources. To overcome these lim-
itations, the past few years witnessed the construction of around 40 WordNets
(WNs) which attempted to reflect semantic relations between words and help in
NLP tasks. For Arabic, the Arabic WordNet (AWN) [20] is a hierarchical linguis-
tic resource that follows the main structure of the English WordNet (EWN) [21].
Just like EWN, AWN’s terms are semantically related by synonymy, antonymy,
hypernymy and hyponymy. AWN also contains named entities and Arabic ex-
pressions (words and multi-words). Each entry in AWN consists of an Arabic
lemma synset which represents a group of words with similar meaning. A synset
is associated with a unique synset ID as well as semantic links to other synsets
through relations like related-to, hypernyms, and hyponyms. For EWN, each
synset is associated with an extended gloss which is a brief sentence explaining
the meaning of the synset with examples of sentences using the synset terms.
AWN has gained a lot of popularity and has become a common lexical resource
for Arabic NLP tasks. The available AWN however suffers from limited coverage
compared to other languages. For instance, AWN contains 9,698 synsets com-
pared to 117,659 synsets in EWN. AWN’s terms are linked to EWN by indexes
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that were manually validated by lexicographers. There were also attempts for
developing Arabic emotion lexicons [12, 22, 23, 24]. Developing a large-scale re-
source for the Arabic language is in fact useful for several tasks like information
retrieval [25], named entity recognition [26], word sense disambiguation [27], as
well as creating sentiment lexicons which are useful in sentiment analysis tasks
like the resource SentiWordNet (SWN) [28, 29]. To overcome the limitations of
AWN, there has been several efforts to automatically create large-scale lexicons
for the Arabic language [23, 24]. However, these methods were limited in terms
of accuracy and semantics because they used surface level similarity measures for
linking terms from Arabic to EWN. We overcome this issue by employing deeper
word semantics in the link prediction process to generate a new state of the art
Arabic sentiment lexicon. Unlike prior state of the art which used shallow sim-
ilarity approaches of comparing the exact match between two words, we utilize
semantic similarities to compare words’ meanings rather than the morphology of
words. Thus our approach detects links between words of the same meaning even
if they have different word choice and shows enhanced accuracy of links on the
test data compared to the prior state of the art. We evaluate our method for
Arabic by enriching AWN with new links for terms extracted from a large-scale
Arabic resource called Standard Arabic Morphological Analyzer (SAMA) [30].

SAMA covers an extended set of Arabic lemmas and is used in several Arabic
NLP tasks. Each SAMA entry consists of the Arabic lemma, its part of speech
(POS) tag, and a list of English terms that reflect the meaning of this lemma
(English gloss). The desired model takes as an input a SAMA lemma and all
EWN synsets, and outputs the links between the chosen SAMA lemma and all
corresponding EWN synsets. What makes the problem challenging is that a
SAMA lemma can map to more than one synset in EWN and vice versa. In
addition, it is well known that similarity measures are key factors for successful
link prediction methods. As a result, the proper choice of the similarity measure
is critical. Moreover, there are several challenges associated with this problem in-
cluding the highly imbalanced nature of the dataset which encompasses millions
of no-links compared to few thousands of links. Therefore, the link prediction
classifier should take into account the imbalanced data issue for accurately pre-
dicting the minority class constituting the links. In addition, the gloss terms of
the large-scale lexicon in resource constrained language (LSLex-RCL) are limited
in terms of coverage and do not include all potential meanings of the lemmas. On
the other hand, EWN synsets represent a very specific meaning which might not
be covered by the LSLex-RCL gloss terms due to their restricted coverage. The
link prediction problem is a many-to-many where LSLex-RCL entries are more
generic than EWN terms which adds complexity to the problem. It is worth
mentioning that LSLex-RCL gloss terms and EWN synset terms may have dif-
ferent word choices which limits the accuracy of shallow similarity measures. For
Arabic, gloss terms and EWN synset terms also include multi-word expressions
which tend to be different between SAMA and EWN and are more difficult to
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match.

While previous work has explored shallow and surface-level similarity mea-
sures, we focus on developing links based on deeper word semantics. In this
thesis, we aim to improve on state of the art methods that extend limited lexical
resources with reliably established connections to resource-rich languages such
as English. The idea is to transfer the learning from language models and from
validated existing links to EWN in small-scale resources to predict new links
between EWN and large-scale resource from the resource-poor language. We
test our method for Arabic by extending AWN with links for terms from the
large-scale Arabic resource SAMA [30]. We propose methods that combine deep
learning and feature-based machine learning models that learn from the rich
semantics within the WordNet’s lexical taxonomy. We present a boosting ap-
proach which consists first of transfer learning and fine-tuning a language model
pre-trained for the constrained language followed by a decision tree classifier that
learns from features extracted from EWN’s semantic relations. The third step in-
volves a backoff method using Multilingual Universal Sentence Encoder (MUSE)
[31] for predicting links in case of missing EWN semantic relations. For example,
EWN adjectives do not have the is-a semantic relations which exist for nouns and
verbs. In the first step, the objective is to achieve a high recall by fine-tuning the
language model for the low-resource constrained language. In the second step,
we aim to enhance precision by engineering features that take into account the
depth of the synsets in the taxonomy, the shortest path separating them, and the
is-a relationships between synsets. These features are then fed into a classifier
which learns the correlation between the semantic features and absence/presence
of links.

The proposed workflow is tested on Arabic to develop a large-scale Arabic
lexicon by predicting links between SAMA and EWN. In comparison to the state-
of-the-art ArSENL 2.0 [24], the test results demonstrated relative performance
enhancements in the accuracy of links with 4.1% F1 score improvement for nouns,
14.5% for verbs, and 19.1% for adjectives. The main contributions of the proposed
approach are as follows:

• Developing a new three-step boosting approach to automatically create
large scale lexicon for resource constrained languages.

• A state of the art large scale Arabic Lexicon with rich EWN semantic
relations.

• Deep Learning link prediction method utilizing transfer learning and fine-
tuning a language model pre-trained for English.

• Link Prediction method based on feature-engineering from EWN’s rich se-
mantic relations.
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• Link Prediction method for terms with missing EWN semantic relations
using MUSE multilingual model.

The rest of the manuscript is organized as follows: section 2 covers background
knowledge on lexical resources utilized in this work. In section 3, we highlight the
literature background pertaining to previous work on WordNets expansion and
development of Arabic sentiment lexicons. In section 4, we explain the challenges
of the link prediction process with examples. In addition, section 5 presents the
boosting approach for link prediction methodology with its main blocks. Section
6 demonstrates the superior performance of the approach by evaluating the results
achieved and comparing them to previous work. Finally, sections 7 and 8 conclude
the thesis work and suggest future directions respectively.
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Chapter 2

Background

In this section, we cover background knowledge of the lexical resources utilized
in the work.

2.1 English WordNet (EWN)

EWN [21] is a lexical resource encompassing a comprehensive set of English
words which are grouped in synsets and organized hierarchically. A synset is
a group of words denoting the same meaning. A unique synset ID is assigned
to every synset in EWN to identify it. Every synset is associated with a gloss
which provides a definition for the respective sense in addition to an extended
gloss which includes examples of using the synset terms in sentences. Synsets in
the WordNet are connected with relations to reflect semantics of the words like
synonymy, antonymy, hypernymy and hyponymy. EWN has more than 117,000
synsets distributed among nouns, verbs, adjectives, and adverbs part of speech
tags. EWN is a popular recourse for NLP tasks and has been widely used by
researchers. In this work, we utilize EWN 3.0 which has 117,659 synsets entries
and approximately 155,000 words. It is worth mentioning that a word can appear
among multiple synsets if it has several meanings which will be indicated by a ‘#’
symbol followed by a number denoting the corresponding meaning. Thus, EWN
is a rich lexical resource and we will utilize the semantics of words drawn from
this resource in our proposed approach. For instance, to compare two synsets
within EWN several features can be utilized like the number of edges connecting
the synsets, the hypernym/hypnonym information, and the depth of the synsets
within the taxonomy. Section 5 covers more details on how these semantic re-
lations were utilized withing our boosting approach. Table 2.1 shows examples
from EWN with the aforementioned features associated with every synset.
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Figure 2.1: Synset Examples from EWN

2.2 Arabic WordNet (AWN)

The Arabic WordNet [20] is a resource containing Arabic synsets which are seman-
tically connected. Similar to EWN, words within a synset are synonyms sharing
the same meaning. AWN also contains Names Entities and Arabic expressions
(words and multi-words). In AWN, an entry consists of an Arabic lemma synset
associated with a unique synset ID as well as semantic links to other synsets like
related-to, hypernyms, and hyponyms. Because of the tremendous need for Ara-
bic resources, AWN has gained a lot of popularity and became a common lexical
resource for Arabic NLP tasks. The available AWN however suffers from limited
coverage compared to other languages. For instance, AWN 2.0 contains 9,698
synsets compared to 117,659 synsets in EWN. AWN’s terms are linked to EWN
by indexes that were manually validated by lexicographers. Table 6.2 highlights
examples of AWN entries for different POS tags.

Figure 2.2: Synset Examples from AWN
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2.3 Standard Arabic Morphological Analyzer

Standard Arabic Morphological Analyzer (SAMA) [30] is a popular Arabic mor-
phological analyzer. It encompasses a large set of Arabic lemmas that are assigned
a POS and an English gloss which consists of terms indicating the meaning of
the lemma. SAMA provides for an input word, all potential lemma analyses out
of context. SAMA’s POS tags include mainly nouns, verbs, and adjectives along
with others making a total of 32 tags. Table 2.3 shows examples of SAMA entries.

Figure 2.3: Lemma Examples from SAMA

The Arabic language is morphologically rich and encompasses complex in-
flectional morphology which makes it challenging for several NLP tasks [32].
Moreover, Arabic words are written with diacritics which represent short vow-
els, nunation, and consonantal doubling. The diacritics however are not always
present which leads to increased ambiguity. In addition, some Arabic letters are
frequently misspelled and several variants are used to represent the same letter
which adds sparsity and ambiguity to the language.

The challenges arising from Arabic’s sophisticated morphology and ambiguity
are usually tackled by utilizing tokenization, analysis, and disambiguation tools
[33, 34]. In this thesis, we utilize the morphological analyzer SAMA [30] to
identify all possible lemma readings, or analyses, for a word out of context, and
thus mitigating the problem of morphological analysis.
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Chapter 3

Literature Review

The objective of this literature survey is to provide a general overview about
existing research related to the thesis work.

3.1 Methods for Expanding WordNets

Over the years, researchers attempted to built WordNets and expand existing
ones. The authors in [35] presented an unsupervised method that utilizes word
embeddings and word-sense induction to build new WordNets. The method is
based on word embeddings to match words to synsets in any language having
a large unannotated corpus like Wikipedia in the target language and machine
translation to English. The synset information is represented using embeddings
following a work on sentence embeddings [36]. The problem of cosine-similarity
is erroneous, an issue which is tackled using sense clustering scheme based on
Word sense Induction. The authors also create two new 600-word WordNets
in French and Russian languages. In addition, the work by [37] developed a
semi-automatic approach to link Hindi WordNet and the English WordNet using
word embeddings. The average embedding of synset terms is computed for the
source and target language to have one embedding representation for each synset
per language. Afterwards, a translation vector is learned with the objective of
minimizing the distance between the embedding vectors if the source and target
languages. The vector can then be used to translate new synsets from the original
language to the destination one and thus predict new links.

Similarly for the Arabic language, several researchers attempted to expand
AWN. The authors of [38] expanded AWN using two semi-automatic techniques.
The approaches utilize lexical rules that can derive related words sharing a com-
mon root. The work suggests deriving new Arabic words from existing synsets
in AWN and then produce corresponding English synsets. The lexical rules used
to generate the new words create regular verbal, nominal, and adjectival forms.
In the first approach, the English WordNet synsets translations are obtained
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and then validated by lexicographers manually. The second approach suggests
expanding existing synsets by deriving new Arabic forms and then obtaining
English synsets for the new forms. The approach benefits from the fact that
Arabic language allows for easy derivation of semantically related words from a
verb root using some lexical rules. The obtained suggestions are also validated
by lexicographers. Furthermore, the work in [39, 40] suggests semi-automatic
techniques to expand the Arabic named entities in AWN using rich resources
like Wikipedia. The goal is to extract Arabic names entities from Wikipedia
and connect then as instances to existing synsets in AWN. Only names enti-
ties with English correspondents in EWN are considered. The approach utilizes
Arabic resources about toponym’s, countries’ names, and Arabic-English lexicon
for named entities. Moreover, they use Wikipedia’s English and Arabic articles
to create links between English and Arabic named entities. The names entities
suggestions are automatically generated but are also validated manually and the
words are only named entities. Moreover, the work presented in [41] combines
WordNets of different languages with open licenses, data from Wiktionary and
the Unicode Common Locale Data Repository to create a multilingual wordnet.
The authors first built a database from existing open wordnets in more than 26
languages including Arabic. A parser was developed to parse Wiktionary data to
extract headwords, parts of speech, definitions, synonyms and translations from
the XML Wiktionary database dumps provided by the Wikimedia Foundation.
In addition, synonyms and translations were both grouped into sense groups that
correspond to definitions in the main section. These sense groups are marked by
a short text gloss, which is usually an abbreviated version of one of the full defi-
nitions. The parser also generates feedback about poorly formatted data in the
Wiktionary. Senses of Princeton Wordnet and Wiktionary were linked based on
common translations in combination with monolingual similarity features. They
use a variety of similarity sores: two of them are based on similarity in the num-
ber of lemmas calculated using the Jaccard index where the score is the ratio
of the number of intersecting lemmas between Wiktionary and English WordNet
over the number of the union of lemmas. They also set thresholds for filtering the
results based on empirical data. They tried to improve the similarity scores by in-
corporating short glosses and full glosses and checking the overlap between them.
Furthermore, the work in [42] follows a semi-automatic approach to expand the
coverage of AWN. Named entities were extracted from YAGO and linked to their
AWN synsets. The authors also linked several new nouns and verbs to extend the
lexicon. The expanded AWN introduced significant improvement in the accuracy
of a Q/A task.
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3.2 Methods for Developing Arabic Sentiment

Lexicons

Lexicons developed for the Arabic language are limited in size and coverage com-
pared to the English language [43]. Researchers attempted to develop lexicons
manually by extracting a set of words from a sentiment corpus followed by manual
annotation by lexicographers [44, 45, 46]. These approaches are typically high in
accuracy but suffer from limited size which is constrained by the the human effort
invested in addition to being costly and time-consuming. For this reason several
researchers tackled the issue by translating large-scale lexica from English to the
Arabic language which was hindered by Arabic’s complex morphology [47, 48]. In
fact, the recent work by [49] developed multiple approaches to construct lexicons
in the Arabic language and studied the impact of expanding lexicon resources on
the performance of sentiment analysis. The first approach is in fact manual where
linguists extract sentimental words from a specified dataset and end up with a
small scale lexicon. Another approach is semi-automatic which consists of using
Google Translate to translating a lexicon from English to Arabic proceeded by
manual validation. In addition, the authors expand a publicly available resource
resource pertaining to four different domains [50] and enrich it by generating lem-
mas from the lexical words using Alkhalil analyzer [51]. The lemmas generated
hold multiple meanings since the words are out of context after which a man-
ual validation is performed to filter out lemmas with opposite sentiment to the
original word and neutral ones. The results showed that domain-specific lexicons
improve classification accuracy when the text pertains to the same domain.

Other researchers utilized word embeddings to expand Arabic sentiment lexi-
cons automatically. For instance, the work in [52] firstly generate a population of
potential terms to be introduced to the lexicon then retrieve the top similar words
using AraVec [53]. The polarity of the newly added term is calculated based on
the ratio of the positive to negative sentiment of its most similar words retrieved
from word embeddings and which exist in the seed lexicon. The process is recur-
sively repeated taking the new words as the seed for additional terms. Badaro
et al. [23] combined two techniques to produce the first public large-scale Arabic
sentiment lexicon (ArSeL). In the first method, AWN lemmas were standardized
to LDC format and mapped to English SentiWordNet (ESWN). In the second
approach, the authors match gloss terms of SAMA lemmas and EWN synsets
which are linked to ESWN. The resultant lexicon had the Arabic synset terms
with their corresponding sentiment scores, in addition to the linked EWN synset
which yielded this score. The authors then extended ArSeL to develop ArSenL
2.0 by utilizing Machine Translation (MT) tables [54] followed by surface simi-
larity evaluation. The resultant resource is a large-scale lexicon for the Arabic
language with enhanced linking accuracy compared to its predecessor ArSeL.

In summary, the previously established approaches for the Arabic language
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Table 3.1: Related Work on Arabic Sentiment Lexicons

Previous
Work

Techniques Automatic
Large
Scale

Scalable
Utilizes
Semantics

BiSAL [44] Manual annotation X X X X

[49]
Translation from
English

X

MoArLex [52] Word embeddings X
ArSenL [23] Surface matching X

ArSenL 2.0 [24]
MT Tables and direct
matching

X

Our Approach
Deep learning models
and semantic features
from EWN

rely on direct matching and surface-level similarity scores. These techniques
mostly require manual validation by lexicographers. Therefore, we propose a
fully automated approach to expand AWN using word semantics drawn from
EWN and pre-trained language models. Table 3.1 summarizes the main work in
the literature for developing Arabic Sentiment lexicons. The papers are evaluated
by taking into account being manually or automatically constructed, large-scale
consisting of more than 30,000 entries, scalability, ans whether word semantics
were utilized. The table clearly shows that none of the existing work to auto-
matically develop large-scale Arabic lexicons utilizes word semantics which limits
the performance and accuracy, unlike our proposed approach which incorporate
word semantics within the process.
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Chapter 4

Challenges of Link Prediction
Process

In this work, we formulate the problem of expanding resources for a low-resource
language as a link prediction problem between the gloss terms of the large-scale
lexicon in the low-resource language and EWN’s synset terms. Linking the two
sets of words is in fact challenging as there are many constraints associated with
it. In this section, we highlight the challenges pertaining to the link prediction
problem and provide examples of faulty predictions from previous state of the
art. This data exploration step is essential to better understand the problem and
the gaps of prior work.

In what follows, we present an error analysis of the results from prior state of
the art [24]. Random samples from the results of [24] were selected, and the links
present in the gold data that were not predicted as absent were analyzed. The
reasons for incorrect predictions is divided into two main cases each representing a
different reason. The first cause for not capturing gold links was the different word
choice between SAMA gloss terms and EWN synset terms. Since the work of [24]
uses surface level similarity between words, it cannot match synonyms having
different word choice. Figure 4.1 illustrates an example of the aforementioned
problem where the SAMA lemma and EWN synset depict the same meaning yet
this link wasn’t captured.

Another reason for faulty predictions is the difference in word inflections be-
tween SAMA gloss terms and EWN synset terms. Given that the work in [24]

Figure 4.1: Example of gold link not captured due to different word choice
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Figure 4.2: Example of gold link not captured due to different inflections

evaluates the exact match between words, it cannot capture incompatible inflec-
tions having similar meanings. Figure 4.2 highlights an example of a SAMA-EWN
link that was predicted as absent because the SAMA gloss terms and EWN synset
terms do not have the same inflection.

On the other hand, our proposed approach successfully tackles the two men-
tioned challenges since it uses word semantics rather than surface level similarity.
For instance, the examples shown in figure 4.1 and figure 4.2 were accurately
captured by our boosting approach. Details of the methodology and results are
explained in the following sections.
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Chapter 5

Proposed Boosting Method for
Link Prediction

In this chapter, we present our proposed methodology, which consists of a boost-
ing approach encompassing several intermediate steps. The overall system utilizes
deep learning as well as feature-based models to accurately link large-scale lex-
icons in constrained-resource languages to EWN thus creating large-scale rich
semantics.

5.1 Problem Formulation

The main objective of this thesis is to develop an approach to automatically ex-
pand language resources for resource-constrained languages avoiding time-consuming
manual approaches. The method is tested and evaluated on the Arabic language,
and specifically on the Arabic WordNet, given its popularity and usefulness in
NLP tasks [20]. In fact, the English WordNet is more than 12 times larger than
the Arabic WordNet in terms of synsets coverage, which highlights the need for
enriching AWN with more words and relations. To expand AWN, we enrich it
with new words and predict how these words should fit in AWN’s hierarchical
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Figure 5.1: Example of EWN-AWN links

structure. For instance in Arabic, if we want to add the noun I. K
Q
�

��
¯ qariyb

meaning relative to AWN, we need to predict that it is the hypernym of
	


�
Ê

�
�

salaf meaning ancestor and hyponym of �
�	
m�

�
�
� $axoS meaning person in addition

to other relations. Figure 5.1 shows an example of links between EWN and
AWN entries. We formulate the problem as a link prediction problem between
synsets in EWN and lemmas in resource-constrained language extracted from a
large lexicon without prior connection to EWN. To illustrate the method, we
discuss in what follows how we achieve automated expansion for Arabic through
link prediction. Since AWN is limited in size, we require an external resource
with comprehensive coverage of Arabic words to be amended to AWN. In this
work, we utilize the rich Arabic resource SAMA [30] to extract new Arabic words
and automatically predict how these new terms will fit in AWN’s hierarchical
structure. SAMA encompasses 40,691 lemma/POS tag, which we refer to as
Arabic lemmas. As mentioned in section 2, each lemma is associated with a set
of English gloss terms which indicate the meaning of the respective lemma.

On the other hand, every synset in AWN is connected to its English counter-
part in EWN through the EWN sense map files. This implies that we can infer
the semantic relations of a new synset in AWN from its EWN equivalent synset.
The proposed method is used to expand AWN by adding SAMA lemmas that
do not already exist in AWN, for every new SAMA lemma we predict its links
to EWN, thus inferring the semantic relations and the new synsets’ hierarchical
structure in the WordNet.

5.2 Boosting Approach

To link SAMA to EWN, we utilize the English gloss terms associated with every
Arabic lemma in SAMA. From EWN, we make use of the semantic relations
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between synsets. We created a boosting two step approach where we first target
recall by fine-tuning a language model for the resource-constrained language then
precision by utilizing features from WordNet semantic relations. In the final
back-off step, we utilize MUSE to link synsets with missing EWN semantics. We
train and test the approach for each POS separately. Figure 5.2 highlights the
high-level overview of the three-step boosting pipeline developed when applied
to a resource-poor language. With application on the Arabic language, SAMA is
utilized as the large-scale lexicon in the resource constrained langauge (LSLex-
RCL), and the resource-constrained language (RCL) lemma is the Arabic lemma.

Figure 5.2: Overview of the Boosting Approach Applied to a Resource-
constrained Language

5.3 High-recall Link Prediction using Transfer

Learning from Language-specific model (e.g.

BERT) and fine-tuning with small scale lex-

icon

In this step we utilize the pre-trained language model BERT [55] for the link
prediction problem. Since the data at hand is highly imbalanced composed of
no-links mostly, we first detect a significant number of no links accurately to
reduce the noise coming from the numerous no-links while keeping the actual
links. This step aims to achieve a good recall score with a main focus on de-
tecting True Negatives and True Positives. However, this step induces a high
number of False Positives which affects precision, which will be handled in the
next step of the boosting approach. BERT [55] has been previously fine-tuned in
the context of multiple language tasks among which is sentence pair classification
task to detect if two input sentences are semantically equivalent. For instance,
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BERT proved its efficiency for the binary classification of QQP (Quora Ques-
tion Pairs) by predicting whether two Quora questions are similar in terms of
semantics [56]. In addition, BERT was effectively utilized for MRPC (Microsoft
Research Paraphrase Corpus) to classify sentence pairs from online news web-
sites as semantically similar or not [57]. Inspired from the two aforementioned
tasks during which BERT effectively classified sentences based on semantics, we
employ BERT fine-tuning for our link prediction classification task. Figure 5.3
highlights the fine-tuning process for the classification task studied. Similar to

Figure 5.3: Fine-tuning the pretrained BERT model

the classification for QQP and MRPC datasets, we aim to detect the similarity
between SAMA gloss terms (sentence 1) and EWN synset terms (sentence 2),
ultimately using semantic similarity rather than shallow one. In this step, we
fine-tune BERT to predict similarity represented by link or no-link between the
two sets of words. We now demonstrate how we achieved this task with having
recall as the major objective.

5.3.1 BERT Dataset

As previously mentioned, the gold data was split into train, development and
test data which is the same division as the work [24]. The dataset consists of

17



comparing every SAMA lemma to the whole WordNet and predicting a binary
class of link or no-link. For this step, we utilize SAMA gloss terms and EWN
synset. The test data cannot be changed for a fair comparison with [24]. As
for fine-tuning BERT, we use the train and development data for BERT fine-
tuning and validation respectively. In fact, evaluating every SAMA lemma with
all EWN synsets, yields a dataset having very few number of links compared to
the number of no-links. This dataset poses a problem for BERT fine-tuning as
the classification will not have enough data points from the link class to learn
from compared to the no-links. We experimented with BERT fine-tuning this
extremely imbalanced data, and BERT predicted no-links for all samples which
is explainable for probably in a batch it had no samples or very few ones from
the link class. Hence, we need to restructure the distribution of the train and
development data in order for the BERT classifier to learn meaningful insights
from the dataset. We constructed the BERT data to have 5% links and 95%
no-links while keeping the test data intact for evaluation. In this way, we ensure
that a batch will have around 5% samples from the link class to learn from. The
dataset is constructed for each POS separately and we developed a structured
methodology to form the train and validation data used for BERT fine-tuning.
For a given POS, we take all links available links representing 5% of our target
dataset. Since we would like the language model to learn that a given lemma will
have links as well as significantly more no-links within the dataset, we reflect this
within the resultant data. Thus, for every lemma we randomly select n no-links
where n represents the 95% portion of the data.

5.3.2 BERT Fine-tuning

We utilize BERT’s pre-trained language model [55] for the binary classification
task. We fine-tuned the model using the dataset described above with 30 epochs
and a learning rate of 3e-5. The input consists of the [CLS] token followed
by SAMA gloss terms, then the [SEP] token, and finally EWN synset terms.
Both SAMA glosses and EWN terms are seperated by spaces and we defined the
maximum length of tokens to be 20. In addition, we added a softmax layer at
the output of the model and selected the class with higher probability for each
data sample. Furthermore, we selected the epoch based on the best recall score
on the validation data since it is the target of this step.

5.4 High-Precision Link Prediction Method us-

ing EWN Semantics

Following the recall from the first step in the Boosting approach, we aim to im-
prove precision in this sub-approach. We achieve enhanced precision score by
retrieving all the data points that were predicted as links in the first step and
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filtering out the False Positives to keep the True Positives only. Since improving
precision will probably decrease recall, we aim to enhance precision while keeping
the recall’s value reasonable and thus yielding an improved F1 score as well. As
highlighted in section 2, WordNet is a rich lexical resource [21]. Every synset
consists of a group of words depicting the same meanings in addition to informa-
tion about hypernymns, hypononyms, and antonyms. Thus for every word with
a specific meaning, one can understand its syntactic graph and how it relates to
other synset in the WordNet. Since our task involves linking words based on their
semantic meaning, we utilize the richness of the WordNet semantics to correlate
SAMA and EWN entries.

5.4.1 Enriching Lemmas with WordNet Semantics

We developed an algorithm to link SAMA lemmas with EWN synsets. In fact,
WordNet relations can be applied to synsets and not individual words. For that
reason we start by mapping every SAMA entry with its corresponding synset(s).
As we previously mentioned, a SAMA lemma comes with a group of English
gloss terms. For every gloss term, we lookup the WordNet and retrieve the
synsets where this term appears. Each synset corresponds to a specific meaning
of this term. Since we don’t have the context where the word appears, as we
are dealing with individual words, we fetch all these synsets and associate them
with the given term. The same process applies to all the gloss terms for a given
SAMA lemma. Therefore, we can associate the given lemma with a group of
EWN synsets corresponding to all the possible meanings of its gloss terms.

The problem is reformulated as linking a group of synsets corresponding to a
SAMA entry with a synset from EWN. Since the problem is now in the WordNet
space, we can utilize the rich semantic resources available within EWN. In fact,
linking two synsets should take into account the semantic similarity between them
including the depth of senses in the taxonomy, the number of edges separating
the synsets, and the hypernym information within the is-a relationships between
synsets. Thus, we utilize three different synset to synset similarity measures
to reflect the aforementioned features, namely: Shortest Path, Wu-Palmer, and
Leacock-Chodorow similarity. In this step, we associate with every SAMA-EWN
pair a set of features built on top of the WordNet similarities. For every pair,
we compute the Wu-Palmer [58], Shortest Path [59], and Leacock-Chodorow [60]
similarities between the EWN synset and each of the synsets extracted from the
SAMA gloss terms.

The Wu-Palmer measure computes similarity between synsets by computing
the depth of the respective synsets within the WordNet taxonomies in addition to
the depth corresponding to the Least Common Subsummer (LCS). The Shortest
Path approach calculates the number of edges connecting two synsets within
WordNet’s is-a taxonomy pertaining to the shortest path. The similarity is thus
inversely proportional to the number of edges constituting the shortest path.
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Moreover, Leacock-Chodorow measure considers the shortest path between two
synsets in addition to the maximum length of the taxonomy where the synsets
are connected.

Utilizing the aforementioned similarities yields numerous features which vary
in number depending on the number of SAMA gloss terms and synsets. In order to
standardize these features among all data points and to organize them in a more
meaningful representation, we aggregate all similarities per similarity measure
into minimum, maximum, median, and average similarity. Figure 5.4 highlights
the workflow for utilzing EWN semantics to achieve high precision link prediction
and figure 5.5 shows an example of the approach on a SAMA-EWN pair.

Figure 5.4: Workflow of Utilizing EWN Semantics for High-Precision Link Pre-
diction

Figure 5.5: Example of WordNet Relations Approach on a SAMA-EWN pair
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5.4.2 Feature Engineering from WordNet Semantics

In this section, we analyze the extracted features which consist of statistics about
the WordNet similarity scores. Here we consider the case of taking one of the
statistics at a time and tuning a threshold considering this feature alone to pre-
dict a link or no-link. Taking the maximum similarity alone indicates that if
we identify at least one synset similar to EWN, we will consider it a link. In
fact, this intuition is valid because SAMA is more generic than EWN, and if one
of its meanings include EWN, we should consider it as a link. However, taking
maximum similarity alone will introduce False Positives since it is an overly op-
timistic criteria. In addition, taking the minimum similarity signifies that even
the most unrelated synset from SAMA glosses should have a minimum similarity
to be considered a link. The latter is also a strict criterion if taken alone and
will induce False Negatives for samples that have one of the synsets not similar
to EWN but others which are. Taking average and median balances between the
minimum and maximum but can be biased by outlier values or incorrect glosses.
To benefit from the strengths of all these statistics and balance their effect, we
take them all as numerical input features for a classifier that will predict a link
or no-link. In fact, we experimented using each of the similarity measures alone
verses using them all as inputs to a classifier, and the performance was boosted
when having them all.

5.4.3 Link Prediction Algorithm

As highlighted in section 6.2 the dataset is large-scale with millions of records for
each POS tag where the links form a very small percentage from the overall data.
In fact, synsets associated with different SAMA lemmas could be repeated among
lemmas. To avoid the extra computations and the repetitive ones, we generate
a similarity matrix of all EWN synsets versus each other for every similarity
measure. This matrix can promptly and efficiently retrieve similarities between
SAMA synsets and all EWN. In addition, the matrix is in fact symmetric, so we
compute only the upper half of it and then mirror it to compute the lower half.
In addition, we utilize multi-processing Python libraries to run computations in
parallel. The described methodology reduces the code’s run-time from weeks to
hours. We generate a similarity matrix for every similarity measure per POS
only once, then we extract the WordNet similarity features from these matrices.
Figure 5.6 shows an example of the mentioned similarity matrices. Now that
the similarity matrices are available, every EWN-SAMA pair is associated with
four features for minimum, maximum, average, and median for each of the three
similarity measures yielding 12 numerical features. Examining the data, we notice
a clear correlation between the similarity features and the output. Given that
our objective is to train a classifier which can learn the thresholds ranges of
the similarity scores for accurate classification prediction, we utilize the Decision
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Figure 5.6: EWNxEWN matrices generated for all similarity measures

Tree Classifier [61] to predict links from the WordNet similarity scores. Since the
objective of this step is to filter the True Positives from the links predicted by Step
1 using BERT fine-tuning, we execute the approach pertaining to this step only
on the pairs predicted as links. The results clearly showed an improved precision
and F1 score performance over Step 1 alone which will be further discussed in
Section 6.

5.5 Backoff Prediction for Missing EWN Se-

mantics Using MUSE

As demonstrated in section 5.4, in this work we utilize WordNet semantics to
improve precision as part of the second step of the boosting approach. With
regards to adjectives, more than half of the data points cannot have any of the
three WordNet similarities retrieved. This is because unlike nouns and verbs,
adjectives in the WordNet are not organized in a hierarchical structure [21]. For
this reason, we utilize yet another model, Multilingual Universal Sentence En-
coder(MUSE) [31] to enhance precision for adjectives. MUSE is a multilingual
model and can be used to detect similarity between two texts from sixteen differ-
ent languages. We benefit form the multi-lingual aspect of MUSE to input both
Arabic and English terms.

We start by pre-processing the Arabic SAMA lemma using Arabert’s pre-
processor [62] followed by inputting the lemma to MUSE to compute its embed-
ding. Afterwards, we input each of the EWN English synset terms to MUSE to
get their embeddings as well. We then compute the cosine similarity between
the embedding of the Arabic lemma and the embedding of each of the English
sysnet terms. We can compare the embeddings between the Arabic word and
the English EWN terms because MUSE maps all languages into the embeddings
same space. Next, we compute the maximum similarity between the embeddings
and assign this score to each data point within the dataset.
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Next, we tune a threshold to decide on the cutoff bound for considering a
similarity value as a link or a no-link. Similar to the WordNet approach dis-
cussed in in section 5.4, we apply this methodology on the samples predicted as
links by BERT for improved precision. The reason behind tuning a threshold for
the maximum similarity is that examining MUSE results we noticed that when-
ever the maximum similarity is lower than around 75%, MUSE predictions are
not reliable which implies that the model was not trained on the specific word.
However, whenever the maximum similarity is high, the predictions are reliable,
and MUSE performs well which signify that the model has covered this data
during pre-training. Finally, for lemmas that do not link to any synset, we com-
pute Jaccard similarity between the corresponding lemmas and all EWN entries.
The synset achieving maximum Jaccard similarity with the respective lemma is
regarded as a link. If two synsets have the same maximum similarity with the
SAMA lemma, they are both counted as links. Figure 5.7 highlights the workflow
of the backoff prediction approach.

Figure 5.7: Workflow of Backoff Prediction for Missing EWN Semantics Using
MUSE
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Chapter 6

Evaluation of the Proposed
Approach with application to
Arabic

6.1 Overview of the Evaluation Process

In this chapter we evaluate our proposed boosting approach against the state-of-
the-art results provided by [24]. We first evaluate our proposed approach on the
development dataset to design the boosted pipeline and tune its parameters, and
then run the final model on the test data for final validation. We utilize the met-
rics F1, precision, and recall to report performance as mentioned in 5. It is worth
noting that we use these metrics because the dataset is highly imbalanced and
accuracy falls short on reflecting the performance of the approach. The intuition
behind improving recall is that we aim to retrieve all links available in the gold
dataset. However, we also want to trust the correctness if the predicted links
and avoid retrieving incorrect links which is handled by enhancing Precision. It
is clear that recall and precision can be inversely proportional because retrieving
more links to increase recall will introduce False Positives and deteriorate preci-
sion. Similarly, retrieving less links decreases the chance of False Positives which
improves precision but decreases recall because less positive predictions will be
made overall. This inverse relationship between recall and precision in fact adds
complexity to the problem and clearly shows that if one method will be good on
recall, it will not perform as well on precision and vice versa. This necessities the
presence of a boosting approach which ensembles individual steps targeting one
of the metrics each.
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6.2 Dataset Description

The dataset evaluated in this work consists of SAMA lemmas and EWN synsets
that are reliably linked. The data is drawn from the work of [24], where the
authors constructed the dataset by taking all lemmas in common between SAMA
and AWN which in turn link to EWN. The resultant dataset is referred to as
the gold data. The dataset is distributed among three part-of-speech (POS) tags
namely: nouns, verbs, and adjectives. The below tables show statistics pertaining
to the train, test, and development datasets for the aforementioned POS tags.

Table 6.1: Number of links and lemmas for nouns

Dataset Number of links
Number of SAMA
lemmas

Approximate number
of links per lemma

Train 7333 3562 2.06
Dev 938 445 2.11
Test 915 445 2.06
Total 9186 4452 2.06

Table 6.2: Number of links and lemmas for verbs

Dataset Number of links
Number of SAMA
lemmas

Approximate number
of links per lemma

Train 4240 1724 2.46
Dev 531 215 2.47
Test 525 214 2.45
Total 5296 2153 2.46

Table 6.3: Number of links and lemmas for adjectives

Dataset Number of links
Number of SAMA
lemmas

Approximate number
of links per lemma

Train 585 462 1.27
Dev 73 57 1.28
Test 67 57 1.18
Total 725 576 1.26

Figure 6.1 shows examples of entries from the gold set consisting of SAMA
lemmas with their associated English gloss terms and the EWN synsets that they
link to. Since the link prediction problem at hand is many-to-many, meaning
that one SAMA lemma can link to multiple EWN synsets and vice versa, every
SAMA lemma is evaluated against all EWN sysnets to detect all potential links.
Comparing a lemma with all EWN yields around 2-3 links and thousands of
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no-links. This makes the data hugely imbalanced and adds complexity to the
problem. It is worth mentioning that SAMA lemmas are more generic than
WordNet synsets, as each EWN synset represents a very specific meaning. The
above tables highlight this aspect by comparing the average number of links of a
SAMA entry to EWN. Every lemma links to almost 2 synsets on average which
clearly demonstrates the generic nature of SAMA and adds another complexity
dimension to the problem at hand.

Figure 6.1: Example of SAMA-EWN pairs from the gold data

6.3 Comparison to Prior State of the Art

We argue that each step in the boosting approach aims at improving either pre-
cision or recall for an enhanced F1 score compared to [24] when all methods
are ensembled. We report the results using the aforementioned metrics at every
step and analyze the confusion matrix for evaluation. Results clearly show that
ablating one of the mentioned steps deteriorates results, which proves that the
boosting approach proposed outperforms individual methods alone. The results
are reported on both development and test datasets because results on the devel-
opment where utilized to design the boosting approach and the resultant ensemble
model was applied on the hidden test data for final evaluation. In addition, we
manually examined the results for insights and analysis.

Table 6.4 shows the results of our proposed boosting approach in comparison
to ArSenL 2.0 [24] on the same test data for a fair comparison. Compared to
state-of-the-art ArSenL 2.0, the test results show performance improvements in
the accuracy of links with 4.1% F1 for nouns, 14.5% for verbs, and 19.1% for
adjectives. We notice that our approach enhances the precision and F1 scores for
all POS tags and for the average scores. We notice however a slight deterioration
in recall for nouns and verbs. The improvement in precision for these POS tags
however is more significant thus causing an improved F1 score for our proposed
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Table 6.4: Performance Comparison to ArSenL 2.0, Pre = Precision, Rec = Recall

Nouns Verb Adjective Average
Technique Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Rec F1
Our Approach 21.81 42.1 28.7 13.8 36.2 19.9 38.1 35.8 36.9 17.8 40.0 24.6
ArSenL 2.0 20.5 42.3 27.6 12.0 31.4 17.4 23.3 46.3 31 17.2 38.7 23.8

Figure 6.2: Performance of proposed approach v/s ArSenL 2.0 on test data

approach. For instance, recall for adjectives dropped by 22.6% while precision in-
creased by 63.5%. Similarly the recall for nouns dropped by 0.5% while precision
increased by 6.4%. As for verbs, both precision and recall improved by 14.5%
and 14.6% respectively. Therefore, our proposed approach enhances the overall
F1 score performance of the system for all POS tags.

In addition to reporting results of the overall boosting approach, we also
evaluate the results of the individual sub-approaches within the boosting pipeline.
In the following tables, we report the precision, recall and F1 scores for the
individual steps as well as for the overall boosting approach. Results clearly show
that the ensemble of the BERT fine-tuning and the WordNet relations approach
combined outperform the individual methods alone for the nouns and verbs.
The same applies to adjectives when BERT fine-tuning and MUSE embeddings
approaches are combined. Moreover, the results demonstrate the effectiveness of
step 1 and step 2 in improving recall and precision respectively thus enhancing
the overall F1 score. Results are reported on the development data which was
utilized to draw conclusions on the structure of the boosting approach, as well as
on the unseen test data that was evaluated at the end.

6.4 Analysis of False Negatives

In this sub-section, we analyze the links that were falsely predicted as absent for
nouns, verbs, and adjectives. We will now dive deeper into the reasons behind
the False Negatives and False Positives. The main reason for predicting links
that exist in gold as missing which are denoted by False Negatives is the limited
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Table 6.5: Results of the boosting approach on the test data for nouns

Link Prediction
Approach

Nouns - TEST

Method Objective Precision Recall F1
Our Approach - Step 1 BERT Recall 0.02 75.52 0.05
Our Approach - Step 2 WordNet Precision 15.35 52.24 23.72
Our Approach - Boosting Both F1 21.81 42.08 28.73
ArSenL 2.0’s Approach 20.50 42.30 27.60

Table 6.6: Results of the boosting approach on the development data for nouns

Link Prediction
Approach

Nouns - DEV

Method Objective Precision Recall F1
Our Approach - Step 1 BERT Recall 0.03 74.52 0.065
Our Approach - Step 2 WordNet Precision 14.96 51.28 23.16
Our Approach - Boosting Both F1 19.95 45.74 27.79
ArSenL 2.0’s Approach

Table 6.7: Results of the boosting approach on the test data for verbs

Link Prediction
Approach

Verbs - TEST

Method Objective Precision Recall F1
Our Approach - Step 1 BERT Recall 0.04 89.71 0.09
Our Approach - Step 2 WordNet Precision 11.95 38.29 18.21
Our Approach - Boosting Both F1 13.75 36.19 19.93
ArSenL 2.0’s Approach 12.00 31.40 17.40

Table 6.8: Results of the boosting approach on the development data for verbs

Link Prediction
Approach

Verbs - DEV

Method Objective Precision Recall F1
Our Approach - Step 1 BERT Recall 0.04 88.51 0.08
Our Approach - Step 2 WordNet Precision 10.58 41.24 16.83
Our Approach - Boosting Both F1 12.20 37.48 18.41
ArSenL 2.0’s Approach

28



Table 6.9: Results of the boosting approach on the test data for adjectives

Link Prediction
Approach

Adjectives - TEST

Method Objective Precision Recall F1
Our Approach - Step 1 BERT Recall 0.03 86.57 0.05
Our Approach - Step 2 MUSE Precision 22.05 41.79 28.87
Our Approach - Boosting Both F1 38.10 35.82 36.92
ArSenL 2.0’s Approach 23.30 46.30 31.00

Table 6.10: Results of the boosting approach on the development data for adjec-
tives

Link Prediction
Approach

Adjectives - DEV

Method Objective Precision Recall F1
Our Approach - Step 1 BERT Recall 0.01 91.78 0.02
Our Approach - Step 2 MUSE Precision 22.35 32.11 26.36
Our Approach - Boosting Both F1 38.20 27.42 31.93
ArSenL 2.0’s Approach

coverage of SAMA gloss terms. In several cases, the Arabic SAMA lemmas denote
multiple meanings and thus link to multiple EWN synsets corresponding to these
meanings. However, the SAMA gloss terms for these cases cover one or few of
these meanings. Thus, when considering the gloss terms only from SAMA to
make the link prediction, the meanings that are not covered within these terms
hinder retrieving links corresponding to these missing terms.

For instance, the noun lemma ©K
X�
�

ñ
��
K tawodiyE with with the English gloss

terms ‘departure’, ‘farewell’ is linked in the gold set to the EWN synset 372448,
with synset terms ‘deposit’, ‘deposition’ and extended gloss ‘the act of putting
something somewhere’. This link was not retrieved by the boosting approach
because the gloss terms of the Arabic lemma tawodiyE do not include all the
possible meanings of the lemma. In other words, the link to the EWN synset
372448 corresponding to ‘deposit’ was not detected because the SAMA gloss
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terms do not cover the corresponding meaning. However, the lemma tawodiyE
was correctly linked to the EWN synset 53097 with synset terms ‘farewell’, ‘leave’,
‘leave-taking’, ‘parting’, and extended gloss consisting of ‘departing politely’;
‘he disliked long farewells’; ‘he took his leave’; ‘parting is such sweet sorrow’.
This link was captured by the proposed approach because the ‘leave’ meaning is
covered within the SAMA gloss terms although not all the terms match.

As a verb example, the SAMA lemma 	á

��
º

�
� sak∼an having the English gloss

terms ‘calm’,‘placate’ is linked in the gold dataset to the EWN lemma 415828
with synset term ‘resettle’ and an extended gloss of : ‘settle in a new place’; ‘The
immigrants had to resettle’. This link wasn’t detected by the proposed approach
because the SAMA gloss terms cover only one meaning out of the possible mean-
ings for the lemma sak∼an. SAMA gloss terms for this lemma should also include
the resettling meaning of the Arabic word. On the other hand, this methodology
was able to detect links from the gold set whose meaning is covered within the
SAMA gloss terms, even for the cases where EWN and SAMA have different
word choice for the same meaning. For example, the approach detected the link
between the Arabic lemma sak∼an and the EWN synset 1239350 having the
synset terms ‘relieve’, ‘palliate’, ‘assuage’, ‘alleviate’ and extended gloss ‘provide
physical relief, as from pain’; ‘This pill will relieve your headaches’. This example
clearly shows that the limited coverage of SAMA gloss terms hinders detecting
links from the gold set.

Similarly for adjectives, the lemma �ù




K�

�	Q
�

k. juzo}iy∼ with the English gloss
terms ‘in part’, ‘partial’, ‘partially’, ‘petty’ is linked in the gold set to the EWN
synset 2900700 having the synset term ‘molecular’ and the extended gloss ‘relat-
ing to or produced by or consisting of molecules’; ‘molecular structure’; ‘molecular
oxygen’; ‘molecular weight is the sum of all the atoms in a molecule’. Again, this
is because the English gloss terms of the lemma juzo}iy∼ do not have a compre-
hensive coverage of all the possible meanings of the lemma which hindered the
detection of this link.

6.5 Analysis of False Positives

In this section, we explain with examples the reasons for predicting links as
present while they are absent. Examining closely the results of the boosted
link prediction approach, we notice that most of the links that where falsely
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predicted as existing in fact make sense. These links however are not present in
the gold dataset because of limited coverage of links in the gold dataset. It is
worth mentioning that re-evaluating the gold dataset to add all missing links will
significantly improve the precision performance of the proposed approach because
most of the False Positives will count as True Positives instead.

For instance, the noun lemma �
HAJ.

�
�
K @
�
<ivobAt with English gloss terms ‘confir-

mation’, ‘proof’, ‘verification’ was predicted to link to the EWN synset 7179943
with synset terms ‘ratification’, ‘confirmation’ and extended gloss consisting of
‘making something valid by formally ratifying or confirming it’; ‘the ratification
of the treaty’ ; ‘confirmation of the appointment’. Although this link does not
exist among the gold data links, it actually makes sense in terms of meaning
and was considered as a False Positive. The <ivobAt Arabic lemma however is
predicted to link to the synset 5824739 having the synset terms ‘proof’, ‘cogent
evidence’ and the extended gloss ‘any factual evidence that helps to establish the
truth of something’; ‘if you have any proof for what you say, now is the time to
produce it’. This link is considered a True Positive because it also exists in gold
unlike the first case.

Similarly, the verb Arabic lemma É
�

�
�	
« gasal with English gloss terms ‘clean’,

‘wash’ is predicted by the proposed approach to link to the EWN synset 557686
with synset terms ‘wash out’, ‘wash off’, ‘wash away’, ‘wash’ and extended gloss
consisting of ‘remove by the application of water or other liquid and soap or some
other cleaning agent’; ‘he washed the dirt from his coat’; ‘The nurse washed away
the blood’; ‘Can you wash away the spots on the windows?’; ‘he managed to wash
out the stains’. This link does not exist in the gold set although it actually makes
sense in terms of meaning. This highlights the lack of complete coverage of links
within the gold dataset. Thus, although this sample is tagged as a False Positive,
it should be counted towards True Positives instead which significantly boosts
precision if all similar cases are also counted as True Positives instead. In fact
the lemma gasal is also predicted to link to the EWN synset 177714 with synset
terms ‘pick’, ‘clean’ and with the extended gloss ‘remove unwanted substances
from, such as feathers or pits’; ‘Clean the turkey’. Unlike the previous case,
the link actually exists in the gold and was thus counted towards True Positives
which should have been the case for the first case as well.

The adjective Arabic lemma �ø



��
X

�
ð wud∼iy∼ with English gloss terms ‘amica-

ble’, ‘cordial’, ‘friendly’ was predicted to link to the EWN synset 1077995 having
the synset term ‘friendly’ and the extended gloss ‘easy to understand or use’;
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‘user-friendly computers’; ‘a consumer-friendly policy’; ‘a reader-friendly novel’.
This link does not appear among the gold links but in fact it makes sense as both
the Arabic lemma and the EWN synset refer to the meaning ‘friendly’. This link
was regarded as a False Positive although in fact it is a missing True Positive
from the gold set.

6.6 Manual Evaluation of Predicted Links

The proposed boosting approach was utilized to predict links for the unseen
SAMA lemmas that are not present in the gold data. Hence, a large-scale lexicon
was generated with Arabic lemmas linked to EWN. Error analysis was conducted
to validate the accuracy of the predicted links by randomly selecting 400 pairs of
SAMA lemmas and EWN synsets consisting of 133 adjective, 133 verb, and 134
noun entries. Figure 6.3 highlights the accuracy of the predicted links depicted by
the proportion of the correctly predicted links relative to the total number of links
predicted per POS tag. The proposed boosting approach achieved an accuracy
corresponding to the accurately predicted links relative to all the links predicted
of 61.65%, 80.45%, and 81.34% for adjectives, verbs, and nouns respectively.

Figure 6.3: Performance of proposed approach using manual validation

Analyzing the False Positives, we notice that most of the links that were pre-
dicted as present while in fact they should be absent are actually homonyms. In
other words, SAMA gloss terms and EWN synset terms may be exactly the same,
but with different meanings. A potential solution is to incorporate information
from EWN extended gloss and the Arabic lemma to capture the exact semantics
of words having multiple meanings. It is worth mentioning that results for ad-
jectives were the least accurate among the three POS tags because in some cases
corresponding to the adjective links, antonyms were predicted as links which was
not the case for verbs and nouns. For adjectives, we utilized MUSE embeddings
which couldn’t always differentiate between synonyms and antonyms since they
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appear in the same context. However, for nouns and verbs, WordNet relations
mitigates the issue of matching antonyms by relying on word semantics. Hence,
the WordNet semantics approach is more reliable than the MUSE embeddings
one. A potential solution is amending the adjectives within the WordNet with hi-
erarchical relations similar to nouns and verbs followed by applying the WordNet
relations approach to adjectives similar to verbs and nouns.
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Chapter 7

Conclusion

The thesis provided a new transfer learning method to expand lexical resources
for resource-constrained languages by combining several machine learning tech-
nologies including: transfer learning, deep learning, and feature-based machine
learning. Each step in the process aimed at efficiently making use of the strength
of the respective method. The first step used deep learning and transfer learning
to build on the strength of universal language models. The second step em-
ployed the specific strength of the EWN resources by extracting rich semantic
features and applying a shallow classifier. The backoff method utilizing MUSE
aimed at closing the gap in missing EWN semantics. The work resulted in a new
state-of-the-art Arabic lexicon.

Since the data at hand is highly imbalanced, composed of no-links mostly, we
first detect True Negatives to reduce the noise coming from the numerous no-links
while keeping the actual links. In the second step, we developed an algorithm
to link terms in the large-scale lexicon in the resource constrained language with
EWN synset terms by employing WordNet relations which take into consideration
word semantics drawn from EWN’s rich taxonomy. The features extracted from
the WordNet relations are then fed to a tree-based classifier to make the final link
prediction. This step improves precision by filtering out False Positives which are
induced from the first step.

Compared to previous state of the art the proposed approach resulted in
improved F1 score performance for noun, verb, and adjective POS tags by 4.1%,
14.5%, and 19.1% respectively. Unlike ArSenL 2.0, our approach detects links
between sets of words having the same meaning even if they have different word
choice. Analyzing the results of the presented methodology, we noticed that the
main reason for False Positives is missing links from the gold data while the main
reason for False Negatives is limited coverage of SAMA gloss terms.
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Chapter 8

Future Work

For the future work, we intend to enhance the coverage of links in the gold
data through manual validation. This will help in improving the accuracy of
the developed models as well as the resultant F1 score since several predictions
that are regraded as False Positives will count towards True Positives instead. In
addition, we aim to explore different language models within the first step of the
boosting approach for enhanced results. For instance we can experiment with
recent language models like GPT2 [63], XLNet [64], and RoBERTa [65].

In addition, we will apply and test the proposed method to other resource-
constrained languages like Hindi, Turkish, and Swahili which suffer from poor
resources for NLP tasks. Since there are WordNets available for most of the
languages and are connected to EWN, we can use WordNets as the seed resource
for the resource-constrained language. We still need to identify a large-scale
lexicon in the resource constrained language of interest, like SAMA for Arabic,
to provide the new terms that will be introduced. The remaining components o
the methodology can be applied seamlessly given the generalization nature of our
approach. After executing the proposed boosting pipeline on other languages, we
will analyze results and draw insights about the correlation between the quality
of lexical resources employed in the approach, like AWN and SAMA for Arabic,
on one hand and the resulting performance on the other hand.

Moreover, we intend to test the developed lexicon in the frame of various NLP
tasks like sentiment analysis and evaluate the impact of utilizing the lexicon on the
results. This is especially helpful when the train data is small-scale which makes
it difficult to utilize language models. Since the method is automated, it can be
promptly executed and tested on other languages. The developed lexicons will
serve as new state of the art resources for resource-constrained languages which
can be incorporated with a wide range of NLP tasks for the respective languages.
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Appendix A

Abbreviations

AI Artificial Intelligence
AWN Arabic WordNet
BERT Bidirectional Encoder Representations from Transformers
DL Deep Learning
ESWN English SentiWordNet
EWN English WordNet
LM Language Model
LCS Least Common Subsummer
LSLex-RCL Large-Scale Lexicon in Resource-Constrained Language
ML Machine Learning
MT Machine Translation
MUSE Multilingual Universal Sentence Encoder
NLP Natural Language Processing
POS Part-of-speech
Q/A Question Answering
RCL Resource-Constrained Language
SAMA LDC Standard Arabic Morphological Analyzer
SSLex-RCL Small-Scale Lexicon in Resource-Constrained Language
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