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Investments in oil and gas projects are driven by critical field development decisions 

including well placement, which often significantly affect the projects’ economics. Due 

to their typically high cost and inherently scarce data (especially in green fields, or 

fields in their early stage of development), managing uncertainty is critical when 

optimizing a field development plan. Consequently, robust field development plans 

require multiple geological realizations covering the range of uncertainty in reservoir 

properties and encompassing both multiple geological concepts and geostatistical 

properties distribution. On the other hand, the field development planning process 

involves the assessment of many development scenarios built through a combination of 

multiple decision parameters including, but not limited to, facility capacity, facility 

location, well count, well pattern, well location, well type, well trajectory, drilling 

schedule and operation constraints. These scenarios, when simulated over the full set of 

realizations, may lead to thousands of simulation runs, which are, often, practically 

infeasible to be conducted without an efficient automated optimization algorithm. 

 

This work proposes a novel approach for well placement optimization under geological 

uncertainty. It was built on four main pillars that represent the main contributions of this 

work. First, we introduced a static map-based method, the black hole operator (BHO), 

that optimizes production and injection wells’ placement based on a pre-defined well 

spacing (minimum distance between wells). The proposed method is systematically and 

thoroughly validated using a publicly available synthetic field (Olympus) that is 

inspired by a green oil field in the North Sea and developed for the purpose of a 

benchmark study for field development optimization. Results clearly illustrate the 

proposed method’s capability of efficiently and robustly identifying optimal well 

placement in comprehensive scenarios including vertical and horizontal wells in pattern 

and peripheral water injection schemes. 

 

In the second contribution, we introduced a new hybrid evolutionary optimization 

method; the black hole particle swarm optimization (BHPSO) for simultaneously 

optimizing well count, location, type, and trajectory. BHO was merged to the traditional 

particle swarm optimization (PSO) algorithm, where, for each particle in a BHPSO 

“iteration”, the location of the first producer is identified by PSO based on a net 

hydrocarbon thickness map. The remaining wells (producers and injectors), whose 
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number is also potentially decided by PSO as an optimization parameter, are then 

automatically and optimally placed using BHO. The computational complexity of the 

proposed method is, thus, independent of the number of optimized wells. This 

drastically reduces the number of optimization parameters and, hence, the 

computational requirement to converge to an optimal solution. Validation results on the 

Olympus field show a systematically superior performance of the proposed BHPSO 

algorithm compared to the standard PSO. 

 

In the third contribution, we proposed a new approach for managing uncertainty while 

employing the BHPSO algorithm. The statistical net hydrocarbon thickness (SNHCT) 

map was introduced to guide the BHPSO algorithm; and hence, pragmatically account 

for uncertainty in the process of well placement optimization. We optimize well 

placement on the realization corresponding to the minimum absolute difference between 

its NHCT map and the SNHCT map. The SNHCT combines the average and the P90 

NHCT maps; hence, assuring that the selected sweet spots for well placement are 

statistically the best, with regard to the multiple subsurface realizations. The method is 

applied on the Olympus benchmark case and results are compared to two scenario 

reduction methods: RMfinder and k-means-k-medoids Clustering. Results show 

superior performance over the two methods in terms of optimality of well placement 

and the required computational load. 

 

In the fourth contribution, we introduced, a novel machine learning based optimization 

algorithm for well trajectory design that achieved significant improvements in 

computational time compared to traditional optimization approaches. We used the 

Bézier curve to model the well trajectory then employed an optimization workflow to 

minimize the total well measured depth while honoring a dogleg severity constraint. We 

used the differential evolution (DE) optimizer to generate a large synthetic data that 

systematically, efficiently, and comprehensively cover the well trajectories. Three 

machine learning algorithms were then tested to train a model that predicts the well 

trajectory: artificial neural networks, support vector regression, and random forests. 

Using a machine learning model to design a well trajectory was three orders of 

magnitude faster than the differential evolution algorithm which, in turn, was the fastest 

among the different optimization algorithms that we have tested. 
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CHAPTER 1 

 

 

INTRODUCTION 
 

Geoscientists and engineers target hydrocarbon reservoirs lying thousands of 

meters beneath the earth / seabed surface relying on a relatively limited set of data. 

Subsurface data include seismic data, log data, core data, fluid data, well test data and 

production data. Reservoir models consolidate the up-to-date available knowledge (data 

and interpretation) about the reservoir and are, nowadays, the single most important tool 

used in field development planning and reservoir management. The “one dimensional” 

log data—the foundation of property distribution in a reservoir model—is limited to the 

point of entry and requires sophisticated geological correlations and geostatistical 

methods for predicting the spatial distribution of the geological properties through 

building the “static model” of the reservoir. From the static model, a dynamic model is 

typically generated by incorporating “dynamic” data (e.g., well test, production, PVT, 

SCAL, monitoring and surveillance), calibrating the model to this data, and potentially, 

upscaling the grid to be pragmatically usable in the decision-making process. The 

dynamic model constitutes the basis for selecting the “optimal” field development plan 

(FDP), which maximizes the value of the project according to pre-defined driving 

values among multiple potentially viable development scenarios. Given the associated 

subsurface uncertainty, multiple subsurface realizations (models) emerge, which take 

into account, to a certain extent, the available static and dynamic data. To account for 

subsurface uncertainty, a set of equiprobable (or with varying probabilities of 

occurrence) geological realizations of the reservoir model are generated 

deterministically, or by using geo-statistical tools to account for a wide range of 
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possible (static and dynamic) reservoir properties distributions. The selection of the 

“optimal” FDP cannot, therefore, rely on a single “base-case” reservoir simulation 

model. It is, therefore, crucial to account for subsurface uncertainty in the field 

development planning process. Otherwise, decisions are likely to be sub-optimal with 

the associated risks and missed opportunities. 

On the other hand, the field development planning process involves the 

assessment of many development scenarios built through a combination of decision 

parameters including, but not limited to facility capacity, facility location, well count, 

well pattern, well location, well type, well trajectory, drilling schedule and operation 

constraints. These scenarios, when simulated over the full set of realizations, may lead 

to thousands of simulation runs, which is, often, practically infeasible to conduct due to 

time and computational resources constraints. Hence, optimization is considered in the 

industry as an efficient solution for field development decision making. An optimization 

problem is typically characterized by an objective function that is minimized or 

maximized, a number of decision parameters, and a number of constraints. However, 

these optimization algorithms are computationally exhausting, especially with large 

reservoir models. To handle this prohibitively complex issue, several research efforts 

focused on boosting the overall field development optimization workflow. One major 

research theme focused on improving reservoir simulation speed (e.g., streamline-based 

simulation [1–3], upscaling techniques [4–6], parallel processing [7–9] and proxy 

modelling[10]). Other research efforts focused on developing and engaging faster 

optimization algorithms [11].Some other researchers worked on producing efficient 

uncertainty management workflows in which optimization algorithms are run on a 

representative subset of the geological realizations instead of the full set of realizations 
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[12–14]. Our ultimate objective was to develop a fast practical well placement optimizer 

that functions within an efficient uncertainty management workflow.  

Following this objective, at the first stage of this research, we introduced a 

map-based method that optimizes production and injection wells’ placement based on a 

pre-defined well spacing (minimum distance between wells). In other words, wells are 

automatically and optimally placed using primarily a net hydrocarbon thickness 

(𝑁𝐻𝐶𝑇) map. The NHCTmap is updated after every well placement by eliminating a 

disk (black hole) of a radius defined by the well spacing. Different radii are used to 

account for various producers and injectors. For horizontal wells, once the heel/toe of 

the well is placed the method identifies the azimuth corresponding to a maximum 

cumulative NHCT value, which is typically a highly productive zone. At the second 

stage, we developed a novel and drastically improved evolutionary algorithm, the black 

hole particle swarm optimization (BHPSO) that was successful in simultaneously 

optimizing the well count, location, and type. The proposed algorithm couples PSO with 

the black hole operator (BHO). BHO undertakes a major part of the optimization load 

by optimizing some of the decision variables, significantly reducing the computation 

load through making its computational complexity independent of the number of wells 

involved. The third stage of this research relates to allowing this optimizer to be used 

through an efficient uncertainty management workflow. To achieve this, we introduced 

the so-called Statistical Net Hydrocarbon thickness (SNHCT) map, which was deployed 

for selecting a representative geological realization and for guiding the black hole 

particle swarm optimization (BHPSO) in the optimization process. The rationale behind 

employing the SNHCT map is making it possible to achieve a robust well placement 

configuration while running over a single representative realization. This drastically 
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reduces the computational effort needed to obtain an optimal result and enables the 

method to be feasible in real field development planning projects. The fourth and final 

contribution focused on introducing an efficient well trajectory optimizer that can be 

utilized within an integrated field development optimization framework. We employed 

the Bézier curves for modeling the 3D well trajectory section then run it through an 

optimization workflow that minimizes the length of the curve while honouring the 

dogleg severity constraint. We took the study one step further and formulated the 

problem in a novel way to fit a machine learning (ML) optimization approach which 

contributed to drastically reducing the required computational time for obtaining an 

optimal result.  

 

  Literature review 

In this section, we run through the relevant work in the areas of optimization of 

well and well trajectory placement optimization as well as subsurface uncertainty 

management methods used for the selection of a representative subset of geological 

realizations.  

 

 Well Placement Optimization Approaches 

Well placement is a critical aspect in field development planning as it marks a 

major cost component of oil and gas projects and is associated with high technical risks, 

especially in the deep and ultra-deep water drilling. Wells can be generally divided into 

two main sections as shown in Figure 1. The “Reservoir Section” extends from the 

reservoir entry point (well heel in the case of a horizontal well) to the total depth or the 

well’s end point, while the “Well Trajectory” extends from the drilling center to the 
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reservoir entry point. Generally, reservoir engineers first define the number, location 

and type of the reservoir sections using indepth reservoir simulation studies. 

Accordingly, drilling engineers optimize the location of the drilling centers and the 

design of well trajectories. In most studies, these two sections are optimized 

sequentially. In the following sections, we review the literature of each of those sections 

on its own since they are thought of as separate optimization problems. 

 

Figure 1 Well subdivision to two sections: “Reservoir Section” from and “Well 

trajectory”: from drill center to reservoir section entry point (e.g., well heel in the case 

of a horizontal well). 

 

1.1.1.1 Optimization of Well Reservoir Section Placement – Well Placement 

Optimization  

The optimization of the well reservoir section placement involves a number of 

decision paramters including well count, type (horizontal vs vertical), location and 

control. Optimizing these parameters manually is often a challenging and a time 

demanding task. Hence, researchers have focused on developing and engaging new 

automated and computationally efficient optimization procedures. Nevertheless, the 
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computational demands of such procedures/algorithms are massive and require 

continuous research and development as the convergence of these algorithms may 

require hundreds of equivalent simulations (or generations). The number of equivalent 

simulations depends on the size of the search place, the number of optimization 

parameters, as well as the type of the algorithm used [15]. Hence, it is crucial to employ 

a robust automation algorithm with a fast “convergence factor” towards an efficient and 

comprehensive field development planning process. 

Automated optimization algorithms can be generally categorized into two main 

types: gradient-based and gradient-free algorithms. Gradient-based optimization 

algorithms e.g. the conjugate gradient method and Newton’s method require the 

computation of gradients of the objective function. The gradients can be established 

either by a numerical finite difference or the adjoint method and require access to the 

model equations which lacks the flexibility especially when using commercial 

simulation software. Furthermore, such type of algorithms often fails in non-smooth 

problems such as well placement, where they get stuck in local optima making their 

solution highly dependent on their initial guess [16]. On the other hand, gradient-free 

algorithms, such as particle swarm optimization (PSO) [17], simulated annealing (SA) 

[18] and genetic algorithms (GA) [19], are global search, stochastic algorithms that 

operate without the computation of the objective function derivatives. These algorithms 

are equipped with internal random operators that reduce the likelihood of trapping in 

local optima, as is witnessed in gradient-based algorithms. Gradient-free algorithms are 

of a self-learning nature, tend to learn and adapt through their simulation experience, 

and, therefore, require a large number of function evaluations. Furthermore, their 

performance significantly depends on their algorithmic parameters which, most of the 
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cases, need to be tuned. Although several successful research studies related to gradient-

based algorithms were conducted [20–23], gradient-free algorithms are still 

significantly more widely used in field development optimization, especially in well 

placement due to their higher efficiency in handling discrete problems [18], ease of use 

and their inherent adherence to commercial software.  

Gradient-free algorithms were employed in various field development planning 

applications. Sen et al. [18] applied GA and two versions of SA algorithms to stochastic 

reservoir modelling, compared their performance, and showed that SA outperforms GA 

in terms of computational efficiency. Hardling et al. [24] applied GA for optimizing 

production scheduling of a group of connected oil and gas fields and demonstrated its 

superiority over SA. Anderson [25] combined GA with artificial neural networks 

(ANNs) for optimizing well control of the Brugge case and showed advantage of using 

such combination for solving well control optimization problems. Rameznpor and 

Siavashi [26] combined PSO with a local search optimizer – the pattern search (PS) – 

and used the hybrid method for optimizing well operation parameters in nano-fluid 

flooding enhanced oil recovery (EOR). This hybridization deemed effective in terms of 

convergence speed and efficiency in overcoming local optima. Siavashi and Yazdani 

[27] performed an extensive comparative study on PSO and GA for water flooding 

optimization in an EOR project. The authors coupled PSO with GA (PSO-GA), the 

newton method with PSO (NPSO) and NPSO with GA (NPSO-GA), and subsequently 

compared their performance. They showed that PSO performs better than GA, that both 

are inferior to the PSO-GA combination and that NPSO and NPSO-GA perform better 

than the PSO-GA combination. 
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In this work, we aim to significantly enhance the performance of gradient-free 

optimization algorithms in well placement (reservoir section) optimization. In this 

specific area of research, these algorithms have received substantial attention and were 

deemed proficient in several research studies. Bittencourt and Horne [28] introduced a 

hybrid algorithm by crossbreeding GA, polytope search and Tabu search for optimizing 

well location and trajectory in a fractured reservoirs. The algorithm was applied to a real 

field case and results showed a more profitable development strategy compared to that 

selected based on reservoir engineering best practices. Guyaguler et al. [29] introduced 

a hybrid genetic algorithm by coupling GA to a polytope algorithm, a krigging 

algorithm and neural networks, and applied it for determining the optimal location and 

injection rates of different numbers of vertical injectors. This hybridization showed 

excellence over GA in local search ability and convergence speed. Yeten et al. [30] 

hybridized GA with acceleration routines that include artificial neural networks, hill 

climbing method, and near well upscaling techniques and successfully employed it for 

optimizing the location, trajectory, and type of multilateral wells. The authors 

concluded that the optimization process is highly dependent on reservoir heterogeneity, 

geological uncertainty and the objective function considered. Emerick et al. [31] 

introduced a GA based technique for simultaneously optimizing the number, location 

and trajectory of producers and injectors. Population initialization was based on the 

quality map technique [35] and reservoir engineering best practices. They were able to 

obtain 20 to 30% NPV enhancement over manual optimization based on reservoir 

engineering best practices. 

PSO was first introduced to well placement optimization by Onwunalu and 

Durlofsky [32] in 2010. In their work, they compared the performance of PSO to that of 
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GA in optimizing well location and type. Their results showed that PSO outperforms 

GA on average. However, they stated that each method is highly case-dependent and 

further work was suggested for real and large-scale problems. In another study, 

Onwunalu and Durlofsky [15] introduced a new well pattern optimization (WPO) 

procedure for sequentially optimizing well count and location in large-scale 

development problems. The WPO workflow comprises of two optimization steps: well-

pattern-description (WPD) and well-by-well perturbation (WWP). WPD encrypts 

potential development solutions in terms of pattern type (e.g. nine spot, line drive) and 

operator. Once well pattern and count are selected, WWP entails a local perturbation of 

well location toward the optimal well placement. PSO was used as the core optimizer at 

both phases. The authors concluded that WPO results in significant improvements to 

NPV compared to those obtained by WPD and WWP, when considered individually. 

Nwankwor et al. [33] considered the hybridization of PSO with another evolutionary 

approach known as differential evaluation (DE) for vertical well placement 

optimization. The hybrid particle swarm differential evolution approach (HPSDE) 

yielded better results than PSO and DE when considered individually. Isebor et al. [34] 

hybridized PSO with mesh adaptive direct search (MADS) – a local pattern search 

method – and applied the resulting hybrid method to optimize well count, type and 

drilling sequence. The approach benefits from the deterministic “local convergence” of 

MADS and the global optimization characteristics of the PSO and outperforms both 

PSO and MADS when considered separately. Ding et al. [35] introduced a modified 

PSO (MPSO) by adjusting the velocity equation. The selected parameters of MPSO 

showed a faster convergence compared to the standard PSO. The MPSO method used 

the quality map in order to initialize the optimization parameters. Ding et al. [36] added 
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one extra optimization parameter, well trajectory (vertical, horizontal, or deviated) to 

MPSO. Similar to their previous study (Ding et al. [40]) results showed better 

performance than the standard PSO. Hamida et al. [37] applied genetic similarity 

algorithm (GSA), a modified version of GA with an additional operator named the 

similarity operator, for optimizing vertical well location. GSA was applied to two 

synthetic reservoir models, PUNQ-S3 and Brugge, and results also showed that the 

proposed algorithm outperforms GA in terms of convergence rate and solution 

robustness. Alrashidi and Sayyazadeh [38] introduced Evolution Strategy (ES) to well 

placement and control optimization and compared its performance with four different 

algorithms: GA, star PSO, random PSO and covariance matrix adaption evolution 

strategy (CMA-ES). The authors concluded that ES outperforms the four mentioned 

algorithms in all tested cases except for the one with low dimensional control 

optimization problems. They also concluded that CMA-ES and PSO outperform GA in 

all tested cases. 

The abovementioned gradient-free algorithms require running a large number 

of simulation models and may, in real field cases with large number of planned wells 

and under typically tight project timeframes, be prohibitively expensive. Engineers 

often need rapid methods that may not necessarily provide the most optimal solution but 

are capable of scanning a large set of potential development scenarios [39]. For this 

reason, some researchers worked on the so-called “quality maps” that indicate the high 

quality reservoir regions that should be targeted for optimal well placement. Da Cruz et 

al. [40] introduced the “quality map” which is a 2D representation of reservoir 

responses and their uncertainty. This map was successfully employed for ranking 

realizations, comparing reservoirs and managing uncertainty. Molina et al. [41] 
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implemented the opportunity index (OI) formula that combines three main variables; the 

mobile hydrocarbon volume, flow capacity in the rock and the reservoir pressure 

gradient. 3D OI maps were generated to identify sweet spots change with time to define 

good well locations for unproduced reserves. Karim et al. [42] introduced a modified 

version of OI, the simulation opportunity index (SOI) which is represented by the 

geometric average of measures of flow capacity, movable oil, and oil volume. The 

resulting map was successfully employed to optimize the development strategy of the 

tested field case. Abdy et al. [43] compared SOI to OI and concluded that both indexes 

were successful in identifying sweet spots and that their results were comparable. Al-

Khazraji et al. [44] successfully employed OI for well placement in a heterogeneous 

brownfield. Chandra [45] proposed a fast map-based well placement optimizer and used 

a new quality factor that can be generated using reservoir’s properties including 

porosity, permeability, pressure, hydrocarbon saturation and distance of perforation 

from water-oil contact and gas-oil contact. He introduced two indices that are coupled 

with Lagrange multiplier to produce an optimum index for well placement optimization. 

Based on this extensive literature review, we conclude that quality maps are 

practical tools for fast scanning of potential development scenarios. We can also 

conclude that gradient-free algorithms are particularly suited for solving well placement 

optimization problems. Among gradient-free algorithms, PSO and GA are the most 

popular in the field. Nevertheless, these algorithms typically require an extensive 

number of reservoir simulation runs especially for large-scale field development plans 

that may involve hundreds of wells. Therefore, the employment of these methods will 

remain infeasible in practical field development projects. The computational load of 

these algorithms is mainly driven by the number of optimization parameters involved as 
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most conventional well placement optimization methods treat every well position as a 

separate decision variable.  

 

1.1.1.2 Well Trajectory Modeling and Optimization 

Traditionally, vertical wells were the only type of wells used for extracting 

hydrocarbon. However, as time progressed, oil and gas companies started exploring and 

unlocking deeper and tougher resources, which increased the drilling complexity. With 

the advancement in drilling technology and knowledge, engineers and researchers were 

able to reduce these complexities through directional drilling and horizontal and 

multilateral well profiles [46]. An important advantage of these non-traditional wells is 

that they were able to minimize surface footprint and drilling costs while maximizing 

hydrocarbon recovery. Such wells have an extended reach and target larger production 

zones which allows them to subsititute numerous vertical wells considering their higher 

production efficiency per cost value. Despite their high producton efficiency, the design 

of such wells is a challenging task as it involves finding out several optimum directional 

well design parameters. One important parameter is the maximum allowable degree of 

bending or what is known by Dogleg Severity (DLS). Drilling engineers must take into 

consideration that the higher the DLS, the larger the deviation and the smaller the well 

length required to intersect the target [47]. However, having high levels of DLS may 

lead to more frequent drilling complications including drilling string failure [46]. 

Therefore, having the highest possible DLS is not always the best option. A second 

important parameter is the kick-off point, which is the point where the vertical section 

of the well starts deviating to intersect the target [48]. The depth of the kick-off point is 

normally dependent on the geological layering of the drilling zone. For example, a 
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shallow kick-off point is selected when large inclinations are needed to intersect the 

target. In other cases, a deep kick-off point is selected in order to avoid the near-surface 

“soft formations” [48]. Similarly, the usage of the different well profiles present in 

directional and horizontal wells may be necessary in case of prohibited surface areas 

above the drilling target or subsurface complexities [49]. Hence, the optimization task 

of a well trajectory requires two main inputs (1) a mathematical model used to design 

the well trajectory and (2) an optimization algorithm to minimize the length/cost of the 

curve while honoring a predefined set of constraints e.g., DLS, torques, strain energy 

etc. 

Various models have been presented in the literature for designing well 

trajectories including the tangential method, balanced tangential method, mercury 

method, angle averaging method, and the radius of curvature. The main difference 

between these models is that some adopt straight line approximations for the trajectory 

while others assume the well runs along a curved line and thus use curve segments 

approximations [50]. Amorin and Broni-Bediako [50] investigated the performance of 

some of these models in designing 3D well trajectories. Results showed that there is 

small difference in the length computation between the average angle, balanced 

tangential, radius of curvature and minimum curvature models. However, the authors 

noted that the balanced tangential, mercury, and angle averaging models can be only 

applied to wellbore trajectories which follow straight line course while the radius 

curvature can be applied to a wellbore trajectory which follows a curved segment. The 

main drawdown of all methods mentioned above except for the radius of curvature is 

that they do not tackle possible conditions (azimuth and inclination) for the final end of 

the trajectory (the well trajectory section) [51]. Hence, some of these methods fail to 
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solve the problem when the direction of the reservoir well section is not in line with the 

drilling direction, which is highly probable in case of drilling multi wells from a single 

drilling center or a platform. Moreover, despite its ability to solve this problem 

successfully, the radius of curvature application includes a large number of decision 

variables [52], which makes it a complex mathematical problem.  

Aiming to solve these challenges, some researchers investigated using spline 

and polynomial curves for representing 3D well trajectories. Scholes [53] proposed a 

method to generate a 3D well trajectory by representing the coordinates of each point on 

the trajectory by a cubic polynomial equation. The solution is obtained by establishing 

the coefficients of the cubic polynomial equation from the coordinates of the starting 

point, the azimuth and inclination of the starting point and the azimuth and inclination 

of the end point. Following the same path, Sampaio et al. [51] expended the cubic 

solution by adding different conditions such as the free-end, set-end, set-inclination and 

free-azimuth, and free-inclination and set-azimuth. However, the problem with applying 

the cubic function is that there is no control to both the curvature and length of the well 

trajectory [54] which leads to a single solution which may be unfeasible (i.e. not 

honoring of DLS or other constraints). Towards addressing this issue, Sampaio [54] 

introduced the spline-in-tension curves to represent well trajectories. These curves are 

defined in terms of hyperbolic functions which engage a new parameter called tension. 

The tension parameter provides some control over both the length and curvature of the 

planned well trajectory. To increase such control and well trajectory flexibility, 

Sampaio et al. [55] introducted the Bézier curves for representing 3D well trajectories 

which require solving a single simple parametric equation and provide two degrees of 

freedom due to the presence of the control points (“𝐶𝑆” and “𝐶𝐸”) at the starting point 
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and the end point of the trajectory. The mathemetical formulation of these curves 

provides higher flexibility allowing for smooth intersection with the end target 

(reservoir section). Furthermore, there is no need to perform numerical approximations 

for obtaining the coordinates of the points constituting the well trajectory. Moreover, 

the Bézier curves build the well trajectory by using a unified simple mathematical 

expression that accounts for changes in three-dimensional space, hence making the 

optimization application an easier process.  

The minimization of well trajectory length through mathematical optimization 

has also gained high interest in literature as a way to improve the economics of the 

drilling operation. In most cases, non-gradient based optimization algorithms were 

employed as they outperform gradient based algorithms in a typical non-smooth 

problem like the well trajectory optimization [56]. Helmy et al. [57] employed non-

linear optimization theory for minimizing the length of a 2D well trajectory. They used 

a sequential unconstrained minimization to optimize the kick-off point, the build up 

rate, drop off rate, inclination, and casing depth. Targeting a faster approach, Shokir et 

al. [52] sucessfully employed Genetic Algorithms (GA) and Atashnezhad et al. [58] 

applied Particle Swarm Optimization (PSO) to minimize the Total Measured Depth 

(TMD). PSO was faster than GA, however both algorithms were susciptible to local 

optima which often lead to sub-optimal solutions. Mansouri et al. [59] presented a 

Multi-Objective Genetic Algorithm (MOGA) for minimizing two conflicting objective 

functions; the length of the curve and the torque on the string. Wood et al. [60] modified 

the basic bat algorithm by applying additional metaheuristics and applied it to a well-

studied complex wellbore example. Sha et al. [61] proposed a Fibonacci Sequence 

based self-adjustment Quantum Genetic Algorithm (FSQGA) for 3D wellbore trajectory 
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optimization problems. The performance of the presented algorithm was compared to a 

number of modifed versions of PSO and GA algorithms and showed an advantage in 

terms of parallel processing and fast global optima searching. Mansouri et al. [59] ran a 

performance comparative study between Ant Colony Optimization (ACO), GA, 

Artificial Bee Colony (ABC), and harmony search (HS) on optimizing well length. 

Results showed that ACO outperformed GA and ABC in obtaining global optima [59]. 

Biswas et al. [62] proposed a new hybridization of Cellular Automata (CA) technique 

with Grey Wolf optimization (GWO) and PSO algorithms for solving a multi-objective 

well trajectory optimization problem aiming to minimize the TMD and torque and strain 

energy. Several parametric tests (Inverted Generational Distance (IGD), Spacing metric 

(SP), Maximum Spread (MS)) were conducted to investigate the efficiency of the 

proposed hybridization and were compared to that of three other metaheuristic methods. 

Results showed that the proposed method obtained 50 – 60 % increase in IGD 

compared to other tested methods and had the minimum spacing metric and the 

maximum spread. 

In all the above well trajectory design optimization applications, the length of 

the curve was generated using the Radius Curvature Method (RCM) which was 

proposed by [52]. This model involves minimizing the length of the well trajectory 

while respecting a predefined DLS contraint. Few researchers [63] focused on the 

application of the Bézier curve since it was presented in 2017 by [55]. One can argue 

that the RCM model may lead to a reduced length of curve compared to the Bézier 

curve approach due to the large number of control points it holds. However, when 

considering an integrated optimization approach, which includes multi-well and facility 
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placement, optimizing such complex model that hosts a large number of decision 

variables and constraints, might be computationally unfeasible. 

 

 Optimization Under Geological Uncertainty  

 Uncertainty can be generally classified into 1) subsurface uncertainty related 

to incomplete knowledge of reservoir geometry and spatial distribution of petrophysical 

properties, 2) operational uncertainty related to infrastructure and facility constraints, 

and 3) economic uncertainty related to the cost, price and market variability. We focus 

here on subsurface uncertainty, which results in an uncertain simulation response (e.g., 

production and injection rates, cumulative production and injection, and recovery 

factors.) and has a significant effect on the placement of wells in a reservoir. One of the 

most popular methods in handling uncertainty and the one we focused on is what is 

known in the industry by “Scenario Reduction”. 

Scenario reduction is a process in which a subset of geological realizations is 

selected to carry out reservoir simulation in a way that its forecasted response is 

deemed, to a certain extent and within a prescribed tolerance, statistically representative 

to that obtained when simulating over the full set of realizations [64]. The cumulative 

density functions of both reduced and original sets have similar mean: P10, P50 and P90 

values of the simulated response (e.g., NPV, COP). 

Scenario reduction methods can be classified into three main categories: 1) 

ranking methods, 2) clustering methods and 3) optimization methods. In ranking 

methods, geological realizations are ranked according to predefined static or dynamic 

criteria, based on which “low,” “mid” and “high” realizations are selected to represent 

the low, mid and high response of the full set of realizations. Ranking methods were 



 

32 

first introduced by Balin [65] who constructed fast simulators (FS) using tracer 

simulation to represent the response of the comprehensive flow simulators (CS) on a 

water flooding example. The author ranked realizations based on the FS responses (e.g., 

NPV and COP), generated a cumulative density function (CDF) and selected the 

relevant realizations corresponding to P10, P50 and P90 of the specified objective 

function. While this method provided a 90% reduction in computation time, results 

were based on a single development scenario. Ranking realizations using the responses 

of a single development scenario can be misleading since different well placement 

scenarios likely have different responses on different geological realizations, especially 

when the spatial distribution of reservoir properties is highly uncertain. Deutsch [66,67] 

proposed ranking realizations based on geologically connected objects “Geo-Objects.” 

The number of geo-objects, their sizes and their tortuosity are employed for ranking and 

obtaining realizations with low, median, and high connectivity. McLennan and Deutsch 

[66] employed several static measures for ranking realizations. The authors 

characterized these measures into 1) statistical static measures, which are based on an 

average of pre-defined geological parameters, 2) fractional static measures based on a 

good net cells fraction of the reservoir, and 3) volumetric static measures, which are 

based on the calculated hydrocarbon volume. Among these measures, the ranking based 

on local and global connectivity was found to have the highest correlation with the 

ranking of the dynamic results. Fenik et al. [68] ranked and selected realizations based 

on connected hydrocarbon volume (CHV). CHV is a geostatistical method that 

calculates the connected cells within a local window around a given well for a SAGD 

application. Li et al. [69] introduced a modified version of the CHV measure including 

the calculation of the distance from each cell to the nearest production well and the 
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geometric average permeability of the cells between the cell and the nearest production 

well. The authors presented a workflow to calculate a quality measure from three-

dimensional realizations of cell volume, porosity, permeability and water saturation. 

The modified CHV version by Li et al. [69] is more favourable than the one proposed 

by [68] for well placement optimization since it accounts for all wells in the field. 

However, the workflow of both CHV-based methods is highly dependent on prescribed 

well locations, which in reality is untrue as these vary as part of the optimization 

process. Steagal and Schiozer [70] proposed to select seven representative realizations: 

two realizations with responses near the P10 NPV, three realizations with responses 

near the P50 NPV and two realizations with responses near the P90 NPV. Results 

showed a good representation of the reduced set of realizations with regards to the 

production responses and the stock tank oil in place (STOIP). In an extension to the 

Steagal and Schiozer method, Schiozer [71] proposed to select similar realizations 

based not only on NPV estimates but also on COP, cumulative water production (CWP) 

and oil recovery factor (RF) estimates. The disadvantages of such an approach are that 

the selection is manual and time consuming, and the result of the realizations reduction 

is, again, based on a single development scenario. Da Cruz et al. [40] introduced the 

“quality map,” which is a 2D representation of the 3D reservoir model, and employed it 

for ranking and selecting realizations. The map is generated by running a flow simulator 

with a single producer and changing its position to get a representative coverage on the 

entire grid. The quality of a realization is calculated as the sum of the cumulative oil 

production from all tested locations and is used for ranking. An approximate density 

function is generated after ranking in which a subset of realizations is selected.  
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A major drawback of the ranking-based approach is that the selected 

realizations are allocated with equal probability [72]; that may not be a reliable solution 

especially when the chosen realizations “represent” a varying number of realizations 

within the full set. To address this issue, some researchers employed clustering 

techniques where a dissimilarity matrix between realizations is computed based on a 

pre-defined dynamic or static criterion and used to divide realizations into clusters of 

similar characteristics. Consequently, a probability value is assigned to each cluster 

based on the number of realizations corresponding to each cluster. Scheidt and Caer 

[73] introduced kernel k-means clustering to reduce the number of realizations. They 

computed the dissimilarity matrix using streamline simulation results after which multi-

dimensional scaling (MDS) and Gaussian kernels were used to transform the matrix into 

a reduced dimensional data in Euclidean space on which k-means clustering is applied. 

Quantile estimations were deemed better than those estimated using traditional ranking. 

However, here again, the dissimilarity matrix was generated from the results of a single 

development scenario. Singh et al. [74] applied the kernel k-means clustering workflow 

to reduce the number of history-matched models in a real field application. The method 

was successful in reducing the original set of history-matched models to five. Wang et 

al. [75] introduced retrospective optimization (RO) from a well placement optimization 

problem. The method involves increasing the number of realizations used as the 

optimization run progresses. At different stages of the optimization run, k-means 

clustering is applied on a dissimilarity matrix based on a set of dynamic and static 

criteria. RO provided better results compared to the random-selection approach and a 

drastic decrease in the computational cost compared to optimization over the full set of 

realizations. Shirangi and Mukerji [76] applied RO with kernel k-medoids clustering or 
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well control optimization problems. In contrast to k-means clustering, k-medoids selects 

one element (subsurface realization in the context of this dissertation) within the cluster 

to represent the whole cluster, while in k-means, the cluster’s centre may not be one of 

the elements within the cluster. Shirangi et al. [14] coupled k-means clustering to group 

realizations and k-medoids clustering to select the closest realization to all other 

realizations in the cluster. This method was applied to both well placement and control 

setting problems with different dissimilarity criteria, static (permeability based), 

dynamic (flow based) and combined. Realizations were clustered using the flow 

simulation results of a base case scenario and tested on a number of different 

development scenarios. For well control settings, the purely flow-based criterion was 

deemed the best, while for the well placement settings, all three combinations 

performed nearly the same. The disadvantage of k-means and k-medoids clustering is 

that they both require the number of clusters to be predefined, hence it’s not possible to 

identify the optimal number of realizations. To overcome this problem, Liu and 

Forouzanfar [77] used hierarchal clustering for scenario reduction in optimizing smart 

wells control. Hierarchal clustering marks different level of clusters without the need of 

predefining the number of clusters. However, once hierarchal clustering is completed, a 

certain criterion needs to be selected to choose the most optimal clustering level, or in 

other means, the representative number of clusters. Another solution was proposed by 

Barros et al. [78]. The authors used the Kolmogorov-Smirnov test for defining the 

optimal number of clusters to be considered. A divergence factor is calculated while 

changing the number of clusters after which a knee-point is identified to specify the 

optimal number of clusters to be considered. 
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Apart from clustering and ranking techniques, recent studies have also focused 

on optimization methods to reduce the number of geological realizations. Sarma et al. 

[79] introduced a minmax optimization algorithm, which can concurrently select a few 

reservoir models from a large ensemble of models by matching target percentile of 

multiple output responses (e.g., matching P10, P50 and P90 of OPC, WPC and OOIP) 

while also obtaining maximally different models in the input uncertainty space. The 

algorithm was fit for purpose; however, it matched the results of a single scenario and 

failed to assign a specific probability value for different models. In addition, it is 

practically unfeasible when there is high uncertainty in the spatial distribution of 

properties where it is not possible to select different input models through picking low, 

mid and high input parameters. Rahim et al. [64] introduced a mixed-integer linear 

optimization-based method to select a subset of realizations through minimizing the 

Kantorovich distance between distributions. The proposed method considers multiple 

static measures and geological properties to quantify dissimilarity between realizations 

and uses the Kantorovich distance to quantify the probability distance between the 

superset and the subset of realizations. The proposed method outperformed various 

ranking and kernel k-means clustering method to obtain good correlation with the 

dynamic responses of the full set of realizations. Furthermore, Meira et al. [80] 

introduced the RMfinder, an optimization based approach for reducing the number of 

realizations. The method resembles the method proposed by [70] but instead of running 

the workflow manually, a greedy algorithm was introduced. Further modifications are 

presented in RMfinder in which an additional operator was incorporated to compute the 

probability for the selected realizations. 
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From extensive research, we conclude that clustering and optimization 

techniques are more favourable than ranking methods as they can be associated with 

probability assignments for selected realizations. In all methods, however, there is a 

major issue related to the choice of the type of measures. Static measures are 

computationally cheap but perform poorly in capturing a reliable match between the 

subset and the full set of realizations due to the nonlinearities between the static and 

dynamic properties on one hand and the dynamic response on the other hand. As for 

dynamic measures, they lead to a better representation but are computationally 

prohibitively expensive especially when it comes to real field development planning 

problems with large reservoir models. Furthermore, most dynamic measure-based 

methods are limited to the results of one development scenario, mainly the P50 

scenario, which might likely lead to unreliable results especially if there is a high 

uncertainty in the spatial distribution in the geological properties. Almost all methods 

fail to find a clear relation between the dynamic and static measures, which created 

some discrepancies as reported in the literature.  

 

 Scope of Work 

The ultimate objective of our work is to develop an efficient well placement 

optimizer that can be used for practical field development planning projects as we see 

many well placement optimization efforts in literature that failed to move into practical 

applications due to their high computational requirement. Towards achieving this 

objective, our research was divided into two main themes: one focused on generating a 

fast and robust optimizer for well placement and another focused on introducing an 

efficient uncertainty management workflow through which a subset of subsurface 
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geological realizations is used instead of the full set within the optimization workflow. 

We first focused on developing an efficient optimizer, the black hole particle swarm 

optimizer (BHPSO) that combined two pillars: the black hole operator (BHO) and the 

particle swarm optimization (PSO) algorithm. BHPSO was very efficient in determining 

well location, count and type. However, at this first stage, the optimizer was evaluated 

over a single geological realization among multiple potential realizations which may 

typically lead to a suboptimal development scenario. Aiming to solve this issue, the 

second task focused on introducing a new uncertainty management methodology for 

defining a subset of representative subsurface realizations instead of the full set, in 

which the developed optimizer can be utilized and obtain statistically viable results. At 

a later stage, our focus was on integrating the developed well placement optimizer with 

a facility placement optimizer (developed by another PhD Candidate, Haytham Dbouk) 

towards a modular, efficient and comprehensive field development planning framework. 

The link between the decision parameters of these two algorithms is the well trajectory 

section (Figure 1). Such integration involves numerous well trajectory design iterations 

which require a uniquely robust and fact algorithm. Hence, our third task focused on 

introducing an efficient algorithm for modeling and optimizing well trajectory. In line 

with the discussion above, the key research objectives of this work are as follows: 

1. Develop a robust method for optimizing reservoir well location, count, and type. 

This algorithm should have a fast and robust convergence which enables it to be 

used in practical applications. It should also be flexible and extensible to 

accommodate further developments including hosting additional decision variables 

such as well control and production layout design. 
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2. Study different uncertainty management workflows adopted in the literature and 

develop a robust workflow that is compatible with BHPSO that was introduced in 

Research Task 1. As was mentioned in Section 1.1, field development plans should 

be robust to uncertainty represented by multiple geological realizations. Therefore, 

in this task, we focus on reducing the number of the assessed geological models 

necessary to be accounted for while preserving the usefulness of the achieved 

optimal results. 

3. Generate an efficient well trajectory optimizer. Well trajectory is the link between 

reservoir well placement and facility placement. Since the integration would host 

several optimizers that work back-to-back, there is need for a robust and efficient 

well trajectory optimizer towards an integrated and computationally feasible 

solution. 

 

 Dissertation Outline 

In Chapter 2, we describe the BHO workflow and showcase its workability and 

efficiency by testing it on the Olympus Field case. We first introduce the net 

hydrocarbon thickness (NHCT) map then we run through the details of the method’s 

workflow. Finally, we demonstrate the BHO performance by generating several 

development scenarios. 

In Chapter 3, we describe the BHPSO workflow and apply it on the Olympus 

optimization challenge. We first introduce the workflow of the traditional PSO 

optimizer, and then describe how it was combined with BHO to form the BHPSO 

algorithm. Next, we validate our methodology by comparing its performance with that 

of the PSO algorithm on three different optimization problems.  
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 In Chapter 4, we present a novel method for selecting a representative subset 

of geological realizations to be used within the BHPSO workflow as a pragmatic way to 

manage uncertainty for practical field development planning projects. We first introduce 

the statistical map along with the workflow that was considered for selecting a 

representative subset of realizations. Next, we apply the presented methodology on the 

Olympus challenge and compare its results with two popular scenario reduction 

methods in the literature: RMfinder and Kmeans – kmediods methods 

In Chapter 5, we discuss the work done on the integrated field development 

optimization framework then we present the well trajectory optimizer considered. We 

first describe the Bézier curve formulation along with the developed optimization 

workflow. We, then, elaborate on the machine learning models used in this work as an 

alternative to conventional evolutional optimization algorithms along with their training 

process. Next, we compare the results of optimizing Bézier curves using the traditional 

optimizers with those of the proposed machine learning models. 

Chapter 6 comprises of a summary of the research highlighting conclusions, 

ongoing work, as well as recommendations for future work related to well placement 

optimization under uncertainty.  

The new BHPSO algorithm (described in Chapter 2), has been published in the 

Computational Geosciences journal [81] and is currently under a patent application 

[82]. The statistical NHCT map approach for selecting a subset of realization, described 

in Chapter 3, has also been published in Computational Geosciences journal [83]. Our 

new methodology for optimizing well trajectory (Chapter 4) has been reviewed by our 

industrial sponsor (Schlumberger) and is currently under review at the Journal of 

Petroleum Science and Engineering.   
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CHAPTER 2  

 

 

 WELL PLACEMENT OPTIMIZATION: THE BLACK 

HOLE OPERATOR (BHO) 
 

In this chapter, we introduce the black hole operator (BHO) that optimizes 

production and injection wells’ placement based on a pre-defined well spacing 

(minimum distance between wells). We start by describing the quality maps that guides 

BHO then we run through the details of the optimizer’s workflow. Next, we conduct 

comprehensive validation using a two conceptually different reservoirs belonging to the 

publicly available synthetic Olympus field [84]. Finally, we present a summary of the 

method and the results achieved. 

 

 The Black Hole Operator (BHO) Workflow 

In this following section, we describe the two quality maps that were deployed 

within the BHO workflow then we run through the details of the workflow in both 

peripheral and pattern injection. 

 

 Quality Maps 

2.1.1.1 Net Hydrocarbon Thickness Map 

In this work, we used the net hydrocarbon thickness (NHCT) map as the main 

“quality map” for pattern well placement. The NHCTmapis a two dimensional 

“condensed” version of the three-dimensional spatial reservoir properties. It 

consolidates the information from porosity, permeability, and hydrocarbon initially in 
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place. For each cell in the aerial direction of a three-dimensional reservoir simulation 

model (i, j coordinates), the NHCT value is calculated as following: 

NHCTij = ∑ φijk
Nk
k=1 NTGijk(1 − Swijk)Zijk                                                              (1) 

where φijk, NTGijk, Swijk and Zijk denote the porosity, net-to-gross, water saturation 

and thickness of grid block cell ijk. Since φijk, NTGijk and Swijk are dimensionless, 

NHCTij has the same unit as Zijk, that is meter (feet). NHCTij is, generally, proportional 

to the following properties: 

 Porosity and permeability. These petrophysical properties intervene directly in the 

formula and indirectly through the dependency of the water saturation function on 

porosity, permeability and rock quality index, in general.  

 Height above free water level. Here also, Swijk equals 1 below the free water level 

(FWL), the irreducible water saturation (Swiijk) high enough above the FWL and 

a value between 1 and Swiijk in the transition zone. 

Figure 2 depicts an example of two NHCT maps. The red color indicates high NHCT 

map that is typically the best location to place a producer. On the other hand, the purple 

color depicts areas below the FWL or impermeable area (non-reservoir facies).  

  

(a) Olympus Upper (Realization 22) (b) Olympus Lower (Realization 6) 

Figure 2 NHCTmap used as main “Quality Map”. 
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The use of NHCTmapis very efficient for handling uncertainty. Different realizations due 

to uncertainty in reservoir properties can be represented by their corresponding NHCT 

maps which enables a practically feasible workflow to generate, when needed, well 

placement scenarios corresponding to different realizations in the process of a field 

development planning. 

 

2.1.1.2 Permeability Thickness (Kh) Map.  

While the NHCT is ideal for producers’ or injectors’ placement in a pattern-

based water injection scheme, the “Kh” map is more suited for water injector placement 

in a peripheral water injection process. For each cell in the aerial direction of a three-

dimensional reservoir simulation model, the Kh is calculated as following: 

Khij = ∑ kijk
Nk
k=1 Zijk                                                                                                 (2) 

where kijk denotes the (aerial) permeability of grid block cell ijk. Figure 3 depicts 

examples Kh maps; those corresponding to the same reservoirs as Figure 2.  

  
(a) Olympus Upper (Realization 22) (b) Olympus Lower (Realization 6) 

Figure 3 Kh map used as main “Quality Map” for peripheral injection. 

 

 Well Placement Optimization Using the Black Hole Algorithm 

In this section, we describe a typical development concept with two main 

ingredients: 
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1. Horizontal wells with a predefined horizontal section length (HzL). 

2. Pattern water injection with an injector to producer ratio of one (IPR). 

Note the following: 

 The case of vertical well is a particular and simpler case of horizontal wells in 

the context of this work. 

 The proposed algorithm can address any value of IPR. The value of “one” 

selected here is for illustration purposes only. 

 The case of peripheral water injection is addressed separately as it requires the 

simultaneous use of two different maps. 

The algorithm generates ready to be used well trajectories typically for reservoir 

simulation purposes. Below are the input data and parameters to the algorithm: 

 (NHCTmap. This is typically built using a pre-processor. The NHCTmapmay be 

generated from the reservoir model; fine (geocelluar) grid or upscaled dynamic 

grid. 

 A structured map (Horizonmap) representing the horizon / depth in which the 

horizontal section to be placed. Typically, the layer containing the largest 

quantity of hydrocarbon initially in place could be selected to generate the 

horizon. However, different Horizon maps can be used for placing the horizontal 

sections of producers and injectors. Furthermore, in a sensitivity analysis 

process, different depth (and hence Horizon maps) can be tested to select the 

optimal one, e.g., that resulting in the highest cumulative oil.  

 Number of producers and number of injectors, NP and NWI, respectively. 

 Horizontal well section length, HzL. 
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 Well spacing (that is the radius of the disk around the wells as illustrated in 

Figure 4), RD. The well spacing controls the maximum number of wells that can 

be placed based on a given map. In such a case, NP and NWI become maximum 

number of wells that cannot be exceeded. This is not the case in the combined 

BHPSO as we will see in chapter 3 where we introduce the Technical Well 

Spacing (TWS) as optimization parameter, which is calculated based on the 

number of wells involved and, hence, ensuring there will always be a space for 

any prescribed number of wells to be involved. 

 

Figure 4 Illustration of well placement optimization of horizontal well azimuth - 

Producers. 

 

 Increment to be used in optimizing the well azimuth, δAzimuth. Minimum and 

maximum radius limits can be provided to restrict the well azimuth (e.g., based 

on geomechanics considerations and or major fault orientation). 

 Minimum distance between wells, Dmin: A parameter that controls the 

optimization of the well azimuth and, potentially the total number of wells. For 
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instance, in case RD =  HzL, this parameter limits the well azimuth optimization 

and keeps the wells toes from potentially colliding through keeping the distance 

between them larger or equal to Dmin. 

From a programming point of view, the map is list of points each having the 

following items; ix, jy, x, y and value based on a corner-point grid. Below is a step-by-

step description of the algorithm as applied for pattern water injection case. 

Producers Placement Using the Black Hole Operator. The algorithm starts by first 

placing the NP (p = 1, … , NP) producers 

1. Copy NHCTmap in a temporary map c 

2. Copy NHCTmap in a temporary map NHCTmap_temp_inj 

3. Creating the producers’ heels / toes: For p = 1, NP 

a. Find the point with the highest 𝑁𝐻𝐶𝑇 value in NHCTmap_temp_prod. Let 

Pointopt denote the identified point. In case NHCTmap_temp_prod does not 

have, anymore, points with a value > value_cuttoff, exit the loop. 

b. Place producer p at Pointopt. This may represent the heel or the toe of 

the well (depending, for instance, on the platform location in an offshore 

development planning problem). 

c. Eliminate a disk of centre Pointopt and radius 2 × RD from 

NHCTmap_temp_prod. Practically, that is equivalent at setting value = 0 

for every point within this disk. 

d. Eliminate a disk of centre Pointopt and radius 1 × RD from 

NHCTmap_temp_inj.  

e. NP_max = p 
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4. Generating the Horizontal sections and optimizing their azimuth: For p = 1,

NP_max 

a. Create the horizontal section of p based on any predefined Azimuth. 

This section is made of a large number of “connections” to enable the 

horizontal section to smoothly follow the Horizonmap. Let NConnections 

denote the total number of connections per well. 

b. Calculate the cumulative NHCT value, NHCTcumulative for well p by 

summing up the NHCT value for every “cell” in the map crossing one of 

the well’s connections. 

c. Azimuthopt = Azimuth 

d. Angle = 0. While Angle < 360o 

i. Azimuthtemp = Azimuth + δAzimuth 

ii. Calculate the cumulative 𝑁𝐻𝐶𝑇 value, NHCTcumulative_temp, 

corresponding to Azimuthtemp. 

iii. If the two following conditions are True: 

1. the entire well falls within the map, that is no connections 

of the well correspond to undefined map points for 

Azimuthtemp 

2. NHCTcumulative_temp >  NHCTcumulative  

Then: Azimuthopt = Azimuthtemp. 

Note: In the special case of producers only (no injectors), Azimuthopt = Azimuthtemp 

only if the distance between any connection of well p for Azimuthtemp and any 
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connection of any other placed well is larger than Dmin. That is on top of the two above 

conditions. 

iv. Angle = Angle + δAzimuth 

e. Re-create the horizontal section using Azimuthopt. When it comes for 

the depth at which the horizontal section is landed, any default value can 

be given at this stage. 

5. Landing the producers’ horizontal sections in the right depth. For 𝑝 = 1, NP_max 

a. For connection c = 1,   NConnections of well p 

i. Locate the “cell” in Horizonmap that corresponds to this 

connection. 

ii. Change the depth of connection c to correspond to the cell’s 

centre. 

The process through which wells’ drainage areas (Disks) are eliminated from 

NHCTmap_temp_prod when generating the production wells is illustrated in Figure 5. 

Similarly, Figure 6 illustrates the process through which wells’ drainage areas are 

eliminated from NHCTmap_temp_inj when generating the production wells in preparation 

for generating the water injectors. The resulting final well placement after placing the 

well along the provided Horizonmap is illustrated in Figure 7 for one of the wells. Note 

that existing wells may be accounted for through “zeroing” the NHCTmap around these 

wells prior to starting the well placement process. 
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(a) Producer 1 (b) Producer 2 

  

(c) Producer 3 (d) Producer 4 

  

(e) Producer 5 (f) Producer 6 

Figure 5 Process through which wells drainage areas are eliminated when generating the 

production wells. The radius used in this elimination is 2 × RD.  

 

  

(a) Producer 1 (b) Producer 2 
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(c) Producer 3 (d) Producer 4 

  

(e) Producer 5 (f) Producer 6 

Figure 6 Process through which wells drainage areas are eliminated when generating the 

production wells in preparation for generating the injectors. The radius used in this 

elimination is 1 × RD. 

 

 

Figure 7 Illustration of the placement of the well’s horizontal section in the target layer 

based on the provided Horizon. 

Water Injectors Placement Using the Black Hole Operator. The 𝑁𝑊𝐼 water 

injectors (𝑤𝑖 = 1, … , 𝑁𝑊𝐼) placements follows. The process through which water 

injectors are placed is identical to that described in Steps 3, 4 and 5 with the following 

differences: 



 

51 

 NHCTmap_temp_inj resulting from the above Step 3 is used as a starting point. 

That is, disks of radius 1 × RD around all producers have been already removed. 

 In Step 4.d.iii, Azimuthopt = Azimuthtemp only if the distance between any 

connection of well p for Azimuthtemp and any connection of any other placed 

well is larger than Dmin. 

The above-described process for water injectors is depicted in Figure 8. 

  

(a) Injector 1 (b) Injector 2 

  

(c) Injector 3 (d) Injector 4 

  

(e) Injector 5 (f) Injector 6 

Figure 8 Process through which injectors are generated based on altered net-thickness 

map following the producers generation. The radius used in this elimination is 2 × RD. 
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 Well Placement Optimization in a Peripheral Water Injection Scheme 

While the NHCTmap is ideal for producers’ or injectors’ placements in a 

pattern-based water injection scheme, the “Kh” map is more suited for water injector 

placement in a peripheral water injection process. Below is a description of the 

algorithm used to generate wells in this scenario with a focus on the differences 

compared to pattern water injection. Two maps are used for the purpose: the NHCTmapis 

used to generate the producers while the Kh map is used to generate the injectors as 

illustrated in Figure 9. 

 

  

Figure 9 Illustration of the “Combined” set of two maps: NHCT map and Kh map used 

for well placement in a peripheral water injection scheme. Left: Olympus Upper and 

Right: Olympus Lower. 

 

Producers Placement. The process through which producers are placed in this case is 

identical to that described in Steps 3, 4 and 5 for producers’ placement in a pattern 

injection scheme with the following differences: 

 NHCTmap_temp_inj is not used. 

 The disk eliminated from NHCTmap_temp_prod in Step 3.c is of radius 1 × RD 

 In Step 4.d.iii, Azimuthopt = Azimuthtemp only if the distance between any 

connection of well p for Azimuthtemp and any connection of any other placed 

well is larger than Dmin. 
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Water Injectors Placement. The Kh map, Khmap used in this part is a “ring” through 

which injectors will be placed in a similar way they are placed in the case of pattern 

water injection. What dictates their placement are RD , Dmin and δAzimuth. The same 

drivers used in the case of pattern water injection will ensure that well are optimally 

distributed following Khmap. This is presented in the following section. 

 

 Results and Discussion – The “Olympus” Field 

In this section, we demonstrated that efficiency of BHO by employing it on a 

number of realizations of the Olympus field. 

 

 Field Description.  

The Olympus challenge aims at testing novel optimization methodologies for 

field development planning under uncertainty. A synthetic reservoir model, the 

Olympus, was developed as a benchmark study for the Olympus challenge. The model 

was inspired by a green field in the North Sea and includes several geological aspects 

that increase the complexity of the optimization problem such as faults, fault throws, 

barriers, channels, multiple geological realization as well as coarsening/tightening [85].  

The Olympus field has an aerial extent of 9 km by 3 km and a thickness of 50m 

for which 16 layers have been modelled. The reservoir comprises of two zones, upper 

and lower zones, separated by an impermeable shale layer. The upper zone (Olympus 

Upper) involves fluvial channel sands embedded in floodplain shales. The lower zone 

(Olympus Lower) comprises alternating layers of coarse, medium and fine sands that 

resembles a clinoformal stratigraphic sequence.  
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Fifty sub-surface realizations were generated to account for the ranges of 

uncertainty on porosity, permeability, net-to-gross and irreducible water saturation. The 

orientation and number of channels varies in the top reservoir section while in the 

bottom reservoir section the clinoformal stratigraphic sequence is varied to generate 

these realizations. Realizations 22 and 6 are used as representative realizations for 

Olympus Upper and Olympus Lower (Figure 2). 

 

 Pattern Water Injection.  

Figure 10 shows the trajectory of the generated wells for Olympus Upper, 

Realization 22. A sensitivity analysis on the number of wells is performed for two 

different horizontal well section length under a pattern water injection scenario. 

Producers are located in the thickest 𝑁𝐻𝐶𝑇 areas accounting for the “disk” radius 

dictated by a fixed 2×RD and Dmin. While increasing the number of wells gradually 

increases the covered areas in the 𝑁𝐻𝐶𝑇𝑚𝑎𝑝, longer horizontal wells cause a more 

substantial change on the location of horizontal wells. In both ways, injectors will find 

their way to be optimally placed to support surrounding producers. 

  

8 Horizontal Wells; 500m (b) 8 Horizontal Wells; 1000m 
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(c) 10 Horizontal Wells; 500m (d) 10 Horizontal Wells; 1000m 

  

(e) 12 Horizontal Wells; 500m (f) 12 Horizontal Wells; 1000m 

  

(g) 14 Horizontal Wells; 500m (h) 14 Horizontal Wells; 1000m 

Figure 10 Olympus Upper, Pattern water injection, Realization 22. Sensitivity on the 

number of wells for two different horizontal section lengths. 

 

A different type of sensitivity is shown in Figure 11 where the number of wells 

is fixed, so is the horizontal section length; what varies in these scenarios, is RD. 

Substantial impact may be observed when increasing 2×RD and Dmin; that varies from 

1300 m to 1400. 
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Well spacing = 1300m 

 

(b) Well spacing = 1400m 

 

(e) Well spacing = 1500m 

 

(g) Well spacing = 1600m 

Figure 11 Olympus Upper, Pattern Injection, Realization 22, Sensitivity on Well 

Spacing, 12 Well, 500m 
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Peripheral Water Injection. The robustness of the proposed method was 

assessed for peripheral water injection pattern. Results are shown in Figure 12 and 

Figure 13. Injectors are optimally placed in the highest permeability zones using Kh 

map.  

  

8 Horizontal Wells; 500m (b) 8 Horizontal Wells; 1000m 

  

(c) 10 Horizontal Wells; 1000m (d) 10 Horizontal Wells; 1000m 

  

(e) 12 Horizontal Wells; 500m (f) 12 Horizontal Wells; 1000m 

  

(g) 14 Horizontal Wells; 500m (h) 14 Horizontal Wells; 1000m 

Figure 12 Olympus Upper, Peripheral water injection, Realization 22. Sensitivity on the 

number of wells for two different horizontal section lengths. 
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Well spacing = 1300m 

 

(b) Well spacing = 1400m 

 

(e) Well spacing = 1500m 

 

(g) Well spacing = 1600m 

Figure 13 Olympus Upper, Peripheral Injection, Realization 22, Sensitivity on Well 

Spacing, 12 Wells, 500m 
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Olympus Lower. Similar sensitivities were performed for Olympus Lower, 

Realization 6 as shown in Figure 14, Figure 15, Figure 16 and Figure 17. This 

illustrates the robustness of the proposed method for addressing different types of 

geology. Note that sensitivities were also run on different subsurface realizations for 

both Olympus Upper and Lower with systematic and consistent performance. 

  

6 Horizontal Wells; 500m (b) 6 Horizontal Wells; 1000m 

  

(c) 8 Horizontal Wells; 500m (d) 8 Horizontal Wells; 1000m 

  

(e) 10 Horizontal Wells; 500m (f) 10 Horizontal Wells; 1000m 

  

(g) 12 Horizontal Wells; 500m (h) 12 Horizontal Wells; 1000m 
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 Figure 14 Olympus Lower, Pattern water injection, Realization 6. Sensitivity on the 

number of wells for two different horizontal section lengths. 

 

 

Well spacing = 1300m 

 

(b) Well spacing = 1400m 

 

(e) Well spacing = 1500m 

 

(g) Well spacing = 1600m 
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Figure 15 Olympus Lower, Pattern Injection, Realization 6, Sensitivity on Well 

Spacing, 8 Wells, 500m 

 

  

6 Horizontal Wells; 500m (b) 6 Horizontal Wells; 1000m 

  

(c) 8 Horizontal Wells; 1000m (d) 8 Horizontal Wells; 1000m 

  

(e) 10 Horizontal Wells; 500m (f) 10 Horizontal Wells; 1000m 

  

(g) 12 Horizontal Wells; 500m (h) 12 Horizontal Wells; 1000m 

Figure 16 Olympus Lower, Peripheral water injection, Realization 6. Sensitivity on the 

number of wells for two different horizontal section lengths. 
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Well spacing = 1300m 

 

(b) Well spacing = 1400m 

 

(e) Well spacing = 1500m 

 

(g) Well spacing = 1600m 

Figure 17 Olympus Lower, Peripheral Injection, Realization 6, Sensitivity on Well 

Spacing, 8 Well, 500m 
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 Summary 

Engineers often need rapid methods that may not necessarily provide the most 

optimal solution but are capable of scanning a large set of potential development 

scenarios, running sensitivities on these scenarios, and accounting for large uncertainty 

on reservoir properties during the process. “Static”, map-based, optimizers are 

employed for that purpose. These optimizers use 2D “quality maps” that indicate the 

good regions to be targeted for optimal well placement. Selection of the quality map, 

the suitability of the well placement algorithm to address a wide range of development 

scenarios, the robustness of the process and its capability to be automated to address a 

large number of potential scenarios with their associated sensitivities are all challenges 

that need to be addressed in static optimization methods. 

We propose a map-based method that optimizes production and injection 

wells’ placement based on a pre-defined well spacing (minimum distance between 

wells). Wells are automatically and optimally placed using primarily a net hydrocarbon 

thickness (NHCT) map. The NHCTmapis updated after every well placement by 

eliminating a disk (Black Hole) of a radius defined by the well spacing. Different radii 

are used to accommodate producers and injectors. For horizontal wells, once the 

heel/toe of the well is placed the method identifies the azimuth corresponding to a 

maximum cumulative NHCT value. 

The proposed method is systematically and thoroughly validated using a 

publicly available synthetic field (Olympus) that is inspired by a green oil field in the 

North Sea and developed for the purpose of a benchmark study for field development 

optimization. Results clearly illustrate the proposed method’s capability of efficiently 
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and robustly identifying optimal well placement in comprehensive scenarios including 

vertical and horizontal wells in pattern and peripheral water injection schemes. 
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CHAPTER 3 

 

 WELL PLACEMENT OPTIMIZATION: THE BLACK 

HOLE PARTICLE SWARM OPTIMIZATION (BHPSO) 
 

In this chapter, we describe the BHPSO methodology and apply it to the 

Olympus optimization challenge. The BHPSO is an automated optimization algorithm 

that optimize some of the input parameters of BHO (Chapter 2). We first introduce the 

workflow of the traditional PSO optimizer, and then describe how it was merged with 

BHO to form the BHPSO algorithm. Next, we validate our methodology by comparing 

its performance with that of the PSO algorithm on three different optimization problems 

on the Olympus field.  

 

 BHPSO Workflow 

Two algorithms were combined to form the black hole particle swarm 

optimization algorithm (BHPSO): 1) PSO and 2) BHO (Chapter 2). In the following, we 

briefly describe both algorithms before detailing the process through which they are 

used to form the efficient well placement optimization method presented in this work. 

 

 Particle Swarm Optimization (PSO) 

PSO is an evolutionary algorithm developed by Kennedy and Eberhart in 1995 

[86]. It is inspired by a close behavioral review of schools of fish and flocks of birds. 

Normally, fish and birds travel in groups without colliding with one another by 

following the group and adjusting to its position and velocity based on the information 

provided by the group itself. Each “particle” represents a solution of the objective 
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function, and a “swarm” depicts the group of particles involved in the optimization 

workflow. These particles could be further grouped into subgroups (neighborhood 

topologies) allowing the exchange of information with other particles in addition to 

their own. 

The position of each particle in the search space is driven by a calculated 

velocity parameter based on previous iteration results. The velocity is updated by a 

mathematical formulation between the prior particle velocity, its distance to the position 

where the particle achieved its local best and its distance from the particle that achieved 

the global best. Each particle memorizes the best position or “solution” it attains during 

the entire optimization process (local best). The algorithm also memorizes the best 

position attained by any of its particles (global best) [87]. The velocity is truncated by a 

maximum value defined by the boundary of the search space. The position and the 

velocity relationship are obtained by the formula below and illustrated by Figure 18 : 

xi,j(k + 1) =    xi,j(k) +  vi,j(k + 1)                                                                            (3) 

vi,j(k + 1) = w × vi,j(k) + cpr1 (pbest(i,j) − xi,j(k)) + cgr2 (gbest(i,j) − xi,j(k))     (4) 

Where, i refers to the particle, j refers to the optimization variable and k refers to the 

current iteration. 
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Figure 18 Graphical Illustration of the PSO particle velocity and position calculation. 

Extracted from [32] 

 

The velocity equation involves three main parameters: the inertia weight (w), 

the cognitive weight (cp) and the social weight (cg). The inertia weight defines the 

impact of the trend towards the previous particle velocity, the cognitive weight defines 

the impact of the trend towards the particle local best (pbest(i,j)) and the social weight 

defines the impact of the trend towards the swarm global best (gbest(i,j)). PSO also 

involves two independent uniform random variables r1 and r2 between 0 and 1. The 

main purpose of these variables is to make the overall process stochastically-dependent 

which helps the optimizer avoiding local optima traps. 

Many theoretical analyses were conducted in order to gain deeper insight into 

the mechanism of PSO. Some researchers assessed the convergence rate of PSO by 

running a sensitivity analysis on its algorithmic parameters [88–90]. Others introduced 

different neighborhood topologies e.g. star topologies [17], random topologies [91] and 

several other topologies. In this manuscript , we employed the star PSO that considers 
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the swarm as a single neighborhood moving toward the local best of every particle and 

the global best of the whole swarm along with the algorithmic parameter used in [87] 

(𝑤 = 0.721, 𝑐𝑔 = 𝑐𝑝 = 1.1931). The sensitivity analysis on algorithmic parameters and 

neighbourhood topologies of PSO was kept for future investigations as the main 

objective of this manuscript is to show the advantage of merging BHO with the PSO 

algorithm. 

 

 BHPSO – Black Hole Particle Swarm Optimization 

The BHPSO workflow is summarized in Figure 19. Below we describe the 

different building blocks of the algorithm as applied to well placement in a pattern 

water injection scheme. Injectors’ placement in a peripheral water injection scheme may 

use a similar process. However, this part was left for future work. 

 

Figure 19 Schematic of BHPSO workflow. 
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3.1.2.1 Convergence Criteria 

It is a challenging task to set convergence criteria for evolutionary algorithms, 

as these criteria cannot be mathematically proven. In this work, convergence of BHPSO 

is declared when one of the following two conditions is met:  

A maximum number of iterations, 𝐼𝑡𝑒𝑟𝑚𝑎𝑥 is reached. In this work, Itermax = 30.No 

further improvement of results is observed after a prescribed number of iterations, 

Iterconv. These conditions are set due to limitations in computational power, simulation 

time and observations from the runs specific to the Olympus Challenge. Further 

investigations are needed to define more robust convergence criteria for BHPSO.  

Initialization of the Optimization Parameters 

The PSO algorithm initializes the solution vector of the black hole operator. The 

solution vector includes five parameters that can be categorized into: 

 Discrete parameters  

- Row index of the i and j coordinates of the first well on the NHCTmap_prod 

in the case of a vertical well. 

- Row index of the i and j coordinates of the first well toe/heel on the 

NHCTmap_prod in the case of a horizontal well 

- Well count: A number between a predefined minimum and maximum. 

- Horizontal section length (in the case of a horizontal well), LHz: A 

number between a predefined minimum and a maximum.  

 Continuous parameter 

- Well spacing factor (F): Dimensionless parameter between 1 and 2. 

 Binary parameter  
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- Well trajectory: “0” represents a vertical trajectory and “1” represents a 

horizontal trajectory.  

While the convergence criteria defined in the above section is not met, the well 

placement optimization parameters are updated through the following steps. 

 

3.1.2.2 Placement of the First Well  

This is the only well that is placed by PSO which makes the whole process 

independent of the number of wells and hence is the drastic efficiency of the proposed 

method. PSO selects the well location (i and j coordinates) based on results from 

previous iterations. Once selected, BHO eliminates a disk “black hole” from the 

NHCTmap_prod  around the selected location with a radius equals to 2 × TWS, where 

TWS is the Technical Well Spacing. TWS is used for BHPSO exclusively to ensure a 

place for all wells on the NHCTmap_prod and is defined by: 

TWS = F√
Ar

2πNw
                                                                                                            (5) 

where Ar, Nw and F denote, the total NHCTmap_cuttoff area, the number of wells, and the 

“well spacing factor”, respectively. The NHCTmap_cuttoff is a cut-off NHCTmap at a 

value of 2m to reduce the search area for the optimization algorithm (Figure 20). Note 

that the NHCTmap_cuttoff is only used for the placing the first well which is always a 

producer. F is a multiplier introduced to the technical well spacing formula to enable 

variability and flexibility in the selection of the optimal horizontal well length and 

distance between wells. Simultaneously, BHO eliminates a “black hole” from the 

NHCTmap_inj with a radius equal to TWS to enable optimal well placement of injectors. 
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Figure 20 NHCTmap and corresponding cutoff at a value of 2m. 

 

3.1.2.3 Placement of the Remaining Wells  

The remaining wells (whose number is decided by PSO) are placed by BHO, 

sequentially, using the NHCTmaps . The operator picks the location of the next producer 

or injector based on the maximum NHCT value on the relevant black-holed maps, 

( NHCTmap_prod) for producers and  NHCTmap_inj for injectors. First, the black hole 

operator places the producers, one by one, while blacking the  NHCTmap_prod with a 

radius of 2XTWS and the  NHCTmap_inj with a radius 1XTWS around the location of the 

placed producers. Then, after placing all the producers, the injectors are placed, one by 

one, while blackholing again the  NHCTmap_inj with a radius of 2XTWS around the 

location of the placed injectors. This ensures a pattern – like injection scheme where 

there is at least an injector optimally placed between any two producers. Note that 

producers are placed first to give them priority on areas with highest NHCT values. 
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3.1.2.4 Case of Horizontal Wells – Well Azimuth Optimization 

BHO provides the core algorithm (PSO) with the option to alter the trajectory 

type (horizontal vs. vertical wells). The trajectory option is a binary variable where all 

wells are either horizontal or vertical. For horizontal trajectory, after locating the toe 

(same as vertical trajectory discussed above), BHO assesses the NHCT corresponding to 

different azimuths as illustrated in Figure 4 and selects the azimuth crossing through 

the cells having the maximum cumulative NHCT. Note that the horizontal wells are 

placed in specified vertical layers and their length is an optimization parameter that is 

altered by PSO. In this work, we have chosen an increment of 45 degrees. However, this 

number is a user-set parameter that can be changed to any other value. As for vertical 

trajectory, wells are chosen to be fully penetrating all the layers. 

 

3.1.2.5 Platform Placement Optimization 

NPV optimization involves optimal platform optimization. In this work, a 

single platform is used; the optimizer search for the cell on the NHCTmap yielding to the 

lowest cumulative well’s trajectory (from platform to toe). Note that the platform 

position defines the heel/toe of the well. Among the two end points of the horizontal 

section, the heel is the closest point of the well to the platform while the toe is furthest 

point of the well to the platform. 

 

3.1.2.6 Swarm Evaluation and Algorithmic Parameters Update 

Each PSO iteration holds several particles or “simulation cases” in which their 

optimization parameters are updated at each iteration. The simulation results are fed into 

an operator that updates the position and velocity of each particle. The updated position 



 

73 

of each particles defines the values of the parameters of the next iteration in the 

optimization process. The process re-iterates until convergence criteria is met.  

 

 Results 

In this section, we briefly introduce the Olympus challenge and the associated 

reservoir model. Then, we validate BHPSO by comparing its performance to that of the 

standard PSO. 

 

 Development Driving Value – The Optimization Objective Function 

BHPSO was tested on the Olympus optimization challenge, which aims at 

assessing novel algorithms for field development optimization under uncertainty. This 

challenge mainly revolves around three main optimization parts: Optimization of 1) 

Well Control (WC), 2) Well Placement (WP) and 3) Joint WP + WC. In this work, we 

focus on the WP exercise where the number, location, type, and trajectories of wells are 

to be optimized under subsurface uncertainty represented by 50 geological realizations.  

The field development plan is evaluated by the expected Net Present Value 

(NPV) over a fixed project duration of 20 years. Table 1 lists the input parameters 

required for NPV calculation.The NPV for each of the development scenarios is defined 

by (US $): 

NPV =  ∑
R(ti)× Δki 

(1+d)
ti

τ⁄

Nt
i=1                                                                                                     (6) 

where, ∆ki =  ki −  ki−1, the time period between ki and ki−1, in days, d is the discount 

factor, τ is number of days in a year and R(ti) is the sum of all costs and revenues 

acquired within the time period ∆ti.The cost term R(ti) in US$ and is calculated using 

the following formula: 
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R(ti) = Qop(ti) ∙ rop −  Qwp(ti) ∙ rwp − Qwi(ti) ∙ rwi − P − D(ti)                       (7)  

Where: 

Qop, Qwp and Qwi are the cumulative oil production, water production and water 

injection volumes over ∆ti, respectively. 

rop, rwp and rwi are the oil revenue (price), water production handling cost and water 

injection handling cost, respectively; all in $ per unit volume,  

P is the platform cost 

D(ti) is the total well drilling and completion costs incurred during the time period ∆𝑡𝑖  

The time period (in days) to drill a well is denoted by the following: 

∆𝑡𝐷 = 0.015 ∙ ∆𝑍 + 0.02 ∙ |∆XY |                                                                             (8) 

Where, ∆𝑍 and |∆XY | = √(∆X)2 + (∆Y)2  are the vertical and horizontal step out of the 

well end point from the Platform location, respectively. 

 
Table 1 Input parameters used to calculate the objective function. 

Contribution Value Units 

Platform cost 500 Million $ 

Drilling & well completion 500*ΔZ + 10000 *ΔXY $, ΔZ and ΔXY in m 

Oil price 45 $ per bbl 

Water production cost 6 $ per bbl 

Water injection cost 2 $ per bbl 

discount factor (Annual) 0.08 Dimensionless 

 

 Validation of the Proposed Optimization Method – BHPSO vs. PSO 

A comparative study was conducted to demonstrate the advantages of 

combining the BH operator with evolutionary algorithms; PSO in this work. This study 

entails a three-dimensional sensitivity analysis for comparing the performance of PSO 

and BHPSO algorithms in relation to problem complexity, swarm size and stochastic 
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nature of the core algorithm. Thus, the size of the search space, and the amount of 

computational load vary for the different sensitivities.  

In all sensitivities, the same algorithmic parameters [87] and neighborhood 

topology (star topology) were used for the core optimizer (PSO algorithm) of both 

algorithms. Furthermore, both algorithms were initialized in each sensitivity with the 

same initial solution using the BH operator and run for a fixed number of iterations (30 

iterations). The NPV was used as the objective function and computed using Equation 

6. The reservoir of interest for the validation purpose is Olympus Upper, Realization 22. 

It is worth noting that some of the optimization parameters were excluded in this study 

since it was practically infeasible to optimize them using the standard PSO; which is not 

the case of BHPSO. 

 

3.2.2.1 Sensitivity 1 – Problem complexity 

BHPSO and PSO were applied to two optimization problems with different 

levels of complexity. Problem 1 entails the optimization of the location of 6 vertical 

wells. In this problem, the PSO is optimizing 6 decision variables (e.g., 6 row indices of 

x, y coordinates) while the BHPSO is optimizing only two decision variables (e.g., first 

well index of x, y coordinates and well spacing factor (𝐹)). On the other hand, Problem 

2 involves the optimization of the location and azimuth of 12 horizontal wells of a fixed 

horizontal section length (500 m). PSO, in Problem 2, is optimizing 24 decision 

variables (e.g., 12 row indices of x, y coordinates and 12 well azimuths) while BHPSO 

on the other hand, is optimizing only two decision variables (e.g., first well index of x, y 

coordinates and well spacing factor (𝐹). This reduction in the number of decision 

variables is induced by the BH operator which is taking a major part of the optimization 
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load. Furthermore, in both problems, the optimization run of each algorithm was 

repeated three times and average NPV was generated for comparison. Figure 21 

illustrates the progression of NPV for both algorithms in the selected simulation 

problems. 

  

  

 

(a) (b)  

Figure 21 Performance comparison between BHPSO and PSO with a swarm size of 10 

particles on 2 different simulation cases (Problems 1 and 2): a) 6 vertical wells, and b) 

12 horizontal wells. BHPSO performance is represented by the green curves while the 

standard PSO is represented by the red curves. The single simulation trials are depicted 

by dashed lines while their average is depicted by a bold line. 

 

In Problem 1 (Figure 21a), BHPSO systematically outperforms the standard 

PSO in all three trials. BHPSO shows a better tendency in avoiding local optima traps 

making its progression more efficient than that of the PSO. With BHPSO, NPV reaches 

an average of 561 million US dollars (MM US$) while the average for PSO is 470 MM 

US$; 19 % less than the result of the BHPSO. On average, BHPSO achieved a 40 % 

improvement over its first trial while PSO has achieved a 17.5 % improvement over the 

same first trial. Furthermore, unlike PSO, BHPSO has a consistent performance over the 

3 trials where there is a minimal difference in the reached optimal values compared to 

those reached by PSO. 
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Problem 2 (Figure 21b) involves a new type of decision variable, the azimuth 

of the horizontal section of the well, which made it a more complex problem than 

Problems 1. As expected, BHPSO is drastically outperforming the PSO in this problem. 

Similar to Problems 1, trials of BHPSO are converging faster than those with PSO. 

BHPSO reaches an average optimal value of 813 MM US$ that is higher than that 

reached by PSO (720 MM US$). On average, BHPSO achieved a 53.3 % improvement 

vs. its initial trial while PSO achieved a 36.5%.  The complexity of this problem has 

slightly affected the consistency of BHPSO performance as we see a difference between 

the optimal values of different trials; however, this difference is relatively minimal (5 

%). The convergence factor of BHPSO will be tackled in future work on neighborhood 

topologies and algorithmic parameters of the core optimizer (PSO).  

 

3.2.2.2 Sensitivity 2 – Number of Particles 

Considering the difference in the number of decision variables between the two 

algorithms, it was decided to investigate the effect of the swarm size on the algorithm’s 

performance. Thereby, in this sensitivity, BHPSO and PSO were employed for Problem 

1 with two different swarm sizes: 15 and 20 particles.  At both swarm sizes, both 

algorithms were initialized with same initial solution that was used for Problem 1 in 

sensitivity 1 and their optimization run was repeated three times. Figure 22 illustrates 

the progression of NPV for both algorithms at different swarm sizes. 
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(a) (b)  

Figure 22 Performance comparison between BHPSO and PSO on Problem 1 and with 

two different swarm sizes: a) 15 particles and b) 20 particles. BHPSO performance is 

represented by the green curves while the standard PSO is represented by the red 

curves. The single simulation trials are depicted by the dashed lines while their average 

is depicted by the bold line. 

 

Similar to observations in sensitivity 1, BHPSO is outperforming PSO in all 

optimization runs. With 15 particles (Figure 22a), NPV with BHPSO reaches an 

average of 567 million US dollars (MM US$) while the average for PSO is 482 MM 

US$; 17.6 % less than the result of the BHPSO. On the other hand, with 20 particles 

(Figure 22b), NPV with BHPSO reaches an average of 574 million US dollars (MM 

US$) while the average for PSO is 492 MM US$; 16.6 % less than the result of the 

BHPSO. Relative to results of Problem 1 in sensitivity 1, the convergence rate of 

BHPSO is drastically improving. With 10 particles in Sensitivity 1 (Figure 21a), 

BHPSO is reaching a near optimal value in 20 iterations whereas with 15 and 20 

particles in sensitivity 2 (Figure 22a, b), BHPSO is nearly converging at 10 – 12 

iterations. Furthermore, observing the final results for 10 particles in Sensitivity 1 

(Figure 21a) and for 15 and 20 particles (Figure 22a, b) in Sensitivity 2, we see a 

minimal improvement of PSO relative to BHPSO. With further increase in the swarm 

size, this improvement may grow however, according to results, it will require a large 
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swarm size to meet the performance of BHPSO. More difficulty arises when the 

problem is more complex and include a larger number of decision variables.  

 

3.2.2.3 Sensitivity 3 – Stochastic Nature 

In sensitivities 1 and 2, optimization runs were repeated only three times and 

was deemed sufficient for the purpose of each sensitivity, however such number could 

be considered insufficient to compare both algorithms in relation to the stochastic nature 

of the core algorithm. Thereby, in this sensitivity, Problem 1 was repeated ten times and 

the average NPV was used for comparison between the two algorithms. Figure 23 

illustrates the progression of the NPV of 10 optimization runs for both algorithms along 

with their average. 

 

 

   

Figure 23 Performance comparison between BHPSO and PSO with a swarm size of 10 

particles on Problem 1. BHPSO performance is represented by the green curves while 

the standard PSO is represented by the red curves. 

 

As expected, BHPSO is also outperforming PSO in all optimization runs. 

Similar to the results attained in Problem 1, NPV with BHPSO reaches an average of 
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561 million US dollars (MM US$) while the average for PSO is 475 MM US$; 18.5 % 

less than the result of the BHPSO. On average, BHPSO achieved a 40 % improvement 

over its first trial while PSO has achieved a 17.5 % improvement over the same first 

trial. Once again, BHPSO shows consistency in the final results as there is a minimal 

difference (3 %) between the maximum and the minimum trials unlike PSO where the 

difference reached 18 %. 

 

 Summary 

Well placement optimization is a very challenging task in field development 

planning as it involves a large number of optimization variables resulting from the 

multidimensional space of well parameters. Manual assessment of the permutation of 

these variables yields an excessively large number of scenarios and, hence, is practically 

infeasible in the process of field development planning. 

In this chapter, we introduce a new hybrid evolutionary optimization method; 

the Black Hole Particle Swarm Optimization (BHPSO) for simultaneously optimizing 

well count, location, type, and trajectory. For each particle in a BHPSO “iteration”, the 

location of the first producer is identified using Particle Swarm Optimization (PSO) 

based on the NHCT map. The remaining wells (producers and injectors), whose number 

is also potentially decided by PSO as an optimization parameter, are then automatically 

and optimally placed using BHO where wells are automatically and optimally placed 

using primarily a net hydrocarbon thickness (NHCT) map. The NHCT map is updated 

after every well placement by eliminating a disk (black hole) of a radius defined by the 

well spacing. Different radii are used to accommodate producers and injectors. For 
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horizontal wells, once the heel/toe of the well is placed the method identifies the 

azimuth corresponding to a maximum cumulative NHCT value. 

The computational complexity of the proposed method is, thus, independent of 

the number of optimized wells. This drastically reduces the number of optimization 

parameters and, hence, the computational requirement to converge to an optimal 

solution. The proposed method is systematically and thoroughly validated using the 

publicly available synthetic field (Olympus) that is inspired by a green oil field in the 

North Sea and developed for the purpose of a benchmark study for field development 

optimization. Results show a systematically superior performance of the proposed 

BHPSO algorithm compared to the standard PSO. 
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CHAPTER 4 

 

 WELL PLACEMENT OPTIMIZATION UNDER 

GEOLGOCIAL UNCERTAINTY 
 

In this chapter, we present a novel method for selecting a representative subset 

of geological realizations to be used within the BHPSO workflow. We first introduce 

the Statistical map along with the workflow that was considered for selecting a 

representative subset of realizations. Next, we apply the presented methodology on the 

Olympus challenge and compare its results with two popular scenario reduction 

methods: the RMfinder and the Kmeans – kmediods methods 

 

 Methodology 

A “robust” field development plan can be generally obtained via two different 

optimization approaches: (1) “Scenario-Based Optimization” or (2) “Robust 

Optimization”. Both approaches require the selection of a subset of subsurface 

realizations to reduce the computational load of the optimization process. Nevertheless, 

the main difference between the two approaches lies in the technicalities of the 

optimization workflow. Scenario-based optimization entails optimizing well placement 

over each selected realization on its own and thereby resulting in a number of optimal 

development scenarios. On the other hand, “robust” optimization involves a 

simultaneous optimization of well placement over all selected realizations, hence 

resulting with a single optimal development scenario. Each of the above approaches has 

its pros and cons [92]. However, in this work, the scenario-based optimization approach 

was adopted as it fits the nature of BHPSO: the core optimization algorithm. 
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Additionally, scenario-based optimization results with several optimal scenarios allow 

assessment of several statistical measures (e.g., P90 NPV, average NPV and standard 

deviation) in the comparative analysis. 

The ultimate objective of a reservoir engineer/geoscientist is to reach an 

optimal development scenario that is robust to uncertainty within a project timeframe. 

The subsurface uncertainties translate into a set of reservoir simulation models 

(realizations) that can be derived geostatistically or based on multiple geological 

concepts. Selecting a development plan based on one subsurface realization (e.g., “base 

case”) may be sub-optimal and may imply unbearable risks on the project economics 

especially for capital intensive projects in an era of oil price volatility. Consequently, 

the project “driving value” (e.g., NPV and COP) should meet/exceed specific prescribed 

targets not only according to a “base case” subsurface realization, but also on a majority 

of subsurface realization, e.g., the P90 realization; that is there is a 90% that the 

proposed development plan meets its objectives. All should be done within a project 

decision timeframe, a typical challenge in real field development planning projects. 

We addressed this challenging objective through a “pragmatic” optimization 

workflow that combines the BHPSO algorithm and the SNHCT map. The main 

contribution of this work is the introduction of the statistical NHCT map and its 

combination with BHPSO as a drastically efficient method to address uncertainty in 

well placement optimization. In the following, we describe the workflow of the 

proposed SNHCT map and elaborate on the process through which BHPSO and SHNCT 

are combined to meet the defined objectives. 
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 The Statistical NHCT map   

The NHCT map is a 2D map that delineates the “sweet spots” of the reservoir 

hence making it an efficient tool for placing wells. The 𝑁𝐻𝐶𝑇 value is calculated for 

each cell in the aerial direction of the simulation model (i, j coordinates), as follows: 

NHCTij = ∑ φijk
Nk
k=1 NTGijk(1 − Swijk)Zijk                                                             (9) 

Where Zijk, Swijk, φijk and NTGijk, denote the thickness, water saturation, porosity and 

net-to-gross of the grid block cell ijk. NHCTij has the same unit as Zijk, that is meter.  

NHCTij is indirectly related to the following properties: 

1. Height above free water level. 

2. Porosity and permeability. 

To delineate statistical sweet spots among all defined geological realizations, 

we combine all maps intoError! Reference source not found. the so-called 

statistical NHCTmap, SNHCTmap depicted in Figure 24. This concept stands on two 

pillars: 1) the average NHCTmap and the P90 NHCTmap.  

 

 

(a) 

 

                         (b) 
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(c) 

Figure 24 Statistical NHCT map with b = 1 (a), b = 0 (b) and b = 0.5 (c). 

 

The NHCT for each cell on each of these maps is calculated as follows: 

Average NHCTij  =  
∑ (𝐍𝐇𝐂𝐓𝐢𝐣)𝐫

𝐑
𝐫=𝟏

𝐫
                                                                             (10) 

where 𝑟 is the index of each geological realization and 𝑅 is the total number of 

geological realizations. 

P90 NHCTij  is a NHCT value of a particular ij cell defined in such a way that there is 

90% chance that the assigned value is exceeded within the set of NHCT values of all 

geological realizations in this particular cell.  

The average NHCTmap defines areas with high average NHCT while P90 NHCTmap 

identifies areas with high 90th percentile value; that is areas with more than 90% chance 

of occurrence of a sweet spot. Combining the two maps marks well placement areas 

with high likelihood of success. For generating the SNHCTmap, both the average and the 

P90 NHCT maps are normalized and a user-defined variable b between 0 and 1 is 

incorporated to different map combinations. Hence, the NHCT for each cell on the 

SNHCTmap, is calculated as follows: 

SNHCTij =  b ×  (P90 NHCTij)Norm + (1 −  b) × (Average NHCTij)Norm       (11) 

Therefore, b = 1, b = 0.5 and b = 0 represent the P90 𝑁𝐻𝐶𝑇 map, a combined version 

of the P90 and average 𝑁𝐻𝐶𝑇 map and the average 𝑁𝐻𝐶𝑇 map, respectively. 
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 Workflow 

The workflow of the scenario reduction method workflow implemented in this 

work is described in Figure 25. In the proposed method, we aim to maximize the 

average and P90 NPV of the field using a single geological realization (reservoir 

model). BHPSO is a map guided optimization algorithm, which requires a quality map 

in addition to a representative simulation model. The SNHCTmap is used as the main 

quality map for the optimization process while the representative simulation model is 

selected using the following workflow: 

1. Generate the NHCTmap for each defined geological realization. 

2. Generate the average NHCTmap and the P90 NHCTmap from all geological 

realizations. 

3. Calculate the “Absolute Difference” map for each realization for both the P90 and 

the average NHCTmap. The “Absolute Difference” map is the difference between the 

NHCT of a realization and the relevantNHCTmap. Each cell on the Absolute 

Difference NHCT map of a particular realization r is calculated as follows: 

(Absolute difference NHCTij)Average,r
=  |Average NHCTij  −   NHCTijr

|       (12) 

(Absolute difference NHCTij)P90,r
=  |P90 NHCTij  −   NHCTijr

|                      (13) 

4. Calculate the total absolute difference (tP90,r, tAverage,r) for each realization relative 

to the P90 and average NHCTmap respectively: 

tAverage,r =  ∑ ∑ (Absolute difference NHCTij)Average,r

Jmax
j=1

Imax
i=1                         (14) 

tP90,r =  ∑ ∑ (Absolute difference NHCTij)P90,r

Jmax
j=1

Imax
i=1                                       (15) 
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Where Imax and Jmax denote the total number of cells in the I and J directions, 

respectively. 

5. Normalize the total absolute difference (tP90,r, tAverage,r) 

(tAverage,r)
normalized

=  
tAverage,r−min (tAverage,r,   r∈R)

max(tAverage,r€R)− min (tAverage ,   r ∈R )
                                    (16) 

(tP90,r)
normalized

=  
tP90,r−min (tP90,   r ∈R )

max(tP90,r€R)− min (tP90,   r ∈R)
                                                         (17) 

6. Calculate the combined absolute difference (𝑡𝑐,𝑟) for each realization 

tc,r =  b × (tAverage,r)
normalized

 + (1 −  b) × (tP90,r)
normalized

                          (18) 

7. Select the subsurface realization with the lowest tc,r. 

8. Run BHPSO using the reservoir model corresponding to the selected subsurface 

realization along with the generated  

 

 

Figure 25 Summary of the proposed optimization under uncertainty workflow  
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 Rmfinder Scenario Reduction Method [12] 

RMfinder presents a mathematical model developed to model the 

representativeness of a subset of realizations with respect to the full set of realisations. 

The model is optimized using a greedy algorithm towards identifying the representative 

realizations. The objective function1 of the model is a combination between three main 

criteria that when minimized, leads to high quality representative realizations. 

Ftot = q1Fcross + q2. Frisk +  q3Fatr                                                                            (19) 

Where, Fcross, Frisk and Fatr are the cross-plot objective function, the risk curve 

objective function, and the attribute – level objective function and q1, q2 and q3 are 

constants representing the weighting factor of each objective function.  

The Cross Plot Objective Function (Fcross ) assesses the representativeness of 

the selected realizations on the cross plots of four simulation variables as illustrated in 

Figure 26. These variables are the Net Present Value (NPV), Oil cumulative production 

(Np), Water cumulative production (Wp) and Oil recovery Factor (ORF) of a 

development scenario optimized to a base case (P50) reservoir model. At each iteration, 

the optimization algorithm selects certain realizations, and allocate to each of the 

selected realizations, a cluster of realizations based on the closeness in terms of 

Euclidian distance to the relevant realization. After allocating a cluster of realizations to 

each selected realization, the cross-plot function of a certain projection is calculated as 

the sum of the Euclidian distances between the cross plots properties of the selected 

realization and those of its allocated realizations. This is conducted for all six 

projections and the results are summed to represent the total cross plot function as 

follows: 
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Ftotal
cross = q4. Fcross

NPV.Np
+ q5. Fcross

NPV.Wp
+ q6. Fcross

Np.Wp
+

q7. Fcross
ORF.Wp

+ q8. Fcross
Np.ORF +  q9. Fcross

NPV.ORF                                       (20) 

Consequently, the subset of realizations with less 𝐹𝑡𝑜𝑡𝑎𝑙
𝑐𝑟𝑜𝑠𝑠is deemed more 

representative. Note that the weights (q4...q9) assigned for each component of the 

overall objective function allow the user to lend an importance to any aspect of the 

optimization procedure. 

The Risk Curve Objective Function (Frisk) assesses the spread in of the 

representative realizations on the cumulative probability curve of the whole set and is 

thus applied on a variable-to-variable basis, with an adequate representative model 

showing equal distancing between its comprising realizations in the risk curve. Frisk of 

indicator a is calculated as follows:   

Frisk
a =  ∑ di

2 n
i=0                                                                                                      (21) 

Where di is the Euclidian distance between two consecutive realizations on the 

cumulative curve function and n is number of selected realizations. Hence, with less 

Frisk
a, the difference between distances decreases, allowing for more representative 

realizations to be selected (Figure 27). The risk curve objective function is the sum of 

Frisk of the main indicators: 

Ftotal
risk = q10. Frisk

NPV + q11Frisk
Wi + q12. Frisk

Wp
+ q13. Frisk

Np
               (22) 

Where Frisk
NPV, Frisk

Wi
, Frisk

Wp
 and Frisk

Np
 respectively represents the risk curve 

function of the Net Present Value, Cumulative Water Injection, Cumulative Water 

Production and Cumulative Oil Production. Note that additional indicators could be 

incorporated based on user knowledge and experience. The weights assigned for each 
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component of the overall objective function allow the user to lend an importance to any 

aspect of the optimization procedure.  

The Attribute - level Objective Function ( Fatr) assesses the relative frequency 

of the attributes within both the RM and the original set, in other words, the probability 

of an attribute value lying within a level must ideally be the same for the RM as it is for 

the original set. This aspect is represented by the use of Fdist, the distribution function, 

and a corresponding penalty is assigned via Fpenalty in case an attribute level is not 

present within the RM, as that would surely mean the representative set is not as close 

to the original set as can be. As such, the attribute function is obtained by the following: 

Fatr = (1Fpenalty(R)) . Fdist                                                                                      (23) 

With the distribution function as: 

Fdist = ∑ (relfreq(a, l, RM) − relfreq(a, l, R))2
a∈l|(l1,l2,…..ln(a)

                                  (24) 

And the penalty function as: 

Fpenalty(R) = 0. If all attribute-level pairs occur at least one time in the RM for every 

scenario in R 

Fpenalty(R) = 1 : All other cases  
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Figure 26 Cross plots for a number of simulated realizations. Extracted from [36] 

 

Figure 27 Good (left) vs. poor (right) selection of 10 representative realizations using 

the risk curve objective function. Extracted from [36]. 

 

 

 k-Means – k-Medoids Clustering Scenario Reduction Method [14] 

This method combines two clustering methods; k-means and k-medoids that 

work back-to-back for selecting a representative subset of realizations. k-means aims to 

partition n realizations into k clusters in which each of the realizations belongs to the 

cluster with the nearest mean. Following the k-means application, k-medoids marks one 

realization from each cluster as the cluster representative. The nominated realization 

shall have the least sum of the Euclidean distances between its measuring criteria and 

those of the remaining realizations. 

The main contribution of this work does not lie in the clustering method itself 

but in the measuring criteria that is used. In this work, purely flow-based criteria were 

used since, as was concluded by Shirangi [31], is a good representation for different 

well setting configurations and is easy to compute. As such, the first step is the creation 

of the flow response vectors, where each vector is representative of the flows within a 

specific realization. The flow response vector is computed from running the P50 

optimal scenario over the full set of realizations. The response vector for realization mj, 
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part of the original set Mfull = [m1, m2, m3, … . mNR]. In this instance, 𝑁𝑅 is the total 

number of realizations in the original set (with 𝑟𝑛𝑟 ≪ 𝑁𝑅 ) and x is the well parameter 

vector, which defines variables such as BHP. 

The low dimensional vector is defined as follows: 

rj(x, mj) = [q1
j
, q2

j
, … qNw

j,
]T                                                                                  (25) 

Where, 𝑵𝒘 is the number of wells. As such, for each well, depending on its type, the 

flow response vector can be represented as follows for a producer well k using the 

cumulative amounts of water production of water and oil: 

qj
k = [Qo,1

k, Qo,2
k, … . Qo,nt

k, Qw,1
k, Qw,2

k, … Qw,nt

k]                                              (26) 

Where, nt is the number of time intervals chosen for the response vectors whereas Qo,i
k
 

and Qw,i
k
represent the amount of oil and water produced within the ith time interval.  

For a producer well however, only the injected water is considered: 

qj
k = [Qw,1

k, Qw,2
k, … Qw,nt

k]                                                                                   (27) 

Having obtained the flow response vectors, the low dimensional vector rj(x, mj) is 

obtained for all realizations, and are then added together to form the flow-based feature 

matrix Zf as follows: 

Zf = (

r1(x0
1) ⋯ rNr

(x0
1)

⋮ ⋱ ⋮

r1(x0
b) ⋯ rNr

(x0
b)

)                                                                              (28) 

 With b is the number of different well parameter vectors used. In this work, b was 

defined to be one as we are only using the base case for selecting the subset of 

realizations same as in [31]. 

Having obtained Zf, the matrix is normalized by the number of rows and then 

each row is normalized by the standard deviation. Afterwards, the clustering methods 

are applied, in this instance k-means clustering is used in order to subdivide the total set 
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of realizations into k clusters, then k-medoids clustering is used to extract the k 

medoids, in other words, extract one realization per cluster as being representative. 

Below steps summarize the method: 

1. The creation of flow response vectors for each realization. 

2. The use of these flow response vectors for the creation of the 𝒁𝒇 matrix. 

3. The normalization of the matrix. 

4. Start of the iteration. 

5. The use of k-means clustering to obtain n clusters of realizations. 

6. The use of k-medoids clustering in order to obtain one realization per cluster. 

7. Calculation of the difference between the original set and the smaller selected 

set. 

 

 Results and Discussion 

First, we employ the proposed method and conduct a sensitivity analysis on the “b” 

parameter. Then, we apply the two scenario reduction methods (k-means – k-medoids 

clustering method [14] and RMfinder method [12]) and perform a comparative analysis 

between our proposed method and the results obtained with these scenario reduction 

methods. The comparative analysis is conducted on Olympus Upper of the Olympus 

field (Olympus Upper) since it involves is associated with high uncertainty in the spatial 

distribution of reservoir properties. A description of the Olympus field is provided in 

Chapter 2. 
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 Application of the Proposed Method – The Statistical NHCT map  

SNHCTmap guides BHPSO in optimizing over a “single” representative 

realization, resulting with a “statistically” robust development scenario over the full set 

of realizations. This is a novel concept that eliminates any prior simulation work and 

drastically reduces the simulation requirements needed to converge towards an optimal 

solution.  

For selecting a “representative” realization, realizations are ranked according to 

their combined absolute difference value (tc,r). Realizations with low tc,r are deemed 

similar to the corresponding SNHCT maps in terms of the spatial distributions of the 

NHCT values. Three different cases of the “b” parameter: b = 0, b = 0.5 and b = 1 

were tested. Realization U50 achieved the lowest tc,r and ranked first with b = 1 (P90 

NHCT map). However, U22 realization achieved the lowest tAverage,r and a relatively 

low tP90,r , and thereby ranked first for both b = 0 and b = 0.5. Table 1 illustrates the 

ranking of realizations with the three considered “b” parameters. 

BHPSO was run on the selected realizations, each using its 

dedicated SNHCTmap. Results are presented in Table 3 and Figure 28. The algorithm 

converged after 30 iterations (240 simulations) on U50 (b = 1) realization, 35 iterations 

(280 equivalent simulations) on U22 (b = 0) realization and 24 iterations (192 

simulations) on U22 (b = 0) realization (Figure 28a, b and c). Three different 

optimized well placement solutions were, consequently, obtained using the three cases. 

Each of these solutions was, then, tested on the 50 realizations and the cumulative 

density function for the NPV was built for each of the three cases as illustrated in 

Figure 29. 
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The three optimization runs resulted on an NPV that is close to the statistical 

measures obtained over the full set of realizations. The optimization runs with statistical 

maps on U22 converged on 0.98 and 0.95 billion USD while obtaining an average NPV 

0f 0.98 and 0.99 billion USD when run over the full set of realizations. Furthermore, the 

U50 (b = 1) optimization run converged at 0.82 billion USD while obtaining a P90 

NPV of 0.75 billion USD (Figure 29). This indicates that the selection methodology is 

fit for purpose since the dynamic behavior of the selected realizations is similar to that 

of the whole set of realizations on average. 

The optimal scenario obtained over realization U50 was statistically dominant 

over the other two-optimization runs, resulting with a higher average NPV and P90 

NPV. This scenario concluded with highest well count (12 wells), and the largest 

horizontal length of 1000 m. Both factors induced a high-pressure support, hence 

accelerating production. Despite the large horizontal length, the obtained well spacing, 

as shown in Figure 28a, was large enough to slow down early water production 

concluding with a high NPV among low and high permeable realizations. The optimal 

scenarios obtained over realization U22 were close. The U22 (b = 0.5) scenario had 1% 

higher average NPV and 2% lower P90 NPV than U22 (b = 0). U22 (b = 0) had three 

wells less than U22 (b = 0.5) scenario, which gave it an advantage in terms of cost and 

disadvantage in terms of pressure support and early production. Although the U50 (b =

0) scenario is outperforming the U22 scenarios (b = 1, b = 0.5), it is still early to take 

stand on that since the work was applied to a single field case. Further work is needed to 

test different “b” values on other field cases. 
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Table 2 Realizations ranking using our proposed method with three different values of 

the “b” variable: 0, 0.5 and 1. 

Ranked 

Realizations 

(b=0) 

𝒕𝒄,𝒓(b=0) 
Ranked 

Realizations 

(b=0.5) 

𝒕𝒄,𝒓(b=0.5) Ranked 

Realizations 

(b=1) 

𝒕𝒄,𝒓(b=1) 

22 0.00 22 0.14 50 0.00 

9 0.07 50 0.24 1 0.07 

14 0.08 1 0.27 41 0.15 

19 0.13 40 0.28 45 0.21 

2 0.16 5 0.28 39 0.22 

 

Table 3 Decision variables and statistical measures (P90 and average NPV) of optimal 

scenarios obtained over the three selected realizations by our proposed method. 

Selected 

Realization 

Well count Producer 

Count 

Injector 

Count 

Horizontal 

Length 

Average 

NPV 

(Billion $) 

P90 NPV 

(Billion $) 

U22 

 (b = 0) 

8 5 3 901 0.99 0.6 

U22  

(b =0.5) 

11 6 5 746 0.98 0.61 

U50 (b=1) 12 7 5 1000 1.08 0.75 

 

 
 

Statistical 𝑵𝑯𝑪𝑻 (𝒃 = 𝟎); Realization U50 

 
 

Statistical 𝑵𝑯𝑪𝑻 (𝒃 = 𝟏); Realization U22 

 
 

Statistical 𝑵𝑯𝑪𝑻 (𝒃 = 𝟎. 𝟓); Realization U22 
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Figure 28 BHPSO performance on Olympus Upper for the selected realizations (left) 

and optimal well placement on different versions of the statistical NHCT map (right) – 

Part C. White and red well trajectories depict producers and water injectors, 

respectively. Green depicts the part of the trajectory starting from the platform position 

until the point of entry 

 

 

Figure 29 NPV cumulative density function (Risk curve) of the three selected 

realizations by our proposed method. 

 

 Application of the Scenario Reduction Methods 

Here we demonstrate that our proposed method yields superior results 

compared to two scenario reduction methods despite the drastically lower 

computational requirements by our proposed method: k-means – k-medoids clustering 

method [14] and RMfinder method [12].  

Ten realizations were selected using the RMfinder and k-means – k-medoids 

methods (5 realizations each) and were optimized using BHPSO, each with its own 

SNHCTmap resulting with 10 optimal development scenarios. First, the optimization 

work of the base case of the Olympus Upper will be described. Then, the selection of 

the subset of realizations of the two methods is discussed and finally, the results of 

BHPSO optimization over the 10 selected realizations is analyzed and compared.  
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4.2.2.1 BHPSO Optimization of the P50 Realization  

In contrast with the proposed method, both RMfinder and k-means-k-medoids 

clustering require an optimized base case development scenario in their application. The 

optimal scenario obtained is, then, run over the full set of realizations and relevant flow 

characteristics are extracted to be used as an input for applying both methodologies. For 

this, BHPSO was employed to optimize realization 12 of Olympus Upper (U12) 

corresponding to the P50 of STOIIP with a fixed number of particles (8 particles) and a 

fixed number of iterations (50 iterations). These algorithmic parameters were used 

throughout all simulation work in this work since they were deemed sufficient for 

BHPSO to converge or provide a relatively high NPV. As can be shown in Figure 30, 

the algorithm converged after 22 iterations (176 equivalent simulations) reaching a 

maximum NPV of 0.99 billion USD. The optimal scenario included 11 wells (6 

producers and 5 injectors) with an equal horizontal length of ~450 m (Figure 30). The 

resulting optimal development scenario was, then, run over the 50 realizations and the 

relevant results were generated to serve the requirement of the considered methods. 

 

4.2.2.2 Selection of Realizations – RMfinder 

Meira et al. [93] employed the RMfinder to the full Olympus benchmark case 

hence, some of their assumptions were considered in our application. The results of the 

optimized U12 described in the above section were used for applying the RMfinder. 

Since Olympus has no uncertain variables other than the 50 subsurface realizations built 

on different distributions of reservoir properties, the uncertain attribute levels, Fpenalty 

and Fatr were omitted from the optimization process. Furthermore, we considered four 
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output variables in Fcross(τ′): NPV, Np, ORF and Wp and 15 variables in Frisk(τ′): 4 

field variables (NPV, Np, Wp, Winj), 6 injector productivity indices and 5 producer 

productivity indices. The weights were assigned in the same manner as in [93]. 

PSO was used as the core algorithm to minimize Ftot(τ′). Due to the stochastic 

nature of PSO, the run was repeated 50 times with algorithmic parameters of 50 

particles and 500 iterations. The results of the best 10 runs are illustrated in Table 4 and 

Figure 31. Combination of U2, U8, U15, U24 and U41 yielded the lowest Fcross(τ′) 

marked is red in and were considered for running the Scenario based optimization 

workflow.  

 

4.2.2.3 Selection of Realizations – k-means–k-medoids Clustering 

The k-means – k-medoids clustering technique was applied to the flow 

measures obtained from realization U12 optimal scenario. A MATLAB k-means built-

in algorithm was combined with an in-house iterative algorithm (k-medoids) for 

selecting 5 realizations. Since this algorithm often gets stuck in local optima, the run 

was performed for 500 iterations and repeated for 50 times. The combination with the 

minimum Euclidian distance was selected for running the scenario-based optimization 

workflow. The results of the best 10 runs are shown in  

Table 5 . The final solution corresponded to U4, U5, U7, U9 and U15. 

  

Figure 30 BHPSO performance (left) and optimal well placement (right) in Olympus 

Upper, Realization U12. White and red well trajectories depict producers and water 
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injectors, respectively. Green depicts the part of the trajectory starting from the platform 

position until the point of entry. 

 

 

Figure 31 10 best PSO optimization runs of the RMfinder method with a swarm size of 

50 particles.  

 

Table 4 10 best realizations’ combinations obtained using the RMfinder method. The 

best combination is marked in red.  

 Run 1 Run 2 Run 3 Run 4 Run 

5 

Run 

6 

Run7 Run8 Run9 Run 

10 

Realization 1 45 44 8 41 41 8 44 25 26 45 

Realization 2 44 6 6 24 24 6 43 21 44 44 

Realization 3 21 40 45 8 8 41 48 48 21 42 

Realization 4 40 21 44 15 15 45 25 43 43 32 

Realization 5 35 45 41 2 2 44 21 44 48 35 

F(TOTAL) 1781 1747 1759 1727 1747 1759 1794 1794 1808 1782 

 

Table 5 10 best realizations’ combinations obtained using the k-means – k-medoids 

clustering method. The best combination is marked in red. 

 

 

  Run1 Run2 Run3 Run4 Run5 Run6 Run7 Run8 Run9 Run10 

Realization 1 2 4 4 4 1 4 4 4 1 4 

Realization 2 5 9 6 5 5 5 6 5 4 5 

Realization 3 8 11 8 7 7 7 8 7 7 8 

Realization 4 13 15 9 9 8 8 9 11 10 9 

Realization 5 7 20 10 15 14 12 10 32 32 23 

Dissimilarity 0.88 0.84 0.93 0.79 0.96 0.95 0.93 0.80 0.91 0.87 
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 Optimization on the Selected Realizations and Comparative Analysis 

Since realization U15 is common for both methods, nine realizations were 

selected to for the scenario-based optimization workflow in the following section: U2, 

U4, U5, U7, U8, U9, U15, U24 and U41. BHPSO optimizes several variables including 

well count, producer – injector (P–I) ratio, location, horizontal length, and the spatial 

spread of wells that effect the distance from the platform to the point of entry. Nine 

optimal development scenarios were obtained using BHPSO, each was run using its 

corresponding NHCTmap. Then, these optimal development scenarios were run over the 

full set of realizations. Results are depicted in Figure 31, Figure 32, Figure 33 and 

Figure 34. For each of the subsurface realizations, the left-hand figure shows the NPV 

progression as a function of the number of PSO iterations while the right-hand figure 

depicts the placement of the producers (in white) and injectors (in green) for the 

selected realization on its own NHCTmap. Most optimization runs converged in less than 

20 iterations (160 equivalent simulations) with an NPV improvement over the first 

iteration ranging from 30 to 50%, which confirms the efficiency of BHPSO. Note that 

BHPSO is equipped with the black hole operator, which leads to a relatively good, 

engineering guided, well placement at every iteration hence, the first iteration will often 

obtain high value, which drastically affects the optimization run time. The optimal NPV 

reached varied between realizations due to differences in STOIIP and differences in the 

obtained optimal well placement, which leads to different revenues and cost figures, 

respectively. 

Although all the scenarios were optimized over their selected realizations, it 

was crucial to assess their performance over the full set of realizations to analyze and 

compare their statistical measures (P90 NPV and average NPV). Figure 35 combines 
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the results via a cumulative density function of the obtained NPV over all realizations. 

Results summarized in Table 6 show that the statistical measures (P90 and average 

NPV) were not inline in ranking realizations. Some development scenarios obtained a 

higher average NPV but relatively lower P90 NPV than others, and here lies the role of 

the decision maker attitude towards risk taking in selecting the development scenario. 

The average NPV ranged between 0.63 and 1.01 billion US $ while the P90 NPV 

ranged between 0.31 and 0.68 billion US$ (Table 6). Although well count was varied 

between 8 and 14, the maximum number of feasible well count obtained was 12. This is 

in line with what was concluded in the pre-optimization work. In all scenarios, the 

producer – injector (P-I) ratio was equal or more than 1 except for the two scenarios 

with the lowest average NPV obtained using Realizations 15 and 5. As per the 

horizontal length, it ranged between 500 and 1000 m, with only 2 scenarios (U15 and 

U8) on the boundaries. Optimal scenario obtained using U2, was deemed the best 

scenario, yielding the same average NPV (1.01 billion $) as that obtained by U7 but 

with 10% higher in the P90 NPV. The worst scenario was the one obtained using 

realization 15 resulting with an average NPV of 0.63 billion USD and P90 NPV of 3.1 

billion USD (Table 6). 

Towards a systematic analysis, the optimal scenarios were grouped based on 

their well count for evaluation purposes. In addition, we further analyzed the first and 

second ranked scenarios since the results were close with different well counts. Group 

1, which includes U2, U4, U5 and U15, obtained a well count of 12 wells. U2 (Figure 

32b) and U4 (Figure 32c) obtained a better statistical result than U5 (Figure 32d) and 

U15 (Figure 32a) with a higher P-I ratio. The field was simulated using equal 

production and injection rates in all scenarios. However, the number of injectors seemed 
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to boost the water breakthrough, especially in high permeable realizations, hence 

affecting the overall results. That is especially observed in realization U15 characterized 

by the lowest P-I ratio and low well spacing which, combined with a high permeability 

accelerates water breakthrough resulting with the worst outcome. Optimal scenario 

obtained using U2 had a 23% higher average NPV and 65% higher P90 NPV than the 

second ranked optimal scenario (U4) of this group. U2 had a higher P-I ratio with a 

greater horizontal length of 884, 174 m more than that obtained in U4. A larger 

horizontal length induces high pressure but speeds up water breakthrough, while a 

greater P-I ratio slows water breakthrough. This balance gave U2 an advantage over U4 

in the overall result. On the other hand, the optimal scenario obtained with U5 had a 

lower statistical result than U4. In addition to the lower P-I ratio, we observe a larger 

spread of wells in U5 which reduced pressure support even though U5 had a larger 

horizontal length. 

Group 2 (11 wells) included optimal scenario over realizations U41 (Figure 

33a) and U24 (Figure 33b). Optimal scenario with U24 obtained 11.5% higher average 

NPV and 57% higher P90 NPV compared to U41. This result shows that the optimal 

scenario obtained using U24 is statistically dominant over that obtained using U41 

(Figure 33a). In addition to the higher P–I ratio, U24 optimal scenario had a smaller 

horizontal length, which gave it an advantage in terms of the speed of the water 

breakthrough. 

Group 3 (10 wells) included optimal scenarios over realizations U8 (Figure 

34b) and U9 (Figure 34a). Optimal scenario on U8 obtained 2% higher average NPV 

but 18.8% lower P90 NPV than U9. This result shows that optimal scenario obtained on 

U8 is favoring the high permeable realizations, however, the U9 scenario is favoring the 
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low permeable realizations. This is justified by the difference in horizontal length 

between the two scenarios. U8 scenario had wells with relatively very low horizontal 

length of 500 m, ~380 m less than that obtained using U9. This favors high permeable 

realizations in terms of slowing water breakthrough but perform poorly in low 

permeable realizations that require a high-pressure support.  

In comparing the first and second ranked scenarios (U2 and U7), we observed 

that U7 (Figure 34c) concluded with 9 wells, 3 wells less than that obtained in the top 

ranked scenario (U2). The low number of wells drastically decreased the cost of this 

scenario. However, the revenues associated to U7 were not high enough to outperform 

the top-ranked scenario corresponding to U2, but high enough to outperform the 

remaining scenarios, which also have a higher number of wells. This “contradiction” is 

mainly driven by the well location. A productive well in a given realization may be shut 

down in another realization due to different spatial distribution of properties between 

realizations. Hence, a well placement of 12 wells realization may be effectively lower 

for some of the realizations. It was very challenging to analyze this factor as the 

statistical quality of the location is defined by 49 other realizations and here lies the 

main contribution of our work. 

While, on average, RMFinder provided better results in the demonstrated 

scenario-based optimization workflow compared to the k-means–k-medoids clustering 

technique, our proposed method outperformed both methods in terms of the optimality 

of the result and number of simulation runs. Figure 36 combines the results of all 

generated optimal scenarios via cumulative density functions. The cumulative density 

function curves corresponding to the proposed methods lie on the rightmost side of the 

graph, denoting statistical dominance over other optimization runs. The best result 
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(U50) resulting from the proposed method obtained 7% higher average NPV and 10% 

higher P90 NPV compared to the best result (U2) among the nine selected scenarios. U2 

development scenario obtained 2% and 2.5% higher average NPV and 11% and 10% 

higher P90 NPV than the U22 (b = 1) and U22 (b = 0.5) scenarios, respectively. 

Nevertheless, if when observing the 12, 14, 16 and 18 percentiles NPV (P88, P86, P84 

and P82) on Figure 36, it can be noted that both, U22 (b = 1) and U22 (b = 0.5), have 

better NPV values than the U2 development scenario. This shows that even the second 

and third ranked development scenarios obtained with the proposed method, are likely 

more suitable for a risk averse decision maker or at least comparable to the best run 

obtained among all nine selected realizations. 

Table 6 Decision variables and statistical measures (P90 and average NPV) of optimal 

scenarios obtained over the nine selected realizations by RMfinder and k-means – k-

medoids methods. Note that Realization 15 is a common realization reducing the 

number of realizations from 10 to nine. 

 Well 

Count 

Producer 

Count 

Injector 

Count 

Horizontal 

Length 

Average 

NPV 

(Billion $) 

P90 NPV 

(Billion 

$) 

U2 12 7 5 884 1.01 0.68 

U8 10 5 5 500 0.92 0.48 

U15 12 4 8 1000 0.63 0.31 

U24 11 7 4 710 0.87 0.55 

U41 11 6 5 897 0.78 0.35 

U4 12 6 6 561 0.79 0.41 

U5 12 5 7 635 0.75 0.41 

U7 9 6 5 788 1.01 0.62 

U9 10 6 4 879 0.9 0.57 
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(a) – U15 

  

(b) – U2 

  

(c) – U4 

  

(d) – U5 

 

Figure 32 BHPSO performance on Olympus Upper for Group 1 realizations (left) and 

optimal well placement on NHCT map (right) – Part A. White and red well trajectories 

depict producers and water injectors, respectively. Green depicts the part of the 

trajectory starting from the platform position until the point of entry 
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(a) – U41 

  

(b) – U24 

Figure 33 BHPSO performance on Olympus Upper for Group 2 realizations (left) and 

optimal well placement on NHCT map (right) – Part B. White and red well trajectories 

depict producers and water injectors, respectively. Green depicts the part of the 

trajectory starting from the platform position until the point of entry. 

 

 

 

(a) – U8 

 

 

(b) – U9 
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(c) – U7 

Figure 34 BHPSO performance on Olympus Upper for Group 3 realizations (left) and 

optimal well placement on NHCT map (right) – Part C. White and red well trajectories 

depict producers and water injectors, respectively. Green depicts the part of the 

trajectory starting from the platform position until the point of entry. 

 

 

Figure 35 NPV cumulative density function (Risk curve) of the nine selected 

realizations by RMfinder and k-means – k-medoids methods. 

 

 

Figure 36 NPV cumulative density function (Risk curve) of all twelve optimal 

scenarios: Nine from RMfinder and k-means – k-medoids methods and three from our 

proposed method (corresponding to b = 0, b = 0.5 and b = 1). Dashed and solid 

curves depict the results of the RMfinder and k-means – k-medoids methods and our 

proposed method, respectively. 
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4.3. Summary 

Investments in oil and gas projects are driven by critical field development 

decisions including well placement, which often significantly affect the projects’ 

economics. Due to their typically high cost and inherently insufficient data (especially 

in green fields, or fields in their early stage of development), managing uncertainty is 

critical when optimizing a field development plan. The use of a single deterministic 

base case for hydrocarbon, both in place assessment and production forecasting is often 

misleading and leads to sub-optimal decisions. Consequently, robust field development 

plans require multiple geological realizations covering the range of uncertainty in 

reservoir properties and encompassing both multiple geological concepts and 

geostatistical properties distribution.  

Typically, an objective function such as the average net present value (NPV) or 

the average cumulative oil production (COP) is optimized in order to select an optimal 

development scenario. Nevertheless, such an assessment can be computationally 

prohibitive, especially when using optimization methods require hundreds, often 

thousands of costly simulations over a single realization, a number that significantly 

increases when multiple realizations are involved. This study proposes a new method 

for well placement optimization under uncertainty, building on map-based evolutionary 

optimization technique: the black hole particle swarm optimization (BHPSO). The 

statistical net hydrocarbon thickness (SNHCT) map is introduced to guide the BHPSO 

algorithm; and hence, pragmatically account for uncertainty in the process of well 

placement optimization. We optimize well placement on the realization corresponding 

to the minimum difference between its NHCT map and the SNHCT map. 
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The SNHCT combines the average and the P90 NHCT maps; hence, assuring 

that the selected sweet spots for well placement are statistically the best with regard to 

the multiple subsurface realizations. The method is applied on the Olympus benchmark 

case and results are compared to two scenario reduction methods: RMfinder and k-

means-k-medoids Clustering. Results show superior performance over the two methods 

in terms of optimality of the result and the required computational load. 
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CHAPTER 5  

 

 

 WELL TRAJECTORY OPTIMIZATION: A MACHINE 

LEARNING BASED APPROACH 
 

In this chapter, we discuss the methodology used for optimizing well trajectory 

optimization then we study the results for the presented method compared to that of the 

traditional optimizers. We first describe the Bézier curve formulation along with the 

optimization workflow that was considered. Then we elaborate on the machine learning 

models used in this work along with their training process. Next, we compare the results 

of optimizing Bézier curves using the traditional optimizers with that of the proposed 

machine learning models. 

 

 Methodology 

In this section, we first describe the Bézier curve methodology and then 

elaborate on the well trajectory optimization workflow, in addition to the optimization 

algorithms used. Finally, we present the ML problem formulation for well trajectory 

optimization. 

 

 Well Trajectory Modelling – The Bézier Curve 

Bézier curves were introduced by Paul de Faget de Casteljay in 1959, a 

mathematician at Citroen, and patented by Etienne Bézier, an engineer at Renault who 

leveraged the Bézier curves to design automobile bodies. In 2017, Sampaio [55] was the 

first to introduce Bézier curves to the oil industry and employ the method for designing 

3D well trajectories.  
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Figure 37 Illustration of the input parameters for well trajectory design using the Bézier 

curve. 

 

Bézier curves can be used to embody special planar (2D) and nonplanar (3D) 

trajectories. A third order Bézier curve is illustrated in Figure 38. It is generated using 

the following mathematical formulation: 

B(u) = (1 − u)3S + 3(1 − u)2uCs + 3(1 − u)u2CE + u2E                              (29) 

where u is a dimensionless parameter in the interval [0,1], E(x, y, z) and S(x, y, z) 

denote the coordinates of the curve’s end and starting points, respectively. CE(x, y, z) 

and Cs(x, y, z) depict the control points at the starting and endpoints of the curve, 

respectively (Figure 37).  

The number of points for the curve construction is a predefined input parameter 

to the problem, where each point is allocated a distinct value within the interval [0, 1]. 

The support lines of CE and Cs are represented by the tangents to the trajectory tE⃗⃗⃗⃗  and tS⃗⃗⃗⃗  

at points E and S, respectively. Figure 38a shows different structures of third order 

Bézier curves with fixed Cs and variable CE positions (CE1, CE2, CE3, CE4). Figure 38b 

shows different structures of third order Bézier curves with fixed CE position and 

variable Cs positions (Cs1, Cs2, Cs3, Cs4). The control point’s position highly affects the 

shape of the curve. The direction of the  SCs
⃗⃗ ⃗⃗ ⃗⃗⃗ vector is governed by the azimuth and 
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inclination of the trajectory at point 𝑺 whereas the direction of the  ECE
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  vector is 

governed by the azimuth and inclination of the trajectory at point E. 

 

  

(a) (b) 

Figure 38 Third-order Bézier curves (a) with fixed CE and varying CS and (b) with 

varying CE and fixed CE. Extracted from [55]. 

 

Generally, the input data required to obtain a 3D well trajectory using Bézier curves 

[55] are the following: 

 Location of the starting point (kickoff point) S of the trajectory 

 Inclination (ϕS) and azimuth (βS) of SCs
⃗⃗ ⃗⃗ ⃗⃗⃗ 

 Location of the end of the trajectory point of entry E  

 The inclination (ϕE) and azimuth (βE) of the reservoir target ECE
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
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Figure 39 3D, side and top views of a typical 3D well trajectory associated with Bézier 

curve input parameters. 

 

Figure 39 illustrates the different input parameters required for applying a 

general Bézier curve for well trajectory design. However, in well trajectory design, the 

inclination ϕs must always be defined at 0 degrees (Cs running along the Z-axis), since 

even a small inclination at this level can violate the DLS constraint. Furthermore, since 

Cs lies along the z-axis, the azimuth at βs will have no affect on the position of Cs.  This 

can be illustrated by computing the coordinates of unit vector tS⃗⃗⃗⃗  (Equation 31), which 

result in (0, 0, 1). Furthermore, the inclination and azimuth at the target (ϕE , βE) 

should be provided because the reservoir well sections are defined prior to the designing 

the well trajectory. 

The azimuth and inclination at any point on the Bézier curve can be used to determine a 

unit tangent vector t⃗ at the point by 

t⃗ = (sinϕsinβ, sinϕcosβ, cos ϕ)                                                                             (30) 

Hence, the unit vector at the starting point tS⃗⃗⃗⃗  is given by 

tS⃗⃗⃗⃗ = (sinϕSsinβS, sinϕScosβS, cos ϕS)                                                                   (31) 
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In addition, the unit vector at the endpoint tE⃗⃗⃗⃗  is given by 

tE⃗⃗⃗⃗ = (sinϕEsinβE, sinϕEcosβE, cos ϕE)                                                                     (32) 

The positions of the control points are defined by multiplying its unit vector t⃗ by a 

predefined scalar parameter d as follows: 

CS = S +  dStS⃗⃗⃗⃗                                                                                                              (33) 

CE = E − dEtE⃗⃗⃗⃗                                                                                                              (34) 

After all the points on the curve are generated, the length of the curve can be 

approximated by aggregating the arc length between each two consecutive points on the 

curve as follows: 

L(ui) =  ∑
αi

sin αi
DLi

1
i                                                                                                     (35) 

Where: 

αi =  cos−1( t⃗(ui), t⃗(ui−1))                                                                                        (36) 

and 

DLi =  ∑ (Dxi)
2 + (Dyi)

2 + (Dzi)
21

i=0                                                                         (37) 

The DLS constraint is magnitude of vector k expressed in degrees/30.48 m, which 

depicts the magnitude of curvature: 

DLS =  ‖k‖⃗⃗⃗⃗⃗⃗⃗⃗ ∗ 30.48                                                                                                     (38) 

Vector k can be obtained by a mathematical formulation combining the first derivative 

(Ḃ) and second derivative (B̈) of the B(u) function, as follows: 

k⃗⃗ =  
B̈

Ḃ∗Ḃ
−

Ḃ∗B̈

(Ḃ∗Ḃ)
2 ∗  Ḃ                                                                                                  (39) 

For more details on the mathematical formulation of the Bézier curves, refer to Sampaio 

[55]. 
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 Well Trajectory Optimization Using Non-Gradient Based Algorithms 

All the employed optimizers follow the optimization workflow presented in 

Figure 40. However, each optimizer has a specific convergence criterion and an 

exclusive mathematical formulation for the update of decision variables. In the case of 

multiple well trajectories to be optimized, the presented workflow is applied 

sequentially; that is, each well is optimized on its own, independently of other wells. In 

the following, we describe the different steps of the optimization workflow. 

 

 

Figure 40 Well trajectory optimization using nongradient – based algorithms.  

 

Step 1 – Input data 

The algorithm reads the coordinates of the drilling center along with the reservoir well 

section provided as a set of connected segments, which is the drilling target specified by 
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reservoir engineers in a typical field development planning process. The algorithm 

automatically identifies the drilling center (starting point) then calculates the Euclidean 

distance between the starting point and the two endpoints of the drilling targets. 

Accordingly, it identifies the well heel based on the lower distance between the two 

calculations. The starting point and the well heel are stored to be used for the Bézier 

curve generation. 

Step 2 – Initialize decision parameters 

The decision parameters of the algorithm are the vertical distance between the drilling 

center point and the kickoff point S; scalar parameter dS, which controls the position of 

CS; and scalar parameter dE, which controls the position of CE. For the initial guess, 

these parameters are randomly defined for each searching agent or particle. However, as 

the algorithm progresses, the parameters change based on the optimizer’s mathematical 

formulation.  

Step 3 – Generate point on Bézier curve 

After the decision variables are defined, the coordinates of the Bézier curve points are 

generated using Equation 29. 

Step 4 – Check DLS 

Using the points’ coordinate as an input, the algorithm calculates DLS using Equation 

38. If the DLS is greater than a predefined constraint, the solution is penalized by giving 

it a high total length. If not, the algorithm progresses to step 5. 

Step 5 – Calculate total length 

The algorithm calculates the total length of the curve using Equation 37. 

Step 6 – Convergence  
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If the optimizer reached the convergence criteria, the algorithm stops and provides the 

optimal well trajectory solution. If not, the workflow reiterates until convergence is met. 

Each optimizer is associated with different convergence criteria, which will be 

discussed later in the result section. 

Step 7 – Update decision parameters 

At each iteration, the decision parameters are updated based on specific mathematical 

formulation relating the results of the previous iterations. the objective function used in 

our study is the length of the well trajectory obtained in step 4. note that each optimizer 

has its own mechanism in updating the decision parameters. 

Steps 8 and 9 – Well feasibility 

If the convergence criteria are attained and the optimizer reaches a feasible solution, the 

algorithm outputs the coordinates of the optimal well trajectory. otherwise, it flags the 

result as an unfeasible solution. 

 

5.1.2.1 Tested Optimizers  

Since the problem in hand is a non-smooth optimization problem where the 

gradient computation is difficult, only non-gradient-based optimization algorithms were 

considered. Such algorithms are computational intelligent models tailored for solving 

complex optimization problems. Four popular non-gradient-based algorithms were 

applied: particle swarm optimization (PSO), genetic algorithm (GA), differential 

evolution (DE), and brute force (BF). All these algorithms are available as built-in 

modules in Python. In the section below, we will briefly discuss the formulation of all 

these optimizers. 

Genetic algorithm (GA)  
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Genetic algorithms (GA) are evolutionary, non-gradient-based algorithms that 

were inspired by the process of natural evolution of organisms. The concept was 

introduced by John Holland in the mid-1960s. A GA’s functionality is based on three 

important components: 

 Survival of the fittest (selection) 

 Reproduction processes where genetic traits are propagated (crossover) 

 Variation (mutation) 

In GAs, an entire pool of solutions is iterated towards the optimal objective at 

the same time. Using a pool of solutions will increase the probability of the algorithm to 

moving out of local optima to target a global optimum, which is generally the ultimate 

objective of any optimization algorithm. For more details on the mathematical 

formulation of GA, please refer to Chambers [94]. 

Differential evolution (DE) 

Similar to GA, differential evolution is an evolutionary, non-gradient-based 

algorithm that was introduced by Storn in 1997. It translates solutions as vectors and 

uses operations such as vector addition, scalar multiplication, and exchange of 

components (crossover) to construct new solutions from the existing ones. When a new 

solution, is created, it is compared to its parent. If the candidate is better than its parent, 

it replaces the parent in the population. Otherwise, the candidate is discarded. DE 

indirectly incorporates an elitism scheme in which no solution can be deleted from the 

population unless a better one is found. For more details on the mathematical 

formulation of DE, refer to Storn and Price [95]. 

Particle swarm optimization (PSO) 

Please refer to section 3.1.1 
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Brute force (BF) 

Brute-force search is a dummy algorithm that iterates over all possible 

candidates for the solution and checks whether each candidate satisfies the objective 

function and its constraints. 

 

 Use Of Trained Machine Learning Models for Well Trajectory Design 

The ultimate objective of this work is to speed up the generation and 

optimization of well trajectories through ML models that are drastically fast at inference 

time. Optimizing well trajectories through traditional optimizers is relatively fast when 

considered on its own. However, when traditional optimizers are deployed within an 

integrated optimization workflow that includes facility, pipeline, and reservoir well 

section placement, they will be computationally exhaustive. To overcome this 

drawback, we propose an ML approach to predict the optimized location of the control 

points (dS and dE) that minimize the length of the curve while honouring the DLS. The 

dataset used for training the ML models was generated using one of the optimizers 

employed, namely the DE.  

 

5.1.3.1 Machine learning algorithms 

We apply three widely used ML regression methods, namely, artificial neural 

networks (ANNs), support vector regression (SVR), and random forests. These methods 

are trained on the dataset generated and numerically compared to identify which method 

provides the model that best approximates the values of the target output.  

Artificial neural networks (ANNs) 

Inspired by how the human brain processes information, artificial neural 

networks (ANNs) are composed of many connected computational units referred to as 
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neurons. The first layer of an ANN consists of several input neurons that is equal to the 

number of input features. This layer is followed by several hidden layers, and a final 

output layer with several neurons equal to the number of output features. The regular 

operation of a feed-forward connection in a neural network is given by: 

zi
l+1 = wi

l+1 al  +  bi
l+1                                                                                              (40) 

ai
l+1  =  g(zi

l+1)                                                                                                         (41) 

where i is the neuron index, l is the layer index, z is an input vector to a layer, a is the 

output vector from a layer, w and b are the weight and bias parameters to be learned 

during training of the network, and g(. ) is a fixed nonlinear activation function used to 

compute the output of a neuron that will be subsequently fed as an input to the neuron at 

the next layer. The network is trained using the backpropagation algorithm with the 

mean squared error (MSE) specified as the loss function, given by: 

ℒANN(X, Y)  =  
1

m
∑ (Ŷi  −  Yi) 2m

i=0                                                                           (42) 

where Ŷ is the predicted output value by the ANN model. 

Support vector regression (SVR) 

Inspired by its widely known classification counterpart, known as support 

vector machines, SVR aims at fitting a symmetrical tube of width ε >  0 around the 

estimated function so that absolute errors that fall below ε are ignored both above and 

below the estimate. To deal with nonlinear functions to be estimated, SVR is 

characterized by the use of nonlinear kernel functions that map the input into a higher 

dimensional space, referred to as the kernel space, where a linear relationship between 

the input and output features can be found. The SVR model is trained using the 

following loss function: 

ℒSVR  =  
1

2
|w|2  +  C ∑ |w. ϕ(Xi)  +  b − Yi|ε

m
i=1                                                 (43) 
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where C is a regularization parameter, and ϕ(. ) is the nonlinear kernel function used, 

which we select to be the radial basis function.  

Random forest 

Random forest is an ensemble technique that averages the result of a collection 

of de-correlation decision trees. As trees are notoriously known to be noisy, averaging 

their results is beneficial in reducing variance. In random forest, multiple decision trees 

are fitted on randomly drawn bootstrap samples from the training dataset, where a 

subset of the initial input features are selected. The random forest model then averages 

the results of each decision tree to make a prediction. Given an input sample x, the 

prediction ŷ by the random forest model is then computed through: 

ŷ =
1

N
∑ Ti(x)N

i=1                                                                                                           (44) 

where T(. ) denotes a decision tree and N is the total number of decision trees. 

 

5.1.3.2 Problem formulation 

Let X denote our input matrix of size m × nx where m is the number of data 

samples and nx is the number of input features. We use nx = 3 input features, which are 

the angle at drilling center (𝝭), the Euclidean distance (ED) between the drilling center 

and the heel, and the angle between drilling direction and well direction (Ω). A diagram 

of the input and output features of our ML model is shown in Figure 41. 3D, side, and 

top views of the well trajectory are illustrated in Figure 42 to better visualize the input 

features. 
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Figure 41 Input and output features of the ML models used for the characterization of 

well trajectory. 

 

 

Figure 42 3D, side, and top view of a typical 3D well trajectory associated with the 

machine learning input parameters. 

 

The rationale behind using the angle Ω is to reduce the number of samples used 

for training the ML model. This can be demonstrated in Figure 43. Assuming that all 

four wells lie on the same horizontal plane with equal Euclidean distance between the 

drilling center and the heel of each well, then the optimized lengths of all trajectories 

are equal since they all run through the same path. If we considered the drilling azimuth 

and the well azimuth as input features, it would produce the same output result with 

four different inputs values. This is avoided by using the angle Ω. The value of this 
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angle in all wells demonstrated in Figure 43 will be the same, making them a single 

sample. This feature allows the dataset to be generated on a single drilling azimuth, 

which could be projected to any drilling azimuth in a 3D space. Thus, using the angle Ω 

as an input feature to the ML model allows it to produce predictions regardless of the 

drilling azimuth, and also reduces the need to generate data samples at various drilling 

azimuths. 

 

 

Figure 43 Four horizontal wells generated at an equal Euclidean distance from center of 

the circle (drilling center). Illustration of the efficiency of using the combined angle as 

an input feature to the ML models. 

 

Let Y denote our output matrix of size m × ny where ny is the number of 

output features. The target output consists of nx = 2 features: the scalar parameter at the 

start point dS and the scalar parameter at the endpoint dE. These output features can be 

computed using the differential evolution optimizer since it reaches a competitive result 

with lowest computational time. However, although optimization approaches result in 

accurate values of the desired output features to construct the Bézier curve, they suffer 
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from a large computational overhead, making them disadvantageous for adoption in 

parallelized approaches for integrated field development. To avoid the computational 

challenges associated with optimization strategies, we develop a regressive ML model 

that can learn a mapping from the input X to the target features vector Y. The prediction 

of dS and dE is treated as a regression problem since they take on continuous values. In 

this respect, after training a certain ML algorithm on data samples obtained through 

optimization approaches, the learned ML model can be used at inference mode to 

approximate the values of dS and dE in an accelerated manner and with low error.  

 

 Results And Discussion 

In this section, we first describe the test case that was used in the optimization 

process, and then we discuss the characteristics and the results of the employed non-

gradient optimizers. Furthermore, we elaborate on the training and the preparation of 

the ML models, the results achieved through its application on the test case, and finally 

we compare the results achieved by the optimizer and those achieved by the ML 

models. 

 

 Test case  

For testing the performance of the optimizers along with the trained ML 

models, we defined a drilling center at 0 m depth and generated around it 500 horizontal 

reservoir well sections randomly in 3D cylindrical space with a radius of 5000 m, as 

shown in Figure 44. Depth of these wells ranges from 2000 m to 3000 m, a range that 

was also used for the ML training dataset. Furthermore, the horizontal length was fixed 

at 500 m since it has no impact on the optimization process of the Bézier curve. 
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Figure 44 A side view of 500 horizontal wells generated randomly in 3D space. 

 

 Nongradient-Based Optimization Algorithms 

5.2.2.1 Optimizer's configuration and characteristics  

The optimization workflow was fully generated using Python. The source 

codes of GA and DE were taken from Solgi [96] and Nelson [97], respectively, and BF 

and PSO source codes were developed in house. The DLS constraint was fixed at 7° per 

30.48 m throughout all optimization runs. Furthermore, based on several optimization 

trials, we noticed that the kick-off point was always at the minimum boundary, so it was 

excluded from the optimization process. All optimizers had the same boundary 

conditions for dS and dE. The value of dS varies between 1 m and 1200 m while the 

value of dE varies between 1 m and 100 m. Furthermore, the convergence criteria for 

PSO and DE were defined based on a recent publication by Dbouk et al. [98]; these 

criteria are the difference of the minimum particles’ cost values and the average 

particles’ cost value divided by the average particles’ cost value. As for GA, it was left 

as specified by its author as the number of iterations with no change in cost value. 

Moreover, BF was run on all possible decision parameters combinations with a step size 

of 12 and 2 for dS and dE, respectively. 
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A sensitivity analysis was conducted to set a value for the convergence criteria 

of each optimizer. The maximum number of iterations and number of search agents 

were specified to be 200 and 15, respectively, for all optimizers. The values specified in 

Table 7 were found to be the most efficient in terms of time and cost value combined. 

 

Table 7 Convergence criteria of the employed optimization algorithms 

Algorithm Convergence Criteria Value 

PSO 𝐚𝐯𝐞𝐫𝐚𝐠𝐞 − 𝐦𝐢𝐧𝐢𝐦𝐮𝐦

𝐚𝐯𝐞𝐫𝐚𝐠𝐞
 

0.05 

GA Number of iterations with no 

change of value 

50 

DE 𝐚𝐯𝐞𝐫𝐚𝐠𝐞 − 𝐦𝐢𝐧𝐢𝐦𝐮𝐦

𝐀𝐯𝐞𝐫𝐚𝐠𝐞
 

0.001 

 

5.2.2.2 Algorithms application on test case  

We applied all the considered optimizers on the 500-well test case, and the 

results are presented in Table 2. All optimizers have concluded with 100% feasible 

wells honouring the defined DLS constraint. The BF algorithm achieved a total length 

of 2,186,879 m for all 500 wells in 5,025 seconds. As for the PSO algorithm, it achieved 

a total length of 2,184,251 m in 2,075 seconds Furthermore, the GA algorithm recorded 

a total length of 2,186,000 m in 1,463 seconds and the DE algorithm recorded a total 

length of 2,184,248 m in 853 seconds. PSO and DE obtained a comparable total length 

and were the shortest length among all algorithms. They both achieved approximately 

1,750 m and 2,660 m shorter total length than GA and BF, respectively. In terms of 

time, the DE algorithm was the fastest, recording 1.7 second per optimized well, which 

makes it the most efficient algorithm among all the algorithms. Accordingly, it was 

employed to optimize the ML dataset in the next section.  
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 Machine Learning (ML) Models  

5.2.3.1 Dataset generation 

Introducing the combined angle allowed generating the data samples on a 

single drilling azimuth, as shown in Figure 45. A number of reservoir’s well sections 

were generated from a number of center points that are 50m in distance along a 5000m 

line. These sections were produced from the center points based on an incremental 

angle 𝛼 starting with 0° and ending at 180°. For clarity, 𝛼 is illustrated at 45° in Figure 

45. However, when the dataset was generated, 𝛼 was incremented by 5°, which is small 

enough to generate samples that the ML algorithms can learn a good hypodissertation 

function from. The rationale behind having the boundaries between 0 and 180° is that if 

the wells are flipped relative to the drilling line (𝛼>180°) then we will have redundant 

data samples because the optimized track of these wells will have similar optimized 

values of dS and dE to wells with 𝛼<180°. This configuration was repeated on 14 

different depth horizons (75-m depth increment) from 2000 m to 3000 m. Each horizon 

included 3,564 data samples; hence, a total of 49,896 data samples was generated and 

optimized using the DE algorithms. 

 

Figure 45 A schematic of the synthetic wells that were generated to train the ML 

models. 
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5.2.3.2 Model hyperparameters 

The ANN model was developed using the Keras deep learning library and was 

trained using the adaptive moment estimation (ADAM) algorithm. The architecture of 

our ANN model developed for predicting dS and dE is illustrated in Figure 46. It 

consists of an input layer with 3 neurons, followed by four hidden layers with 50, 40, 

30, and 20 neurons, respectively, and an output layer with 2 neurons. All neurons of the 

hidden layers use the rectified linear unit (ReLU) as an activation function, whereas the 

neurons of the output layer use a linear activation function. The choice for the number 

of layers, neurons, and activation function were obtained via a process of 

hyperparameter tuning for optimal training, validation, and test set performance. 

 

Figure 46 Architecture of the developed ANN model.  

 

The SVR and random forest models were developed using the scikit-learn 

library. The hyperparameters of the SVR and random forest models were tuned using 

the grid search approach, which passes through all possible combinations of 

hyperparameters and selects the combination that yields the optimal test set 

performance. For the SVR model, a value of 0.1 for the tube width (𝜺) and a value of 30 
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for the regularization term (C) were found to give the best results. For the random forest 

model, 100 trees were used with no maximum depth specified. 

 

5.2.3.3 Dataset splitting and pre-processing: 

The dataset was randomly split into 90% for training and 10% for testing. This 

resulted in 44,895 samples for training, and 4,989 samples for testing. As a pre-

processing step, the dataset was scaled using standard scaling as follows: 

x′ =  
x − μ

σ
                                                                                                                    (45) 

where x is a data sample, x′ is the scaled version of the sample, and 𝜇 and 𝜎 are the 

mean and variance of the samples in the dataset, respectively. Scaling the features was 

an especially important pre-processing step to avoid problems such as exploding 

gradients. 

 

5.2.3.4 Evaluation metrics 

The ML models developed were evaluated using the mean squared error 

(MSE) and coefficient of determination (R2 score) metrics that are commonly used in 

the evaluation of regression models. These metrics are computed as follows: 

SE =  
1

m
 ∑ (ŷi  −  yi)

2m
i=1                                                                                     (46) 

R2  =  1 −  
∑ (�̂�𝐢 − 𝐲𝐢)

𝟐𝐦
𝐢=𝟏

∑ (𝐲𝐢 − 𝐲𝐦𝐞𝐚𝐧)𝟐𝐦
𝐢=𝟏

                                                                                  (47) 

where ŷ is the predicted output value, y is the actual output value, and ymean is the 

mean of all the actual output values. 
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5.2.3.5 Numerical evaluation 

Cross-plots for each ML model on the training set for both dS and dE are 

provided in Figure 47. These plots show the predicted value by the model on the y-axis, 

and the actual value on the x-axis. A model with ideal performance would have all 

points situated on or very close to the identity line. We notice that the ANN and random 

forest models achieved remarkably high R2 scores on both dS and dE whereas the SVR 

model delivered poorer performance, highlighted by a lower R2 score and indicating 

that the model was not able to capture all the inherent nonlinearities between the input 

and output features in the kernel space, especially on the ds feature where a significant 

drop in the R2 is noticed. Although the ANN and random forest models achieved similar 

R2 scores, we notice that the ANN model has many more outliers with relatively higher 

errors compared with the random forest model, where the points are situated closer to 

the identity line, hence providing better predictions. Despite the presence of multiple 

outliers in the case of the ANN model, their number is very small compared with the 

total number of samples in the training set. Therefore, these samples do not affect the 

overall performance of the ANN model, which still provides very accurate predictions. 

Similar cross-plots are shown in Figure 48 for the ML models on the test set. 

We notice a similar trend in the results observed on the training samples in Figure 47. 

This indicates that the models do not overfit on the training data and are able to 

generalize on unforeseen examples. Specifically, the ANN and random forest models 

provided very accurate test set predictions and achieved very high R2 scores, and the 

SVR model still delivered inaccurate predictions. Table 8 summarizes the results 

achieved by the different models in terms of MSE and R2 scores. The ANN and random 

forest models achieved very low MSE scores and high R2 scores, and the SVR 
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underperformed and showed a high MSE value on the dS output feature. These results 

confirm the observations in the cross-plots of Figure 47 and Figure 48 that highlighted 

the strong performance attained by the ANN and random forest models, which have 

learned to accurately approximate the optimal values for dS and dE that would result by 

using conventional optimization techniques. These models can now be used in inference 

mode to replace an optimizer in predicting dS and dE , providing a boost in terms of 

computational time and cost. 

  

A – Artificial Neural Networks 

  
B – Support Vector Regression 
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C – Random Forest. 

Figure 47 dS (left) and dE (right) cross-plots for the training dataset. 

 

  
A – Artificial Neural Networks 

  
B – Support Vector Regression 
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C – Random Forest 

 

Figure 48 dS (left) and dE (right) cross-plots for the testing dataset. 

 

Table 8 Numerical results achieved by the ML models for each output feature on the 

test set 

ML Model ANN SVR Random Forest 

Output Feature 𝑑𝑆 𝑑𝐸 𝑑𝑆 𝑑𝐸 𝑑𝑆 𝑑𝐸 

MSE 0.01 0.001 0.102 0.007 0.01 0.001 

R2 0.989 0.999 0.891 0.993 0.989 0.999 

 

5.2.3.6 ML models results on test case 

The trained ML models were applied to the 500-wells test case, and the results 

are presented in Table 9. Although relatively high R2 and low MSE values were 

achieved by model on the testing and training datasets, there is still some error in 

predicting dS and dE. This error triggered unfeasible well trajectory solutions. The 

random forest model was the best performer as it resulted in 97.6% feasibility, with 

only 12 unfeasible wells and with a relative low computation time of 0.015 seconds to 

generate a single trajectory. As for the ANN model, it had a lower performance, with 

90% feasibility (50 wells were deemed unfeasible) and higher computation time of 

0.0433 seconds for a well. Although the SVR model showed high speed, this model 
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concluded with 97 wells unfeasible. Combining both speed and feasibility, the random 

forest model was deemed the most efficient in terms of time and the number of feasible 

wells obtained. 

 

Table 9 Computation time and percentage of feasibility wells achieved by the ML 

models. Application on a test dataset of 500 wells. 

ML model Percentage of feasible wells (%) Computation time per well 

(sec) 

Random Forest 97.6 0.015 

ANN 90 0.043 

SVR 80.4 0.002 

 

 Comparison Of the ML Approach and The Optimization Approach 

To solve the issue of unfeasible wells, we employ the optimization algorithm 

when the solution fails with the ML models. In that sense, the trained ML model will 

work back-to-back with the optimizer to reach a competitive solution with lowest 

computation time possible. Since DE and random forest outperformed other competitors 

in terms of time and the length of the curve, we present them as a combined optimizer 

for well trajectory optimization. This combination was deemed 29.4 times faster than 

DE, which was the fastest optimizer among all. Note that the random forest model cost 

only 0.015 seconds per well, which was increased by 84% when the DE was employed 

for the 12 unfeasible wells. Furthermore, this combination obtained a comparable total 

length of the curve, with only 25-m difference from the DE algorithm among all 500 

wells combined (Table 10). 
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Table 10 Cumulative/total well length and computation time for optimizers and the 

combined ML and optimizer approach. Application on a test dataset of 500 wells. 

ML model Total length (m) Total time 

(seconds) 

Total time per well (seconds) 

Random forest - 

DE 

2184263 28 0.056 

BF 2186879 3000 6 

GA 2186001 1463 2.9 

PSO 2184251 2075 4.2 

DE 2184248 853 1.7 

 

 Summary 

Well trajectory design is a key element in field development planning and aims 

at determining the well path that minimizes the cost while honoring a set of surface, 

subsurface, and drilling constraints. Typically, optimizers are used to plan the well 

trajectory by calculating the values of a predefined set of parameters constituting the 

well’s optimal trajectory.The optimization process is inherently fast due to the relatively 

simple problem to solve. However, it is not fast enough when the well trajectory design 

is part of a bigger planning tool where many wells are being planned in an iterative 

process that requires tens of thousands of well trajectory design operations.  

A novel machine learning based optimization algorithm for well trajectory 

design achieves significant improvements in computational time compared to traditional 

optimization approaches. We used the Bézier curve to model the well trajectory and 

employed an optimization workflow to minimize the total well measured depth while 

honoring a dogleg severity constraint. We first compared several non-gradient 

optimizers and selected the most optimal among them which was shown to be the 
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differential evolution algorithm. We used the differential evolution optimizer to 

generate a large synthetic dataset that systematically, efficiently, and comprehensively 

cover the well trajectories. Three machine learning algorithms were used to train a 

model that predicts the well trajectory: artificial neural networks, support vector 

regression, and random forests. The random forests model produced the lowest achieved 

error and percentage of resulting feasible wells on both the training and testing datasets. 

Using a machine learning model to design a well trajectory was three orders of 

magnitude faster than the differential evolution algorithm which, in turn, was the fastest 

among the different optimization algorithms that we have tested. 

To the best of our knowledge, our proposed method is the first attempt in the 

literature at using machine learning for optimizing well trajectory. The main 

contribution of the proposed method is the drastic reduction of computational time, 

which allows the method to be deployed in an integrated field development 

optimization, which includes several optimization modules. 
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CHAPTER 6 

 

 

 SUMMARY, CONCLUSIONS AND FUTURE WORK 
 

In this work, we introduced and applied advanced techniques relevant to well 

placement optimization under uncertainty. We first developed a static well placement 

algorithm – the so called the black hole operator – that “optimizes” well placement 

guided by the NHCTmap or any other potential reservoir quality map. Next, we merged 

the BHO with the traditional particle swarm optimization to form the BHPSO algorithm 

that automatically and efficiently optimizes well placement, accounting for the dynamic 

performance of the reservoir. Then, we developed an efficient uncertainty management 

workflow that enables BHPSO to be applied on a reduced number of geological 

realizations. Finally, we presented an efficient ML based well trajectory optimizer that 

drastically reduced the computational time needed to reach a feasible solution. 

 

 Conclusions 

The key contributions of our work on well placement optimization are as 

follows: 

 We introduced a new algorithm that combines an efficient static, map-based 

optimizer, the black hole operator, with the standard version of the popular particle 

swarm optimization. The proposed BHPSO algorithm is based on a novel idea that 

incorporates the NHCTmap in the optimization process and ensures a guided (rather 

than random) well placement at each optimization iteration 
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 The combination of PSO with the black hole operator depicted efficiency, 

robustness and practicability, and was successful in jointly optimizing well count, 

location, and type. 

 BHPSO has a key feature: the number of optimization parameters is independent of 

the well count as only the location of the first well is identified using PSO. This 

leads to an extensive reduction in computational time, avoids over-parameterization 

problems and, most importantly, allows the method to be employed in practical field 

development planning projects. Over-parameterization, especially, poses a real 

challenge in adopting optimization methods in real field development projects, 

where project time and CPU limitations practically eliminate most of the available 

optimization methods.  

 Strengths of the proposed method were illustrated on the Olympus optimization 

challenge where the new method systematically outperformed PSO in terms of both 

CPU and optimal solution reached. BHPSO leads to a 40 to 50% NPV increase 

compared to the initial guess, with a relatively low number of iterations (less than 30 

iterations) and particles (10 particles).  

Our main findings regarding uncertainty management are as follows: 

 We introduced the Statistical NHCTmap (SNHCTmap) to BHPSO method for well 

placement optimization under uncertainty. SNHCTmap guides the BHPSO algorithm 

in placing wells in statistically highly performing locations at each optimization 

iteration. This approach has also made it possible to run BHPSO using a “single” 

representative geological realization while obtaining a statistically competitive 

result that is robust to uncertainty. 



 

140 

 The performance of the proposed method is demonstrated by comparing it with two 

popular scenario reduction methods, through a scenario-based optimization 

workflow applied to the upper geological zone of the synthetic Olympus field. The 

optimal scenarios obtained using the proposed method were statistically dominant 

over the optimal scenarios obtained from the other two scenario reduction-based 

methods. 

Our main findings regarding well trajectory modelling and optimization are as follows: 

 We introduced a novel ML-based optimization algorithm for well trajectory design. 

We used the Bézier curve to model the well trajectory and employed an 

optimization workflow to minimize the length of the curve while honoring a DLS 

constraint.  

 The differential evolution (DE) algorithm was deemed the most efficient among 

other non-gradient-based algorithms in terms of computation time and the cost 

value, which is the total measured depth (TMD). Hence, it was employed for 

generating that dataset used for training the ML model.  

 Three ML models were tested and applied to a representative sample of wells that 

were generated randomly in the 3D space. Among all tested ML models, the random 

forest model was deemed the most efficient, achieving 97.6% feasibility. The 

random forest model was combined with the DE algorithm and applied to the test 

case. This combination drastically reduced the computation time while achieving 

comparable results with the DE, the most efficient optimizer among other non-

gradient-based algorithms. 
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 Future Work 

Many challenges could be addressed in areas relevant to our work. Our 

suggestions for future research are as follows: 

 The black hole operator is a portable operator that can be connected to any 

non-gradient-based algorithm. It will be useful to test the performance of 

connecting other efficient algorithms, i.e., differential evolution, genetic 

algorithms, etc., to the black hole operator. 

 Black holing is carried out using a circular shape on the NHCTmap. It would 

be worth testing different shapes in the black holing technique, i.e., 

rectangular, ellipsoidal etc., especially in peripheral injection where the 

injection area is relatively thin compared to the production area. 

 BHPSO was run through an efficient uncertainty management workflow 

which drastically reduced the number of realizations involved. This novel 

approach performed well on the Olympus field, which consists of 50 

realizations. However, the method still needs further validation by applying it 

to real field cases, which could help better define the b variable for the 

SNHCTmap. 

 In our third contribution, well trajectory was modeled using the Bézier curve. 

Among other methods found in literature is the minimum curvature method 

which was developed by Shokir [52]. Although the Bézier curve is more 

flexible and simpler to optimize, one might argue the Shokir model could lead 

to a more accurate trajectory. Hence, it is worth assessing this model within 

our proposed optimization methodology and comparing it with the Bézier 

curve model. However, it should be noted that optimizing such a complex 
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model would require high computational time which might be infeasible for 

training the machine learning model. 

 Another issue that could be investigated is incorporating the dogleg severity 

constraint as one additional input parameter for the machine learning model; 

this requires an increased number of testing samples but can potentially 

achieve better results. 

 Lastly, additional constraints to the well trajectory model can be considered: 

i.e., strain energy, drag. 
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