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An Abstract of the Dissertation
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Ola Salman for Doctor of Philosophy
Major: Electrical and Computer Engineering

Title: Machine Learning for Internet Traffic Classification

Traffic classification acquired the interest of the Internet community early on.
Different approaches have been proposed to classify Internet traffic to manage
both security and Quality of Service (QoS). However, traditional classification
approaches consisting of modifying the Transmission Control Protocol/Internet
Protocol (TCP/IP) scheme have not been adopted due to their complex man-
agement. In addition, port-based methods and deep packet inspection have lim-
itations in dealing with new traffic characteristics (e.g., dynamic port allocation,
tunneling, encryption). Conversely, Machine Learning (ML) solutions effectively
classify traffic down to the device type and specific user action. Different ML
based methods have been applied for this aim. However, traditional ML methods
rely on hand crafted features, limiting the model ability to learn. Deep learning
(DL), a branch of ML, is characterized by its representation learning ability. on
the other hand, intrusion detection systems (IDSes) have been proposed to de-
tect and/or prevent security attacks by inspecting and detecting attacks patterns.
However, traditional IDSes are rule based and present high management complex-
ity. Alternatively, ML-based IDSes have emerged to overcome the management
complexity issue. However, many of the proposed solutions are based on hand
crafted features and considered datasets are outdated. In this thesis, we propose
a new data representation method to apply DL for traffic classification and intru-
sion detection. For traffic classification, a hierarchical classification framework is
proposed to classify the traffic based on different granularity levels. The defined
classes reflect the different QoS and security needs. We analyse two methods of
data representation for DL-based classification: a raw packet representation and
a flow-based representation. Different tests are performed to evaluate the robust-
ness of the considered data representation methods. These tests include features
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importance, model robustness, and anonymization tests. The results show that
raw data representation suffers from traffic anonymization and the fact that many
packet fields are data dependent. On the other hand, the flow-based represen-
tation is sensitive to the number of packets used for classification. Moreover,
the statistical features are prone to modification if the main flow characteristics
(packets sizes and inter-arrival times) are manipulated. In this context, another
research direction is emerging in the aim to anonymize Internet traffic and thwart
classification to maintain user privacy. Traffic mutation is one such obfuscation
technique, that consists of modifying the flow’s statistical characteristics to mis-
lead the traffic classifier. In fact, this same technique can also be used to hide
normal traffic characteristics for the sake of privacy. However, the concern is its
use by attackers to bypass intrusion detection systems by modifying the attack
traffic characteristics. To tackle this problem, we propose an unsupervised DL-
based model to detect mutated traffic. This model is based on generative DL
architectures, namely Autoencoders (AE) and Generative Adversarial Network
(GAN). This model consists of a denoising AE to de-anonymize the mutated
traffic and a discriminator to detect it. The implementation results show that
the traffic can be denoised when different mutation techniques are applied with
a low reconstruction error and high detection rate. Another obfuscation tech-
nique that aims at imitating traffic characteristics to make one traffic look like
another one. In this thesis, we propose also a Generative Adversarial DL-based
method to detect morphed traffic. The proposed method consists of a combina-
tion of Variational Autoencoder (VAE) and GAN. The VAE aims at inferring the
probability distribution of the original traffic and morphing it, while the GAN’s
discriminator is trained to detect the fake (morphed) traffic. The testing results
show that we can generate fake traffic that is very similar to the original one, and
that the discriminator is able to detect the morphed traffic, with a high detection
rate. Deciding on the number of packets that should be considered per flow is
not a straightforward task. While considering a subset of packets or a window of
time per flow was considered in previous work for real-time classification without
defining a stopping criteria, in our case, we treat the flows as time series and we
aim to define a criteria guaranteeing good accuracy and low response time. To
do so, we consider the mutual information between the flows features and the
class labels, while increasing n. Different than the traditional mutual informa-
tion based features reduction methods, in our case, the traffic nature (streaming
data) calls for new features selection and reduction method. In this context, a
confidence measure is proposed based on the training accuracy and the mutual
information between the data and the class vector. The obtained results show
that our proposed measure results in choosing n that meets the balance between
real time traffic classification, high accuracy, and less training overhead. Finally,
we propose a classification model where a consecutive set of classifiers of different
dimensions is considered as an ensemble classifier. The implementation results
show that the ensemble method is able to enhance the accuracy of the individual



classifiers to reach better classification performance at early stages.
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Chapter 1

Introduction

From the first application of the Internet (i.e., electronic mail in 1972 [1]) to
present day, Internet traffic has undergone a tremendous evolution. With the
emergence of the Internet of Things (IoT), there is a shift in the types of con-
nected devices and supported applications. Future large-scale networks present
increased management complexity in terms of Quality of Service (QoS) and secu-
rity [2]. The goal of Internet traffic classification is to facilitate network manage-
ment. Traffic classification has a key role in QoS provisioning, network planning,
intrusion detection, network monitoring, traffic trends analysis, and firewalling.
First, packet marking was proposed to differentiate traffic based on its QoS class.
Examples of packet fields used for packet marking are Type of Service (ToS),
Differentiated Services Code Point (DSCP), and Explicit Congestion Notifica-
tion (ECN). Indeed, several protocols have been proposed for traffic differenti-
ation including Differentiated Services (DiffServ), Integrated Services (IntServ),
and Multiprotocol Label Switching (MPLS). However, these protocols were not
widely deployed and adopted due to their complexity and compatibility issues. A
more practical solution is to classify the traffic without modifying the Transmis-
sion Control Protocol/Internet Protocol (TCP/IP) mechanism. In this context,
Deep Packet Inspection (DPI) was proposed for classification based on the packet
header and application signature. However, this method burdens the network
with its high processing overhead. Furthermore, DPI cannot deal with encrypted
traffic [3, 4]. Alternatively, port-based classification was proposed, given that
well-known port numbers have been assigned by the Internet Assigned Numbers
Authority (IANA) for certain application and protocols. Though, nowadays, the
applications are using dynamic port allocation. Additionally, some network ser-
vices, like tunneling and anonymization, hide the port numbers information [1, 5].
Furthermore, in the mobile domain, most of the applications traffic is tunneled
through Hyper Text Transfer Protocol Secure (HTTPS) traffic. In this context,
Machine Learning (ML) based methods were proposed for traffic classification
and intrusion detection. Many supervised and unsupervised methods have been
employed accordingly. While supervised methods are devoted to classifying the
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(attack) traffic based on known class labels, the unsupervised ones allow the de-
tection of unknown traffic. The traditional ML methods rely on well-structured
and hand-designed features. These features are extracted using statistical traffic
measures (e.g. maximum, minimum, standard deviation, etc. of the packet sizes,
and packets inter-arrival times). However, these features are hand-crafted and the
defined classes do not reflect the network needs in terms of QoS and security. In
this thesis, we rely on Deep Learning to be applied on quasi-raw traffic features.
In addition, we define a hierarchical classification framework to classify traffic
based on its required QoS and security levels. However, recently, the security
of ML based methods have been questioned. New adversarial attacks have been
employed to manipulate the input data in the aim of forgery or misclassification.
In the traffic classification domain, many obfuscation techniques have been pro-
posed towards hiding or modifying the flow characteristics to confuse the classifier
and prevent any detection. From these obfuscation techniques, two well-known
techniques are considered in this thesis: mutation and morphing. Even though
in many cases, the recovery of the original traffic is impossible, the detection
of manipulated traffic is essential to prevent misclassification. In this context,
adversarial DL networks have been proposed to generate and detect adversarial
attacks. In this thesis, the combination of denoising autoencoder and Generative
Adversarial Network (GAN)’s discriminator are used to detect mutated traffic
and denoise it. Moreover, the combination between variational autoencoder and
GAN’s discriminator are employed for generating morphed traffic and detecting
it. Detecting mutation and morphing is not enough to avoid misclassification. In
our case, the choice of n affects the classification accuracy. Choosing large value
of n does not always guarantee better accuracy in addition to real time appli-
cation constraints. Consequently, the choice of n should meet the compromise
between real-time classification constraints and classification performance. Based
on that, we propose a model confidence measure that reflects the confidence in
the model to give good testing accuracy. Moreover, giving the time series type
of traffic, we propose an ensemble method of the successive classifiers to enhance
the individual classification results.

As shown in Figure 1.1, our proposed classification framework consists of
several modules:

• The first module aims at extracting quasi-raw statistical features from
the first n× n packets of a flow. At this stage, the flow is transformed into
an image to be passed to a CNN classifier.

• The second module aims at detecting mutated traffic. While statistical
features can be used for mutation detection, our data representation has the
benefit of mutated traffic recovery by applying image denoising techniques.

• The third module has the role of morphing detection. In this case, sta-
tistical features are useless for detection. However, our data representation

2



Figure 1.1: Proposed classification framework

can be used for detection. While traditional morphing techniques rely on
analysing the probability distributions of packets sizes and inter-arrival time
in a complex manner, GAN can be naturally used to infer the probability
distributions of these features by applying VAE with our data representa-
tion.

• Finally, the fourth module aims at building a confidence in the model
considering the traffic as time series data to optimize the choice of n meet-
ing the compromise between the accuracy, training overhead, and testing
response time. In this case, a confidence measure is proposed based on the
training accuracy and the mutual information between the packets features
and the class vector. Moreover, to enhance the accuracy at the chosen n,
we propose an ensemble method of the successive classifiers by taking the
average of the classes probabilities to get the ensemble decision.

1.1 Contributions

The contributions of this thesis can be summarized as follows:

1. Proposing a new data representation method to transform traffic flows into
images and apply CNN for classification.

2. Conducting a comparative study between raw and quasi-raw representation
for DL-based traffic classification.

3. Proposing a DL-based architecture for defending traffic mutation, by recov-
ering and detecting mutated traffic.
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4. Defending traffic morphing by employing generative DL-based model to
generate and detect fake traffic.

5. Proposing a new confidence measure based on the training accuracy and
the mutual information.

6. Optimizing the number of packets sufficiently required for accurate classi-
fication based on a proposed confidence measure.

7. Proposing an ensemble based classification method by aggregating succes-
sive classification results for successive values of n to enhance the classifi-
cation accuracy.

1.2 List of Publications

My thesis work has resulted in a number of publications as listed:

1. Hussein, O. Salman, S. Abdallah, I. H. Elhajj, A. Chehab, A. Kayssi, SDN
& Edge Computing: Key Enablers towards the 5G Evolution, Institution of
Engineering and Technology (IET), Titled: Access, Fronthaul and Backhaul
Networks for 5G & Beyond, chapter 19, London, UK, 2017.

2. O. Salman, I. H. Elhajj, A. Chehab and A. Kayssi, A machine learning
based framework for IoT device identification and abnormal traffic detec-
tion, Trans Emerging Tel Tech. 2019; e3743.

3. O. Salman, I. H. Elhajj, A. Chehab and A. Kayssi, IoT survey: An SDN
and fog computing perspective, Computer Networks, 2018, 143, 221-246.

4. O. Salman, I. Elhajj, A. Kayssi and A. Chehab, ”An architecture for the
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1.3 Organization

This thesis consists of 5 chapters, besides the introduction chapter. These chap-
ters are organized as follows:
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• Chapter 2 presents a comprehensive literature review on the traffic classifi-
cation and obfuscation techniques. In this chapter, we review the different
methods, goals and proposed classification methods. In addition, we present
the traffic obfuscation techniques that can affect the accuracy of the classi-
fication methods. In addition, in this chapter, we include the main concepts
needed for understanding the rest of the chapters.

• In chapter 3, we present our proposed data representation methods. In ad-
dition, we conducted a comparative study between our method and previous
work.

• Chapter 4 presents our proposed method to detect traffic mutation consid-
ering several mutation techniques.

• In Chapter 5, we consider generative adversarial DL-based architecture to
generate and detect morphed traffic.

• Chapter 6 presents the proposed confidence measure to define the sufficient
number of packets n × n for achieving good accuracy while minimizing
the response time. Moreover, in this chapter, we present our ensemble
classifier model that aims at enhancing the accuracy of individual classifiers
at different values of n.

• Finally, we conclude in chapter 7, opening the floor for future research
perspectives.
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Chapter 2

Background and Related Work

Classification using Machine Learning (ML) methods have been proposed to over-
come DPI and port-based limitations [6, 7, 8]. ML methods have shown their
effectiveness to classify even encrypted traffic [9, 10, 11, 12, 13, 14, 15, 16, 17, 18,
19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33].

In the literature, several works compare different ML classification meth-
ods. However, some of these publications do not consider new ML methods
used for traffic classification (e.g., deep learning, DL) or new traffic classifica-
tion approaches (e.g., action-based classification). Table 2.1 summarizes previous
surveys on Internet traffic classification. The work done in [34, 35, 36] does not
include new ML methods for traffic classification or new Internet applications
and traffic types. In [37], the authors only consider payload-based classification.
In [15], the methods proposed for encrypted traffic classification are reviewed.
The most recent work surveying ML-based traffic classification methods is in [38].
However, none of the existing surveys consider the main traffic classification lim-
itation represented by traffic obfuscation techniques.

In this chapter, we review ML-based Internet traffic classification including the
applied ML methods, available public data, different data representations (i.e.,
feature extraction), and classification objectives. Importantly, we also describe
the obfuscation methods proposed to thwart the Internet traffic classification.

The ML-based classification process consists mainly of four phases, as illus-
trated in Figure 2.1: data collection, data preprocessing and features extraction
(data representation), model training, and performance evaluation based on the
classification objectives.

2.1 Internet Traffic Data Challenges

ML learning consists of two phases: training and testing (or validation). In the
training phase, the classifier is fed with part of the collected data with the aim of
recognizing differentiating patterns. Cross-validation is used during this phase,
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Table 2.1: Previous survey summary
Reference Year Summary
[36] 2008 Review of the different ML methods used for

traffic classification
[35] 2009 Review of the different ML methods used for

traffic classification and review of the different
techniques used

[34] 2012 Review of the main challenges and future re-
search directions

[37] 2014 Review of the payload-based traffic classification
[15] 2014 Review of the techniques used to classify en-

crypted traffic
[38] 2018 A systematic review of ML-based traffic classifi-

cation with its different stages: data collection,
features extraction, ML method selection, and
model evaluation

Figure 2.1: Internet traffic classification process

and model performance is evaluated at each fold to optimize the model param-
eters. In the testing phase, the model is tested on unseen data. Therefore, if
the model performance is not as good as expected, re-training the model with a
different set of parameters might enhance its performance. However, sometimes
model performance remains unsatisfactory, even after a grid search over all the
parameter values. In this case, there is a need to re-collect additional represen-
tative data. Indeed, data are the essential part of any ML classification problem.
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Table 2.2: Internet traffic data providers
Source Dataset Year Type Used In Description
Canadian Insti-
tute for Cyber-
security (CIC)

ISCX VPN-non
VPN [39] ISCX
Tor-nonTor [40]

2016 Labeled [31, 41, 42] (3
papers)

These datasets consist of 7 cat-
egories: Web Browsing, Email,
Chat, Streaming, File Transfer,
Voice over IP (VoIP), and Peer
to Peer (P2P), collected by re-
searchers at the University of
New Brunswick (UNB)

University of
Cambridge
Computer
Laboratory Re-
search Group

Moore
Dataset [43]

2003 Labeled [1, 22, 42, 44,
45, 46, 47, 48,
49, 50, 51, 52,
53, 54, 55, 56,
57, 58] (18 pa-
pers)

This data was captured at the
University of Cambridge cam-
pus, where 1000 users are con-
nected to the Internet by a gi-
gabit Ethernet link. It con-
sists of 7 classes: attack, web,
bulk, mail, service, P2P, and
database

Research group
at the Uni-
versity of
Waikato Com-
puter Science
Department
(WAND)

Auckland (I, II,
III, and IV)[59]
University of
Auckland

I (July
1999),
II
(Novem-
ber
1999-
June
2000)
, III
(Au-
gust
2000),
IV
(Febru-
ary
2001 -
April
2001)

Unlabeled [60, 61, 62, 63,
64, 65] (6 pa-
pers)

This research group has set up
a bi-directional measurement
system on the OC3c ATM ac-
cess link that connects the Uni-
versity of Auckland to the In-
ternet

Measurement
& Operations
Analysis Team,
(NLANR)

Unlabeled [22, 66, 67, 68,
69, 70] (6 pa-
pers)

NLANR is an NSF-funded re-
search group at the San Diego
Supercomputer Center

Center for Ap-
plied Internet
Data Analysis
(CAIDA)

Unlabeled [71, 72, 73, 74]
(4 papers)

Founded in 1997, CAIDA con-
ducts network research and
builds research infrastructure
to support large-scale data col-
lection

MAWI Work-
ing Group
Traffic Archive

WIDE [75] 1999-
2019

Unlabeled [12, 22, 74, 76,
77, 78, 79, 80,
81, 82, 83, 84,
85] (14 papers)

WIDE is an updated dataset
collected at the US-Japan
Trans-Pacific backbone link. It
consists of several traces that
range in time from 1999-2019

In [86], the authors conducted a validation analysis of training and testing Inter-
net traffic datasets. Their aim was to show how model performance is affected
when the testing and training datasets are collected at different geographical lo-
cations. In the following, we discuss different issues encountered when classifying
Internet traffic data using ML methods.

2.1.1 Data Size

Imbalanced data are one of the main issues encountered by most ML meth-
ods. Most specifically, in the network domain, some protocols/applications traffic
dominate over other types [87]. Data balancing is proposed to overcome biasing
encountered when training a model with imbalanced data [88]. In this context,
resampling techniques have been employed to balance the data by under- or over-
sampling, which consist of augmenting the size of the minority classes or decreas-
ing the size of the majority classes, respectively. Compared to the original data
size, under-sampling produces a smaller data size and over-sampling results in a
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larger data size. However, under-sampling is barely used, given that:1)there is no
large labeled Internet traffic, 2)and the larger the data, the better is the model
performance. Instead, the over-sampling technique, which consists of randomly
replicating the samples of the class presenting a smaller number of instances, is
widely adopted. However, data balancing might affect the accuracy of the trained
models when applied to real data. Another issue encountered, at the data col-
lection phase, is packet sampling . Packet sampling consists of capturing the
packets at fixed intervals [89]. In this case, not all the flow packets are captured
due to the large data size and real-time processing limitations when dealing with
the Internet backbone traffic. Consequently, this might affect the classification
performance given that the statistical features extracted from the full packets
flows are different from those extracted from sampled packets flows. In this case,
it is important to consider sampling at the training and testing phases.

2.1.2 Data Labeling

Data labeling is another issue in the Internet domain, where controlling the
applications traffic is not a straightforward task. Consequently, the collection
of labeled Internet traffic requires specific setup in a private network (e.g., lab),
to capture the traffic and filter it based on specific parameters (e.g., time inter-
val, IP addresses, Media Access Control (MAC) addresses, and port numbers).
Consequently, the burden of collecting and labeling Internet traffic pushes the
researchers to find a way to label the widely available unlabeled datasets (e.g.,
CAIDA datasets). Two methods are mainly employed to label Internet traf-
fic: DPI and port-based classification. Many DPI tools have been developed for
this aim, such as: PACE [90], OpenDPI [91], L7-filter [92], nDPI [93], Libpro-
toident [94], and NBAR [88]. These tools have been used to validate ML clas-
sification results and label unlabeled Internet traffic [95, 96, 97]; however, they
cannot be applied to label encrypted traffic. Similarly, port-based classification
tools such as CoralReef [98] have been also developed and used to label the unla-
beled Internet traffic datasets. These approaches have also been combined with
the statistical based ML approaches to ensure better performance [4, 99]. How-
ever, none of these labeling approaches ensure 100% correct labels, so the ground
truth will not be highly accurate. In this case, collecting labeled data remains
necessary.

2.1.3 Data Timeliness

As shown in Table 2.2, the Moore dataset was extensively used in the reviewed pa-
pers. This dataset consists of preprocessed data with 249 extracted features and
was captured in 2003. Since then, Internet traffic has changed noticeably with
the emergence of IoT. New traffic trends have emerged with new applications,
new kinds of traffic, and new types of connected devices. According to the last
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Cisco VNI forecast [100], video traffic will dominate the Internet traffic by 2021.
In this context, new datasets, including new applications traffic, are needed. In
fact, the traffic characteristics depend on the device specifications (OS, memory
capacity, processing power, and supported protocols). Consequently, considering
traffic generated by new kinds of devices (IoT sensors, robots, drones, smart cars,
etc.) is key to be able to identify new traffic types (e.g., sensing and actuation
traffic) along with their generating devices. To summarize, collecting representa-
tive data is key for ML classification. In this context, data variety, accurate data
labeling, and updated classes definition are essential to ensure ML classification
effectiveness. After collecting data, a very important phase comes up, which is
features extraction or data representation. In the next section, we review the dif-
ferent data representation methods proposed in the traffic classification domain.

2.2 Data Representation

Data representation is an essential part of any ML classification process. To
recognize the discriminating patterns, the ML model needs to be based on well-
structured input. Traditional ML methods require hand-crafted features. Indeed,
after collecting data, a preprocessing phase follows to extract the features that
will be inputted to the ML model. Typically, traffic classification is assessed per
network flow, where a flow is defined as the ensemble of packets having the same
connection parameters, including the source and destination IP addresses, the
source and destination port numbers, and the transport protocol. Note that a
bidirectional flow is defined as the set of packets having the common 5-tuples
connection parameters in either direction. Two main flow features, with their
various statistical values (max, min, standard deviation, quartile, etc.), have
been considered extensively in the literature: the packet interarrival time and
packet size [28, 101, 102, 103, 104, 105]. Based on the reviewed work, we can
categorize the data representation methods employed in the traffic classification
domain, as follows: behavioral-based, vectors, time series, word embeddings, and
images.

2.2.1 Behavioral-based

In this category, traffic is the intercommunication patterns between the flow
source and destination [71, 106, 107, 108, 109, 110, 111, 112, 113, 114]. Kara-
giannis et al. in [107] proposed a multi-level behavioral analysis system, called
BLINC, based on the interaction between hosts, protocol usage, and per-flow
average packet size. The BLINC system represents the flow data as graphlets
that describe the normal usage patterns of network applications. These struc-
tures are then used in conjunction with the host information to predict the ap-
plication/protocol name. A graphlet, as shown in Figure 2.2-a, consists of the
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communication patterns defined by the 4-tuple: source IP address, destination
IP address, source port number, and destination port number. Even though port
numbers are used, the classification is independent of their exact valueswhat
matters is the associated pattern.

More recently, a method to represent the users behavior and analyze the
dynamic characteristics of the host behaviors was proposed [108]. Hu et al. ex-
tracted the features that correlate with the target application from the traffic
traces [115]. For each application, they built a profile (ensemble of rules) that
defines the application behavior. Cao et al. presented an approach that com-
bines both host- and flow-level identifications to classify applications traffic by
statistical behavioral analysis [109]. In [116], the user-app bipartite method is
proposed. User-app bipartite, as shown in Figure 2.2-b, aims at illustrating the
communication between mobile users and application servers. Two types of nodes
are defined: the user and server nodes. The user node is characterized by the
phone number client section (i.e., the first three digits of the phone number),
mobile phone brand, and phone model. The server node is characterized by the
supported application categories and sub-categories. The edge is characterized
by the flow start and end times, packet size in bytes, direction (upstream, and
downstream), and application category label (determined by the server node). In
Figure 2.2-b, the color refers to the application category label. Because the user
might use different applications, one user node may have more than one colored
edge at the same time. The server node might have multiple colored edges at the
same time because a server might host different applications. In [77], graphlets
(macroscopic traffic characteristics) and packet size-based features (microscopic
traffic characteristics) are employed. However, the behavioral based flow repre-
sentation presents memory and processing overhead.

2.2.2 Vectors

A typical method to represent Internet traffic is by extracting flow-based statisti-
cal features. These features are calculated by extracting packet-related informa-
tion, as shown is Figure 2.2-c. Moore presented a comprehensive list consisting
of a total of 249 statistical features computed per network flow [117]. This com-
prehensive set includes different statistics (max, min, standard deviation, mean,
etc.) of the different flow packets attributes: packets interarrival time, packet
size, burst/flow volume, in addition to the IP and port numbers and TCP flags.
These statistics are computed for in and out flow directions. Another vector-based
representation is the discrete byte encoding proposed in [118]. In this method,
the first n-bytes of a flow are encoded by a feature vector v with 256 elements.
The components of v are initialized to 0. Then for each byte in the input stream,
the (i*256 + c(i)) ith component is set to 1, where i is the position of a byte with
value c[i] in the extracted flow. The resulted binary vector v is input to the ML
classifier. This data representation type is widely adopted because it is suitable
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Figure 2.2: Data representation method

for most existing ML methods.
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2.2.3 Time series

Another way to represent Internet traffic is through time series. Conti et al.
represented network flows by generating time series of the communicated pack-
ets/bytes [119]. Three time series are generated for each flow: 1) for the bytes
transmitted by incoming packets, 2) for the bytes transmitted by outgoing pack-
ets, and 3) for the bytes transmitted by both incoming and outgoing packets.
Additionally, a time series for the packet interarrival time is considered. The ob-
tained shapes, as illustrated in Figure 2.2-d, are used for classifying user actions.
Acar et al. proposed another time series-based traffic representation by consid-
ering the traffic data rate [120]. In fact, the following statistics are computed
for the obtained time series: absolute energy, length, mean, median, skewness,
entropy, standard deviation, variance, continuous wavelet transform coefficients,
Fast Fourier Transform coefficients, and coefficients of polynomial fitted to time
series. These computed statistics are then passed to the classifier. This data
representation is usually applied for Markov Model-based methods.

2.2.4 Word embeddings

Because HTTP protocol requests contain valuable information about the desti-
nation host, and inspired by the text recognition applications, word embeddings
have been applied to represent Internet traffic. In this context, FLOWR was pro-
posed in [24, 121] for extracting the app signature from the HTTP header. The
proposed method relies on key-values exchanged in HTTP queries (e.g., host-
name). By training the model by pre-computed key-value pairs for a known
application, the model can induce the key-values of new applications by means
of regression. Another method relying on grouping the HTTP User-Agent fields
is proposed in [122]. The common strings for certain applications are extracted
using the LCS algorithm. Then the classification of unknown applications can
be performed using the extracted header signature. By employing the Word2vec
unsupervised learning techniques, used mainly to generate word embeddings from
a word-based dataset, the work in [123] considers the domain names in the Do-
main Name Server (DNS) requests to classify Internet traffic flows associated with
these DNS queries. The results reveal a relationship between the domain names
and the type of traffic directed towards them. In a similar way, Net2vec is pro-
posed in [124] to classify the HTTP(s) requests. The captured HTTP(s) requests
are transformed into tuples of the form (IP address, hostname) representing the
requested server. The aim is to assign the user to certain product categories as
the case in web-based recommending systems which are based on the websites
visited by the user. However, net2vec is run on the network level. A queue of
the visited domain servers is constructed for each user by the splitter, and then
this user is associated with a certain user category (e.g., Education, Sports, and
Health & Fitness). In fact, each domain name is represented by a numerical data
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point to be passed to the classifier.
Goo et al. proposed a signature extraction method consisting of three levels [125].
The first level consists of extracting common substrings from the traffic payload
forming the flow signature. Similarly, at level two, common substrings from the
packet content are extracted to form the content signature. At level three, the
packet signature is extracted.
Bag-of-Words (BoW) is a popular technique used in Natural-Language Pro-
cessing (NLP) for representing words as numeric vectors. In this context, a
BoW-based traffic representation is proposed in [126]. Numeric vectors are cre-
ated for representing the web pages Uniform Resource Locators (URLs) visited
by the user in one session. For URLs, special characters (i.e., :, /, ?, etc.) are
treated as a space between words; therefore, a URL is represented as a sequence
of words from the dictionary.
ProWord is proposed for extracting a set of words from the application re-
quest to identify the type of traffic flow in [127]. For extracting words from text,
boundaries are identified through segmentation, a well-known statistical method
used in NLP. Specifically, the Voting Experts (VE) algorithm, is used to identify
possible word boundaries using entropy. ProWord uses a ranking algorithm that
maps different dimensions of protocol feature heuristics (e.g., frequency, occur-
rence location, and length). ProWord consists of four phases: input processing,
segmentation voting, decision making, and output consisting of the key strings
of the protocol request header. The different obtained strings will be inputted to
a neural network classifier to extract the representative protocol features. More-
over, the identification of the mobile devices model (iPhone, Android, etc.) is
performed based on TTL and specific strings in the HTTP requests [128].

2.2.5 Images

Recently, DL has shown its power in enabling many computer vision applications
and especially in image recognition. Consequently, representing traffic as images
was considered to apply DL for traffic classification. DL methods have the repre-
sentation learning ability and do not require hand-crafted features as is the case
for the other traditional ML methods. Leroux et al. proposed representing flows
by 2D histograms [26]. The two considered spaces are: packet size-interarrival
time and burst time-burst size. The histogram reflects the relationship between
the considered features. Each histogram represents a window containing the first
1024 packets of an application session. The HTTP packet header is transformed
by hot encoding into m*l vectors, where m = 95 and l = 1114 [129]. Chen et
al. apply the reproducing kernel Hilbert space embedding to represent the flow
statistical features into 6 channels images [130]. Each feature is represented by
its static (marginal probability) and dynamic (conditional probability) informa-
tion. After applying convolution, a 28-feature vector representing the raw flow
features is passed to the fully connected layer. Representing the traffic raw data

15



as grayscale images was proposed in [21, 31, 42, 131, 132, 133, 134]. This method
consists of transforming the first n×n bytes of each flow or session into a grayscale
image of size n × n, as illustrated in Figure 2.2-e [31]. As shown in this figure,
the first n×n bytes ([B1, B2, , Bn]) form an n×n matrix. In [135], Salman et al.
proposed extracting four features (packet size (s), interarrival time (T), direction
(D), transport protocol(P)) for the first n × n packets of a traffic flow. Then,
each flow is represented by an RGBA image, as illustrated in Figure 2.2-f, to
apply a Convolutional Neural Network (CNN). In this case, each packets features
represent the RGBA components of a pixel in the obtained image.
A comparison of different data representations applied to DL for mobile traffic
classification was performed in [136]. Three sets of features are considered for
comparison: 1)the first N bytes of the payload, 2) the first N bytes of a bi-flow,
3) and a set of features extracted from the first 20 packets (20*6 features). In
addition, a statistical set of 40 features including port number information is con-
sidered to compare with a baseline method employing Random Forest (RF). The
results show that DL outperforms RF for classifying different apps. However,
when it comes to overlapping apps, using classification port-based information
in the RF-based method leads to better accuracy and precision. In [137], an-
other comparison was conducted between different data representation methods:
1) basic features [138, 139], 2) Moore features [117], 3) graph features [140],
4) joint features [105], 5) and service features [32]. The results show that the
proposed hybrid features set, which is a combination of basic feature sets with
in-flow behavior, distribution, and packet header features, presents the best re-
sults. After extracting and selecting the features that help differentiate between
classes, selecting the ML method is an important stage in the ML classification
process. In the next section, we review the different ML methods used in the
traffic classification domain.

2.3 Machine Learning Methods

In this section, we review the different types of ML algorithms used for traffic
classification. A classification problem is a decision-making problem, in which the
aim is to decide if data corresponds to a specific class given different hypotheses.
Consequently, the classification problem can be formulized as an optimization
problem, in which the aim is to choose a class label (hypothesis) that minimizes
a certain cost function. In this context, the classification methods can be cat-
egorized into two types: parametric and non-parametric. For the parametric
category, the aim is to define a function f, such that Y = f(X), where Y is the
output (label) and X is the features vector. Examples of parametric classifica-
tion methods are Nave Bayes, linear regression, etc. However, non-parametric
methods aim to minimize the classification error without inferring the mapping
between the input and output. Furthermore, the ML methods are based on the
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training approach, as illustrated in Figure 2.3. In the following, we review the
ML methods used for traffic classification, including supervised, unsupervised,
and semi-supervised. Note that a new training method is emerging in the ML
domain, which is reinforcement learning. However, based on the reviewed work,
reinforcement learning has not been applied in the traffic classification domain,
given the lack of the reward notion, which is an essential part of this type of
learning. However, in the future, the application of reinforcement learning might
be employed based on an innovative business model including a feedback about
the user satisfaction or Quality of Experience (QoE).

Figure 2.3: ML method approaches

2.3.1 Supervised

Supervised ML methods rely on labeled data, as illustrated in Figure 2.3-a.
During the training phase, the classifier infers the rules (e.g., decision tree) or
the model parameters (e.g., support vector machine, SVM) to optimize the cost
function. After training the model, at the testing phase, the classifier automat-
ically assigns the testing data to one of the learned classes. Supervised learning
is usually preceded by a features selection/reduction phase. This phase aims
at selecting the relevant features to the classification by computing the mutual
information or covariance between the features and class labels. Different super-
vised methods have been considered in the literature to classify Internet traffic.
Figure 2.4 illustrates the evolution of the supervised methods used in the traffic
classification domain. Bayesian-based methods have been constantly considered
over the years. Moreover, the graph shows that DL was recently applied (in 2017
and 2018) for traffic classification.
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Figure 2.4: Trends of supervised ML methods used for traffic classification

Decision Tree

The Decision Tree (DT) classification method is a rule-based method. It
mainly consists of answering a sequence of questions at the tree edges towards
a leaf representing the predicted label. DT-based methods are fast and can be
applied for large datasets. However, they are prone to overfitting. DT-based
methods have been considered to classify traffic [141, 142]. Given a set of flow
features, to build a decision tree, the feature of high differentiation power is
chosen to be at the root of this tree. The feature importance can be measured
by different means such as Gini index, entropy, mutual information, etc. The
tree depth defines the maximum number of branches to reach a leaf. Limiting
the maximum depth of the DT helps minimize the overfitting issue. C4.5, an
algorithm used for generating DTs, is one of the best performing methods used
in traffic classification domain. The DT-based methods give the best results in
11 out of 17 comparisons.

Bayesian

Nave Bayes (NB) is another ML method that was used for traffic classifica-
tion [44]. Nave Bayes is a probabilistic method that relies on the Bayes theorem
stating that: P(Y/X)=(P(X/Y)P(Y))/(p(X)), where Y is the output (class la-
bel), and X is the input (features vector). Nave Bayes is the simplest method in
the Bayesian methods family. Other Bayesian-based methods exist to model more
complex situations, where there is dependence between the different features, the
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output and input, along with different constraints related to their probability
density distributions. In this context, different Bayesian-based methods have
been proposed for traffic classification [80, 81]. In addition, Bayesian methods
have been combined with other ML methods such as neural networks to classify
traffic [48]. Furthermore, a cascade of nave Bayes classifiers was proposed in [143]
for fine-grained traffic classification.

K-Nearest Neighbor

K-Nearest Neighbor (K-NN) is a non-parametric ML method [50]. As a lazy
algorithm, K-NN does not include a training phase. However, the classification
time is dependent on data size. At the classification phase, the algorithm consists
of measuring the distance between the testing instance with all the labeled in-
stances. Consequently, the testing instance is assigned to the class of its K nearest
neighbors. In case the k nearest neighbors do not belong to the same class, the
majority rule is applied. Typically, the distance between two data instances is
the (Euclidean) distance between their features vectors.

Support Vector Machine

SVM, a well-known ML method, has been widely used for traffic classification [1,
46, 47, 52, 55, 71, 79, 144, 145, 146]. SVM consists of solving for the hyperplane
that optimally separates the points representing the instances from two different
classes. This is the simplest case in which the feature vectors can be represented in
a two-dimensional space. However, the problem becomes more challenging when
there are multi-dimensional feature vectors with multiple classes. In this case,
kernel-based methods are considered to build multi-SVM models. Accordingly,
the high computational complexity is the main drawback. Other limitations
of the SVM method are the high training time when the training data size is
large and the high re-training time when new training data are added. In this
context, incremented SVM has been proposed [55] to decrease the time needed
to retrain a model on new data. SVM also presents many advantages, such
as its high generalization performance and its applicability to different types of
classification problems. However, SVM might not offer the best performance
when compared with other models. In this context, K-NN was compared to
SVM in [105], and the results show that K-NN achieves better results in terms
of classification accuracy. Despite the effectiveness of SVM, its accuracy is very
sensitive to the data scale, used features, and model parameters because it is a
sparse classification technique [47].

Neural Network

Neural Network (NN) is a well-established ML method inspired by the human
neural system. The primary component of a neural network is the neuron. During
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the training phase, the neural network algorithm aims at finding the function Y
= f(X) = W * X, where Y is the output, X is the input, and W is the weights
matrix. The minimization of the difference between the expected output and the
actual one, results in calculating the weight matrix W and thus determining the
mapping function f. NN was applied by Moore et al. to classify traffic [48, 147].
In [148], an improved back propagation NN method was proposed for traffic
classification.

Deep Learning

DL is a branch of ML that has been applied to different fields including computer
vision, speech recognition, and natural language processing. A DL model consists
of a NN with several layers, as signified by the deep in its name. DL recently
emerged in the communications domain and more specifically in the traffic classi-
fication domain [25, 31, 131, 130, 132, 149, 150, 151, 152, 153, 154, 155]. In fact,
there are different types of DL architectures: CNN is a type of DL architecture,
designed specifically for image-based applications. From these architectures, one
can mention: LeNet-5 [156], AlexNet [157], ConvNet [158], and GoogleNet [159].
Residual Neural Network (ResNet) is a CNN architecture with skip connec-
tions to avoid the vanishing gradients problem. Moreover, Recurrent Neural
Networks (RNNs) are DL architectures capable of handling sequential inputs.
Accordingly, different DL architectures have been proposed to classify traffic.
Wang in [133] used the Stacked Auto Encoder (SAE) DL architecture to clas-
sify traffic, considering the first 1000 bytes of each flow. Wang et al. [31, 134]
propose to apply CNN for traffic classification. Wang et al. employed CNN for
malware detection using the Le-Net5 architecture [134]. CNN is compared to the
C4.5 method. Other results show that CNN outperforms C4.5 [31]. One study
proposes a scheme called Deep Packet for traffic categorization and application
identification [21]. This work is similar to that done in [31]. However, the authors
in [21] work at the packet level. In [160], the authors proposed a CNN model that
takes time series-based features as input. A combination of CNN and Recurrent
Neural Network (RNN) layers is proposed in [161] to classify traffic by consider-
ing statistical based features. A cascade forest is proposed in [150] to classify the
mobile traces into different applications. The work in [135] compared different
DL architectures: LeNet-5 [156], AlexNet [157], ConvNet [158], GoogleNet [159],
Residual Neural Network (ResNet) [162], RNN [163], and Deep Neural Network
(DNN) [156].

Hidden Markov Model

The Markov Model consists of a chain of states where the transition probability
determines the probability of transitioning from one state to another. Each state
is linked to a certain output. In the case where the states are unobservable, the
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Markov model is called hidden (HMM). The HMM has been applied to traffic
classification by presenting traffic flows as time series [164, 165, 166].

Ensemble Learning

Ensemble ML methods consist of training sequentially or in parallel a set of
(weak) classifiers and then aggregating the results by voting or averaging. Two
main methods are employed for ensemble learning: aggregation (bootstrapping)
and boosting. Different ensemble methods have been proposed in the traffic
classification domain [54, 82, 167].

Random Forest (RF) is an ensemble method belonging to the bootstrap-
ping ensemble type. It reduces bias and variance by training several DTs on
different data and feature subsets. RF is one of the methods that presented high
performance in traffic classification [84, 168]. Adaboost is an ensemble method
belonging to the boosting ensemble type. It consists of sequentially training a set
of weak classifiers to enhance the classification accuracy by penalizing the mis-
classified instances. In [169], an Adaboost model is proposed to classify traffic.
In addition, transfer learning was applied to alleviate the scarcity of labeled data.

A comparison of supervised learning methods: NB, Bayesian Network, RF,
DT, NB Tree and, Multilayer Perceptron (MLP), is performed in [60], with RF
and DT achieving the best results. Another comparison of supervised learning
methods is done in [170], and the findings show that C4.5 presents the best results.
NN and C4.5 are compared in [171]. The authors state that traffic classification is
not a complex task that needs the application of NN; rather, DT-based methods
are more suitable in this case. A comparison between the C4.5 decision tree, SVM,
NB, and RF is performed in [17]. In [172], the comparison considered clean and
unclean data, where unclean data includes background traffic. The results show
that C4.5, BN, RF and K-NN present better performance on clean network traffic
than NB. However, on unclean data, NB presents better performance than the
other algorithms. In [173], a comparison of 11 methods is performed, where RF
and C4.5 yield the best results.

2.3.2 Unsupervised

Unsupervised learning is a class of ML methods applied mainly to unlabeled data,
as illustrated in Figure 2.3-b. In this case, the classifier extracts the patterns from
the training data without being able to evaluate classification result correctness.
However, these methods could detect unknown classes. Given the abundance
of unlabeled Internet traffic, different unsupervised ML methods have been ap-
plied [174]. Figure 2.5 illustrates the unsupervised learning methods trends in
the traffic classification domain and shows that K-Means and clustering are the
most employed methods. Moreover, the graph shows that DL was recently ap-
plied (in 2017 and 2018) for unsupervised traffic classification. In the following,
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we detailed the different unsupervised ML approaches employed in the traffic
classification domain.

Figure 2.5: Trends of unsupervised ML methods used for traffic classification

Clustering

Hierarchical clustering is one of the unsupervised ML methods, consisting of
grouping near data points into clusters. Two main approaches are adopted for
clustering: bottom-up (agglomerative), and top-down (divisive). The bottom-
up approach considers each instance as a cluster and then merges the nearest
ones until convergence. However, the top-down approach consists of starting by
one cluster for all the data instances and then dividing it until convergence [66].
In [175], an agglomerative hierarchical clustering method is proposed for traf-
fic classification into different applications protocols. In [176], an unsupervised
classification of host behaviors is proposed by considering connection patterns.
Erman et al. differentiate between web and Peer-to-Peer (P2P) traffic by cluster-
ing their generated traffic [177]. Moreover, in [178], an entropy-based clustering
method was proposed for traffic classification into different application types.
Density-based spatial clustering of applications with noise (DBSCAN)
is another clustering technique that groups points based on their density with the
ability of detecting noise, by isolating the points lying alone in low-density re-
gions [179]. A comparison of the DBSCAN, K-means, and AutoClass (clustering)
methods in [62] shows that DBSCAN can detect noise flows, while the other meth-
ods cannot. OLDBSC, a modified DBSCAN, is proposed in [180].
K-means is another unsupervised classification technique in which initially, k
means are randomly created, then, the data points are clustered into k clusters
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based on the points distance to these means. Afterward, the means are selected to
be the centroid of the clusters, and the clustering process is repeated until conver-
gence. This method was applied in the traffic classification domain [62, 181, 182].
An improved K-means clustering method is proposed in [183]. Given that the
K-means concept is very similar to the K-NN approach, the authors in [184] pro-
posed a classification of Internet traffic flows into QoS classes by unsupervised
K-NN clustering. Similarly, RF was also applied for clustering in [185].

Deep Learning

As in the case of supervised learning, DL presents different architectures for unsu-
pervised learning. In this context, generative algorithms such as Autoencoders
(AE), are DL methods applied for unsupervised learning. As its name indicates,
AE aims at encoding the training data by extracting a compressed representation.
At the decoding phase, the decoder regenerates the initial image using the ex-
tracted code. The comparison between the input and output permits evaluation
of the efficiency of the extracted code. Recently, this method has been applied
to unsupervised traffic classification [184, 185].

• Generative Adversarial Network: Introduced by Goodfellow et al. in [186],
GAN consists of two parts: the generator (G) and the discriminator (D).
From a game theoretic perspective, GAN can be interpreted as a zero-sum
or min-max game between the generator and the discriminator. The gen-
erator tries to learn the input data representation to generate data samples
very similar to the real ones. The discriminator tries to maximize the prob-
ability of distinguishing between fake and real input. The GAN objective
function can be presented as follows: V (G,D) = Ex∼pdata(x)(log(D(x)) +
Ez∼pz(z)(log(1−D(G(z))))) where x is the input data, pdata(x) is the data
distribution, D(x) is the discriminator output, pz(z) is the fake data distri-
bution, z is a sample from pz(z), and G(z) is the generator output. The gen-
erator aims at minimizing the probability of fake data detection by the dis-
criminator, which means that the G objective is to find min

G
(Ez∼p(z)(log(1−

D(G(z))))). The discriminator aims at maximizing the probability of de-
tecting real data as real and fake data as fake, which means that the D
objective is to find max

D
(Ex∼pdata(x)(log(D(x)))+Ez∼p(z)(log(1−D(G(z))))).

Thus, the GAN objective is to find min
G

max
D

(V (G,D)) . Primarily, GAN is
applied for synthetic data generation. GAN has been applied also for image
anomaly detection [187, 188, 189]. In fact, the adversarial learning permits
the discriminator to detect abnormal input data. Furthermore, the gener-
ative learning permits the generator to learn the real data representation,
which makes GAN suitable for image denoising [190, 191].

• Autoencoders: Being a generative model, AE is a type of DL networks that
is specialized in extracting the input data representation. The AE consists

23



of two parts: an encoder and a decoder. The encoder extracts a compressed
data code by estimating a function f , in such a way z = f(x), where x is
the input data, and z is the extracted representation or latent variable. The
decoder aims at reconstructing the input data by relying on the extracted
representation. In other terms, the decoder tries to infer the inverse func-
tion g, in such a way that y = g(f(x)) = g(z). The AE objective function
can be represented at the minimization of the difference between g(f(x))
and x. In other terms, the AE aims at minimizing the reconstruction error.
A type of AEs is the probabilistic autoencoder, which aims to infer the dis-
tribution of x, pθ(x) by means of another distribution qφ(z/x) (probability
of the latent variable z knowing the input x). A well-known type of prob-
abilistic AEs is the Variational Autoencoder (VAE), which imposes a prior
restriction on p(z) to be a normal distribution. In this case, the problem re-
duces to maximizing the Evidence Lower Bound (ELBO) or maximizing the
KullbackLeibler (KL) divergence between qφ(z) and pθ(z/x), represented by
KL(qφ(z/x)||p(z)). Having the ability to extract the real data distribution,
VAEs have been applied for anomaly detection. Indeed, when the recon-
struction error is large, anomaly is detected in the input data. Borrowing
the adversarial concept from GAN, Adversarial AEs (AAE) were introduced
by Makhzani et al. in [192]. Similar to the GAN, AAE includes a discrim-
inator that tries to differentiate between the data sampled from the latent
variable prior p(z) and the real data. In this case, the discriminator aims
to minimize Ldis = −1/N

∑N−1
i=0 log(dx(zi)) +

∑2N
j=N log(1 − dx(zj)), and

the generator tries to minimize Lprior = 1/N
∑N−1

i=0 (log(1 − dx(zi)), where
N is the number of samples, and dx(zi) is the discriminator output of the
latent space variable. In this case, if the total loss function is optimized,
qφ(z/x) will be very similar to p(z), or in other terms, KL(qφ(z/x)||p(z))
will be minimized, and thus the log likelihood of the original data distribu-
tion will be maximized. AAEs were applied also for anomaly detection in
images [193, 194, 195, 196]. Furthermore, a recent work has considered to
add the denoising function to the AAEs for image denoising [197]. In this
case, the corrupted data x̃ is considered as input and two methods were
proposed for model representation. The first consists of matching q̃φ(z/x)
to p(z), and the second consists of matching qφ(z/x̃) to p(z). However, in
our work, we use a sparse AE that aims to minimize the Mean Square Er-
ror (MSE) between the reconstructed data and original data. In addition,
applying the adversarial concept, we choose to train a discriminator to de-
tect abnormal traffic when the reconstruction error is high. Thus, unlike
previous work, the generator part of GAN is omitted [198].
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Expectation Maximization

Expectation maximization (EM) is a statistical method that aims at finding
the maximum likelihood estimate of a parameter. In the ML domain, expectation
maximization can be used to induce the probability distribution of the output.
Consequently, the extracted model can be applied to predict the output of any
input.
EM was applied for unsupervised traffic classification in [68, 199]. AutoClass,
an EM-based method, is applied with an unsupervised Bayesian classifier in [70].
Moreover, Gaussian Mixture Model (GMM) was also employed to classify
traffic based on observed data probability distributions [200, 201].
In [202, 203], it was shown that supervised classification performs better than
unsupervised classification of the training data; however, the unsupervised clas-
sification is more robust when applied to unseen data. In this case, a smaller
decrease in accuracy is perceived compared to the supervised case. Another
comparison between supervised and unsupervised methods is conducted in [16],
concluding that C4.5 (supervised method), presents better performance than the
Multi-Objective Genetic Algorithm (MOGA) (unsupervised method) for en-
crypted traffic, when the training and test data are collected from different net-
works. However, MOGA presents better performance, if the training and test
data are from the same network, since the unsupervised method does not suffer
from the overfitting problem.

2.3.3 Semi-Supervised

While supervised learning methods are effective when fine granularity is needed,
and unsupervised methods have the ability of detecting unknown classes, the
semi-supervised approach offers the best of both methods. Having a plethora
of unlabeled data, semi-supervised methods were envisioned to label unlabeled
traffic by means of limited labeled data. This process is often called label propa-
gation or label induction, as illustrated in Figure 2.3-c. New applications and new
types of traffic are emerging constantly. Therefore, this zero-day traffic identifi-
cation requires semi-supervised ML methods [204, 205, 206, 207]. In Figure 2.6,
the timeline illustrates the evolution of the proposed semi-supervised methods
for traffic classification.

Erman et al. were the first to propose a semi-supervised method consisting
of clustering the labeled and unlabeled data [216]. Here, the clusters are mapped
to the application types based on the labeled instances contained in each clus-
ter; however, to detect unknown traffic, the clusters that do not contain labeled
instances or those that contain labeled instances of multiple classes are left unla-
beled. Subsequently, Zhang et al. proposed another traffic classification method
based on label propagation with Bag-of-Flows (BoF) [209]. The authors com-
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Table 2.3: Comparison of ML methods used for Internet traffic classification
References Year ML Category Compared Method Results
[118] 2005 Supervised NB, Adaboost, Regularized Maximum Entropy Adaboost
[62] 2006 Unsupervised DBSCAN, K-means, AutoClass AutoClass
[63] 2006 Supervised,

Unsupervised
NB and AutoClass AutoClass

[67] 2006 Supervised Bayesian Network, C4.5, NB, NB Tree C4.5
[208] 2007 Supervised C4.5, AdaBoost+C4.5, Logitboost, JRip, NB Tree, Bayesian

Neural Network
C4.5

[17] 2011 Supervised C4.5, SVM, NB, and RF C4.5
[16] 2011 Supervised.

Unsuper-
vised. Semi-
Supervised

Supervised: C4.5, unsupervised: K-means, semi-supervised:
MOGA

MOGA (semi-
supervised)

[203] 2012 Supervised,
Unsuper-
vised, Semi-
Supervised

Supervised: SVM, Logistic Regression, NB, NB simple, RF,
MLP, C4.5, Bayes Net; unsupervised: EM, K-Means, Cobweb
hierarchic clustering, Shared Nearest Neighbor Clustering, Au-
toclass, Constrained clustering; semi-supervised: SVM + con-
strained clustering

SVM + con-
strained clus-
tering (semi-
supervised)

[209] 2013 Supervised,
Semi-
Supervised

Supervised: NB, C4.5, Bayes Network, kNN; semi-supervised:
Proposed label propagation, AutoClass

Proposed la-
bel propaga-
tion (semi-
supervised)

[210] 2013 Supervised,
Unsupervised

Supervised: C4.5, k-NN, SVM, NB, NN, Bayes Nets; unsuper-
vised: K-means with BoW

K-means with
BoW (Unsu-
pervised)

[202] 2014 Supervised,
Unsupervised

Supervised: J48, NB, SVM; unsupervised: K-means, EM, DB-
SCAN

Features de-
pendent

[13] 2015 Supervised C4.5, Adaboost, Genetic Programming C5.0
[81] 2016 Supervised NBD, NBTree, BayesNet, HNB (Bayesian) and IBL, IBK,

KStar (Lazy)
HNB
(Bayesian),
Kstar (Lazy)

[172] 2016 Supervised C4.5, BN, RF, SVM, K-NN C4.5
[211] 2016 Supervised,

Semi-
Supervised

Supervised: J48/C4.5 decision tree, k-NN, Best-first decision
tree, Regression tree representative, Two-phased, Sequential
minimal optimization, DT and NB, Bayesian Network, NB;
semi-supervised: K-means + C5.0

K-means +
C5.0 (Semi-
Supervised)

[212] 2016 Unsupervised
Semi-
Supervised

Unsupervised: Fussy clustering; semi-supervised: label propa-
gation (Zhang et al.) and the proposed method

Semi-
Supervised pro-
posed method

[28] 2016 Supervised RF, SVM RF
[64] 2016 Supervised NB, Bayesian Network, AdaBoost, Bagging, OneR, PART, k-

NN, J48, NB Tree, RF
Features de-
pendent

[213] 2016 Supervised RF, stochastic gradient boosting, extreme gradient boosting RF
[60] 2017 Supervised Nave Bayes, Bayesian Network, RF, DT, NB Tree, MLP RF and DT
[33] 2017 Supervised K-NN, SVM, Nave Bayes, WFNP (C4.5 based) WFNP (C4.5

based)
[45] 2017 Supervised ELM, GA-ELM, GA-WK-ELM GA-WK-ELM
[49] 2017 Semi-

Supervised
Ermans method, Zhang et al. method, proposed SSTCS SSTCS

[167] 2017 Supervised DT, RF RF
[130] 2017 Supervised NB, DT SVM, MLP, CNN CNN
[31] 2017 Supervised CNN, C4.5 CNN
[80] 2018 Supervised TAN, ATAN, t-Cherry, LDLMCS LDLMCS
[150] 2018 Supervised Cascade forest (DL), RF, SVM, Bayesian Network, C4.5 Cascade forest

(DL)
[170] 2018 Supervised ANN, SVM, C4.5 C4.5
[173] 2018 Supervised Bayesian Network, NB, SMO, Adaboost, Bagging, OneR,

PART, Hoeffding, C4.5, RF, Random tree
RF and C4.5

[214] 2019 Semi-
Supervised

Probabilistic graphical model [215], Offline/real-time semi-
supervised classification [216], Bipartite graph-based maxi-
mization [217], Various-Widths Clustering [218], Semtra [214]

Semtra
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Figure 2.6: Trends of unsupervised ML methods used for traffic classification

pared their proposed method to Ermans method. The results showed that label
propagation performs better than Erman’s semi-supervised method. In [212],
the authors combine the unsupervised and supervised methods to perform semi-
supervised classification. At the first stage, k-means is used for clustering Internet
traffic. Then, the learned clusters are passed to a supervised decision tree-based
classifier to label them based on few labeled instances [219]. Similarly, in [49], k-
means is used to cluster the unlabeled data, and the supervised K-NN method is
applied for labeling the unlabeled data. Likewise, a semi-supervised SVM-based
method is proposed in [220].

SLIC [83], a Self-Learning Intelligent Classifier, is a classification system that
self-learns by inducting the labels of unlabeled data from a small set of labeled
data. Upon labeling new data, it retrains the classification model. A comparison
with the BoF-based k-NN semi-supervised method on two real-world traffic
traces shows the effectiveness of the proposed SLIC method. Another semi-
supervised method using a Gaussian mixture model is proposed in [221]. More
recently, Semtra, a self-training flow labeling method, was proposed in [214]. A
comparison with state-of-the-art semi-supervised methods (probabilistic graph-
ical model [215], offline/real-time semi-supervised classification [216], bipartite
graph-based maximization [217], and k-NN various-widths clustering [218]) shows
that the proposed method presents an improvement in terms of classification ac-
curacy.
Comparisons between different ML-based methods are summarized in Table 2.3.
It can be noticed that the supervised methods are more considered than other
types of ML methods. Moreover, C4.5 seems to be the ML method that gives
the best results in most of the cases. Another insight is that DT is the best
suitable supervised ML method for traffic classification when statistical features
are considered. After selecting the ML method, classifier accuracy is evaluated
based on the defined classes. In this context, classified output is dependent on
the defined classes, which vary in the literature. In the next section, the different
traffic classifications are reviewed.
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2.4 Traffic Classification Classes

In this section, we review the different objectives behind classifying Internet traf-
fic, as illustrated in Figure 2.7, which shows the evolution in the Internet classi-
fication objectives. Some work considers classifying traffic based on application
protocols. In this case, most of the reviewed work considers port number informa-
tion. Another direction is to classify traffic into different categories. A new trend
recently emerged in the classification domain, especially in the mobile network
domain. It consists of classifying traffic based on the application name. Other
approaches focused on classifying the actions carried out in a given application.
With the emergence of IoT, there is a new classification direction consisting of
identifying the IoT devices generating the traffic. In the following, we review the
work related to each type of classification, as summarized in Table 2.4.

Figure 2.7: Internet Traffic classification objectives

2.4.1 Protocols Classification

Protocols classification is a traditional traffic classification approach that relies
mainly on port number information; however, different researchers have consid-
ered traffic protocols differentiation based on statistical features. Bernaille et al.
considered the classification of traffic into different application protocols: Post
Office Protocol (POP3), Simple Mail Transfer Protocol (SMTP), Secure Shell
(SSH), HTTPS, POP3S, HTTP, File Transfer Protocol (FTP), Edonkey, and
Kazaa, using the start-of-flow [180, 182]. Crotti et al. introduced the protocol
fingerprinting notion based mainly on statistical traffic characteristics (packet
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Table 2.4: ML based Internet traffic classification objectives
Objectives References Description
Protocols [14, 16, 33, 45, 60,

62, 64, 67, 69, 71,
76, 80, 81, 118, 181,
203, 209, 210, 219,
222, 223, 115, 224,
225, 226, 227]

The objective is to classify Internet
traffic into different protocols such as:
HTTP, FTP, etc.

Categories [44, 46, 51, 53, 61,
74, 79, 107, 139,
144, 208, 220, 228,
229, 230, 231, 232,
233, 234, 235]

The aim is to categorize Internet traffic
into classes reflecting the different traf-
fic category, for example: VoIP, Video
streaming, Web browsing, etc.

Applications [13, 17, 18, 24, 28,
41, 103, 121, 129,
130, 150, 211, 213,
236, 237, 238, 239,
240, 241, 242, 243,
244, 245, 246]

The aim is to identify the name of the
application generating the considered
Internet traffic.

Actions [19, 20, 27, 119,
175, 247, 248]

Knowing the application, the aim is to
know the exact action performed by
the user, for example: share, comment,
like, etc.

Devices [108, 120, 128, 249,
250, 251, 252]

The goal is to identify device mod-
els/types.

size and interarrival time) to classify traffic based on the used protocols: POP3,
HTTP, and SMTP [222]. In [253], an active learning framework is proposed to ex-
tract features from unknown protocols using a small number of labeled instances.
Williams et al. [67] compared five widely utilized ML algorithms to classify traf-
fic into different protocols: FTP, Telnet, SMTP, DNS, and HTTP. Este et al.
propose classifying traffic into different protocols: SMTP, HTTP, MSN, POP3,
FTP, and BitTorrent using a one-vs-all classifier for each application protocol [71].
In [76], the authors apply a stream-based technique to deal with the dynamic In-
ternet traffic nature. Zhanyi Wang [133] considered the first 1000 bytes of the
payload of each TCP session to classify traffic into different application protocols.
The Stacked Auto Encoder (SAE) DL architecture is used, and the results show
that the accuracy can reach 99% for certain protocols.
Only known classes can be learned when applying supervised classification. How-
ever, Internet traffic is very dynamic, and there is need to detect new traffic
classes. Accordingly, unsupervised ML methods have been employed to detect
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unknown data and adapt to network dynamicity. To address the problem of
unknown protocols, the authors in [210] propose a novel unsupervised approach
based on clustering traffic flows according to their application protocol. A BoW
model, to represent the content of the obtained clusters, is constructed using flow
statistical features. Moreover, the Latent Semantic Analysis (LSA) is applied
to aggregate similar traffic clusters based on their payload content. Erman et
al. [62, 63] apply unsupervised ML algorithms to classify traffic into four classes:
HTTP, P2P, POP3, and SMTP.
In [205, 219], a combination of unsupervised and supervised methods to clas-
sify traffic into different application protocols is proposed. Sun et al. combined
signature-and statistical based approaches to classify traffic based on the used
protocols [223]. First, they identified SSL/TLS traffic, then they applied statis-
tical based classification to know the application protocol. The main limitation
for this type of classification is traffic tunneling. In fact, mobile network traffic is
mostly carried over HTTPS traffic. Moreover, traffic classification into protocols
does not reflect the specifics of the classified traffic; therefore, this classification
mainly serves protocol trends analysis and traffic abnormality detection.

2.4.2 Applications Classification

This type of classification aims at identifying the specific application that gener-
ate the considered flow of packets. This is challenging given that the same type
of traffic (e.g., video call traffic) can be generated by two different applications
(e.g., messenger, WhatsApp, etc.). Consequently, knowing the exact application
requires extracting features specific to the application implementation and be-
havior. In this context, an identification of popular end-user applications (e.g.,
Facebook, Twitter, and Skype) was proposed [41]. The UNB ISCX network traf-
fic dataset and an internal dataset consisting of well-known applications were
used for testing. Lotfollahi et al. classified traffic at the packet level [21]. To do
so, they used the IP header of the first packet and the first 1480 bytes of this
packets payload (in total 1500 bytes per flow). Additionally, the authors choose
to classify VPN vs. non-VPN traffic first and then identify the application name.
AppScanner is proposed in [28], where 110 apps were chosen at random from the
top free apps in the Google Play Store in July 2015. In [29], an extension of
AppScanner is presented. In [254], 160 applications are considered for classifi-
cation using a three-layer classifier. Wang et al. proposed an app identification
scheme based on the side-channel information [23]. Frame size and interarrival
time, with their derivate statistics, are used as classification features.
This type of classification serves QoS management and traffic trends analysis, as
well as network security functions (e.g., firewall). However, the applications are
becoming more and more similar implementing the same options (chatting, video
call, voice call, etc.). Therefore, knowing only the application name might not
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infer the exact QoS or security requirements.

2.4.3 Actions Classification

This type of classification aims at knowing the action performed by the user
within the application (e.g., video call, voice call, comment, like, etc.). In [119,
175], Conti et al. classify traffic based on user actions. For each application,
they considered a set of actions, for example, the following actions are considered
for Facebook: send message, post user status, open user profile, open message,
status button, post on wall, and open Facebook. In [27], the authors propose
a way to inspect user specific actions through IP packet header analysis. The
main used features are the interarrival time, send/receive packet sizes, and count
ratios. K-Means is used for behavioral models extraction, and an SVM is applied
for specific user activities within mobile application detection. In [20], an online
mobile application traffic analyzer is proposed for classifying mobile applications
traffic into different types of actions. Three experiments are performed consider-
ing three applications: WeChat, WhatsApp, and Facebook. The authors in [211]
proposed a two-phase method to classify flow-based traffic based on the user ac-
tions. In the unsupervised phase, approximately 6.8 million bidirectional flows
for all applications were collected and clustered into 12 unique flow classes. In the
supervised phase, they used four different feature sets of NetFlow attributes from
the derived flow classes. The C5.0 ML classifier was used. An average prediction
accuracy of 92.37% was achieved with one of the feature sets comprising 14 Net-
Flow attributes, and this increased to 96.67% with adaptive boosting. However,
this type of classification presents privacy concerns, since it reveals user activi-
ties. Moreover, many applications share common functionalities, so classification
accuracy might be affected when considering traffic containing the same actions
from different applications.

2.4.4 Categories Classification

The aim of this type of classification is to divide traffic into categories presenting
different QoS or security requirements. In fact, the different traffic categories
might be generated by the same application and carried over the same protocols.
In this context, Roughan et al. define four categorical traffic classes: interactive,
streaming, bulk data transfer, and transaction [61, 255]. They linked each class
to certain application protocols: interactive to telnet, streaming to Realmedia,
bulk data transfer to FTP, Kazaa, and transaction to HTTPS and DNS. In [6],
Qin et al. investigate the possibility of using ML algorithms to classify traffic into
different QoS-based classes: bulk data transfer, interactive, services, and multi-
media. In [208], Wei Li et al. proposed a real-time classification approach. The
considered data consists of a set of TCP flows representing essential Internet ap-
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plications classes: web-browsing, mail, bulk (FTP), attack, P2P, database, multi-
media services, and interactive. In [230], Jiang et al. investigate the possibility of
achieving good classification accuracy using only the NetFlow records. Karagian-
nis et al. [107] studied multi-level traffic behavior such as analyzing interactions
between hosts, protocol usage, and per-flow average packet size. Their aim was
to classify traffic into attack, web, games, chat, P2P, DNS, FTP, streaming, and
mail. In their recent work [108], they presented an interesting investigation to
profile users activity and behaviors and to analyze the dynamic characteristics of
the host behaviors. Moore and Zuev in [44] presented a statistical approach to
classify traffic into different types of services: bulk, database, interactive, email,
services, WWW, P2P, attack, games, and multimedia. A Nave Bayes classifier
combined with kernel estimation and a correlation-based filtering algorithm was
used to classify traffic flows in an offline mode. In [46], Zhu et al. applied SVM
to identify 7 classes of applications: www, mail, FTP-control, FTP-pasv, at-
tack, P2P, database, FTP-data, multimedia, services, and multi-class. In [229],
Wang et al. classify traffic into QoS-based classes (voice: GoogleVoice; video
conference: Skype, GoogleTalk; Streaming: USstream, Sopcast; bulk data trans-
fer: FTP, Mega; interactive data: SSH, Telnet; and best-effort trafc: default
class). The presented framework consists of two parts: detection of large flows
at the software-defined switches level and QoS labeling done at the controller
level. In [231], an unsupervised ML method is proposed to classify traffic into
QoS-based classes. The classification is performed in two phases. In the first
off-line phase, unsupervised Self-Organizing Map (SOM) and K-means clustering
algorithms are used. In the second classification phase, the K-NN classifier is used
for supervised data classification. In [234], the down-/upstream video streaming
rates are considered to classify video traffic into broadcast video, Web video trade
style video, barter style video, and interactive video. In [256], classification of
video content based on the byte code distribution is proposed. Two classes of
videos are considered: action and romance. Another work considers the classi-
fication of multimedia traffic into five categories based on their criticality level:
non-critical, low critical, some critical, critical, and very critical [257]. In [31],
Wang et al. consider categorical classes for VPN and non-VPN data using the
ISCX VPN-non-VPN dataset [39]. These classes are: chat, file transfer, mail,
streaming, torrent, and VoIP.
The importance of this type of classification lies in its independence of the pro-
tocols and port-based information. Consequently, it is possible to classify the
traffic based on the statistical characteristics even if some obfuscation techniques
are employed. Moreover, this type of classification is key to manage QoS and in
some cases, might be used for abnormal traffic detection.

32



2.4.5 Devices Classification

With the IoT emergence, a new type of classification appeared to identify IoT
devices based on their generated traffic. This type of classification can be also
called device fingerprinting. In [249], Miettinen et al. proposed a method to iden-
tify the type of a device based on the packets generated during the setup phase.
A set of 26 devices is considered. The presented method consists of extracting a
fingerprint composed of a number of unique packets from the setup phase. Clas-
sification is done in two steps. First, the device fingerprint is classified using
the trained classifiers. In a second phase, if a device is classified as belonging to
several classes, the Damerau-Levenshtein edit distance is computed to identify
the most probable class. In [258], the authors propose a self-learning identifica-
tion approach to overcome the one-time identification issue. The new approach
consists of extracting a signature based on the device type without knowing the
exact device model. In [259], a technique to detect unauthorized IoT devices is
proposed. B collecting data from 17 devices pertaining to 8 types of IoT devices,
the authors build a multi-class classifier to detect unauthorized devices. In [260],
Siby et al. consider the physical layer communication patterns to identify devices
connected to a certain network. In [261], the identification of 9 IoT devices was
presented by using a total of 180 traffic features, based on the packet size and
interarrival time for three types of directions (client to server, server to client,
and bidirectional). In [251], a multi-stage classification method is presented. In
the first stage, classification is done using the BoW method applied to the port
numbers, domain names, and cipher suites. At the second stage, an RF classifier
is used with statistical features including the flow volume, flow rate, flow dura-
tion, sleep time, DNS interval, and NTP interval. In [262], Lei et al. propose
an automatic classification of new IoT devices based on network traffic flows.
A Long Short-Term Memory with Convolutional Neural Network (LSTM-CNN)
cascade model is used after preprocessing the data and extracting the feature.
In [263], physical layer fingerprinting is proposed by leaking the physical channel
information, including signal power, attenuation, interference, etc. A DL-based
IoT authentication framework is proposed in [264]. The authors apply LSTM
to detect imperfections in the transmitters signals of low-power devices. The
proposed method differentiates between legitimate and illegitimate devices, in-
cluding high-power devices that try to imitate legitimate low-power devices. User
profiling, by monitoring IoT devices network activity in a smart home, is pro-
posed in [120, 252]. However, devices might generate different types of traffic, so
knowing the device type does not necessarily imply specific traffic characteristics.

Due to variable traffic classification goals, different approaches have been pro-
posed. Classifying the traffic based on the different protocols, applications, cate-
gories, actions, or devices might serve many network applications including traf-
fic analysis, QoS management, intrusion detection, and device authentications,
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among others. Consequently, having a hierarchical classification framework with
dynamic granularity is key to meet the diverse network management require-
ments. In fact, the correlation between the results of the different classification
outputs decreases the probability of error. For example, knowing the type of traf-
fic along with the types of devices generating traffic makes it possible to link the
different classification results and ensure improved classification accuracy (e.g., a
streaming traffic is not expected to be generated by a printer).
However, traffic classification encounters a real challenge when traffic obfuscation
techniques are employed. These techniques aim at modifying traffic characteris-
tics to preserve user privacy or avoid censorship. Being aware of these techniques
helps design classifiers in a way that avoids performance degradation when obfus-
cation is used. To avoid misclassification, the classifier might use rigid features
that cannot be modified by obfuscation or it can simply detect the obfuscated
traffic by means of unsupervised learning. In the next section, we review the
obfuscation techniques used to thwart traffic classification.

Table 2.5: Traffic obfuscation techniques
Technique Year Approach Summary
Infranet [265] 2002 Morphing Modulate sequence of HTTP requests to send

data
eMule [266] 2007 Encryption Encrypted stream socket
Dust [267] 2011 Encryption Using stream cipher
CensorSpoofer [268]2012 Morphing HTTP traffic is morphed to VoIP traffic
StegoTorus [269] 2012 Morphing TOR plugin: hide TOR traffic to appear like

Skype traffic
SkypeMorph [270] 2012 Morphing TOR plugin: hide TOR traffic to appear like

Skype traffic
BuFLO [271] 2012 Mutation Traffic shaper that outputs fixed size packets at

fixed times
Obfs2 [272] 2012 Encryption TOR plugin: Full encryption of messages
Flash Prox-
ies [273]

2013 Tunneling Plaintext tunnel using web sockets through
browser-based proxies

ScrambleSuit [274] 2013 Mutation TOR plugin: Uniform key exchange, full en-
cryption of messages

Freewave [275] 2013 Morphing Transfer data over VoIP connections
Obfs3 [276] 2013 Encryption TOR plugin: add flow signature
FTE [277] 2013 Morphing Format-Transforming Encryption
Meek [278] 2014 Tunneling Utilizing different domain names
Blindspot [279] 2014 Steganography Hiding traffic into social network data
Deepflow [280] 2014 Steganography Hiding Internet traffic in P2P traffic
Facet [281] 2014 Steganography Hiding video streaming traffic into Skype video

call
Obfs4 [282] 2014 Encryption TOR plugin: providing protocol obfuscation

based on SSH or TLS
psOBJ [283] 2014 Mutation Inserting pseudo-objects with different number

and different sizes
coOBJ [284] 2014 Mutation Combined objects are inserted into the HTTP

traffic
CPSMorph [285] 2014 Morphing Mimicking the delay time distribution
Muffler [286] 2015 Morphing Extracting Super distribution to which streams

can be morphed
SkypeLine [287] 2016 Morphing Direct-Sequence Spread Spectrum (DSSS)

based steganography to hide information in
VoIP communication

CovertCast [288] 2016 Steganography Hiding the content of web pages into images
DeltaShaper [289] 2017 Steganography Hiding data in the form of images into Skype

video call
Liberate [290] 2017 Mutation A suite of classifier-evasion techniques: packet

insertion, payload splitting, packet reordering,
classification flushing

Tamaraw [291] 2014 Morphing Different time intervals for uplink and downlink
packets in the open-world setting
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2.5 Thwarting Internet Traffic Classification

Known as traffic watermarking techniques or traffic obfuscation techniques, this
section reviews the techniques proposed in the aim to thwart traffic classifica-
tion [292, 293, 294]. In this case, traffic classification is considered as an attack
that compromises the user privacy. Conversely, traffic classification thwarting
techniques can be employed maliciously by attackers to perform their attacks
without being detected by the ML-based Intrusion Detection System (IDS). The
debate continues among the defenders of the legality of classification and thwart-
ing. In this chapter, we focus on the technical aspect of both techniques.
In either case, a deep understanding of the anonymization techniques helps in
designing a robust classifier. In [238], Iwai et al. propose an adaptive identi-
fication based on flow statistical features. In the evaluation part, the proposed
method was tested against existing classification-thwarting approaches like Tama-
raw [291], Pad to the Maximum Transmission Unit (MTU) [271], Direct Target
Sampling (DTS), and Traffic Morphing (TM) [295].
While for traffic classification, we reviewed the ML-based methods, for traffic
obfuscation, we review all the methods that affect the traffic statistical charac-
teristics. Note that a new direction is emerging in the ML domain, which is the
adversarial learning, which can be employed for traffic obfuscation in the future.
In the following, we categorized the classification-thwarting techniques into six
types: encryption, steganography, tunneling, anonymization, mutation, morph-
ing, and physical layer obfuscation. We classify the reviewed work in Table 2.5.

2.5.1 Encryption

Some Internet applications rely on private information that needs to be protected
against theft, disclosure, copying, use, or modification. Consequently, traffic en-
cryption was proposed to hide the private information carried over the Internet,
as illustrated in Figure 2.8-a. To this end, several application-layer security pro-
tocols have been proposed: HTTPS, FTPS, etc. Concerning traffic classification,
the encryption hides the application signature needed for deep packet inspection-
based classification methods. Additionally, some encryption algorithms require
fixed plaintext length, which might affect the packet size distribution of the con-
sidered application/protocol. This might impact the accuracy of the ML classi-
fiers that rely on packet size-related features. However, encryption does not hide
the information carried in other features such as the interarrival time. Numerous
ML methods have shown their effectiveness to classify encrypted Internet traffic
based on the packet size and interarrival time distributions [9, 10, 11, 12, 13, 14,
15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33].
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Figure 2.8: Internet traffic obfuscation techniques

2.5.2 Steganography

Steganography is a method consisting of hiding secret data in multimedia docu-
ments, as illustrated in Figure 2.8-b. In the network domain, steganography aims
at hiding application data into other application packets. Unlike encryption, the
goals of steganography are to hide the secret data as well as the fact that these
data were sent over the network (i.e., unobservability).
To ensure undetectability of certain protocols, steganography-based methods
have been proposed in the literature [296, 297, 298, 299, 300]. One of these meth-
ods is Blindspot proposed in [279], which is designed to use the current social
network to provide the following properties: indistinguishability between anony-
mous and non-anonymous traffic, unlinkability between sender and receiver, and
low delay.
Similarly, Deepflow [280] aims at hiding TOR traffic in P2P traffic. Given
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the fact that even anonymous communication traffic (i.e., TOR traffic) presents
specific patterns and can be detected by censors, Deepflow aims at hiding anony-
mous communication traffic in the P2P streaming networks (e.g., PPStream)
using steganography. To do so, the Deepflow nodes connect to the PPStream
network and behave as normal PPStream clients watching video, but they in-
clude their data into the communicated video packets by steganography. These
packets are transmitted through the normal PPStream nodes to reach the desti-
nation.
Facet , another steganography-based obfuscation method [281], aims at hiding
the video traffic in Skype video call traffic. To this end, the Facet client sends a
message to the Facet server containing the URL of the video it wants to watch.
Then, the Facet server downloads the requested video. The video content is
passed to a microphone and camera emulators to be transmitted over a Skype
video call to the Facet client. The audio sampling frequency and frame density
are adjusted to mimic a normal Skype video call and avoid abnormality detec-
tion.
CovertCast , proposed in [288], hides the content of web pages into colored
matrix images transmitted in a live streaming session (e.g., YouTube). Thus,
the transmitted data can be received by multiple clients simultaneously. The
clients demodulate the colored matrix images to extract the desired web content.
In [289], DeltaShaper is proposed to hide the application data into images
transmitted through a bi-directional Skype video call, similar to CovertCast. In
addition, similar to Facet, a colored matrix carrying the wanted data, is inserted
in the video call running in the background. In [301], an experimental study
was conducted to evaluate the above mentioned systems: Facet [281], Covert-
Cast [288], and DeltaShaper [289]. The results show that existing ML techniques,
specifically decision trees, can detect these methods.

2.5.3 Tunneling

While traffic encryption aims at securing the communicated data during the ap-
plication sessions, it does not ensure complete privacy protection. In fact, the
session metadata (i.e., IP addresses, port numbers etc.) can be disclosed by the
attackers, compromising both user privacy and anonymity. Tunneling protocols
intend to hide the connection metadata and ensure user privacy.
One famous tunneling service is the Virtual Private Network (VPN). VPN
relies on a set of security protocols (e.g., IPSec, IKE, SSL, etc.) to extend the
local private network to the public one. As shown in Figure 2.8-c, VPN consists
of establishing a tunnel between the VPN client and server, and then the server
forwards the client packets to the corresponding destination. The source IP ad-
dress that appears at the destination is the VPN server IP address. Additionally,
the VPN client encrypts data before sending it. However, recent research work
in the traffic classification domain has shown the capability of classifying VPN
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traffic based on the application name and traffic type [31].

2.5.4 Anonymization

The TCP/IP networking scheme requires well-defined mechanisms providing use-
ful information for traffic classification. One of these mechanisms is the routing
process that relies on the IP addresses, port numbers, MAC addresses; hiding
this information is key for anonymizing the communicated traffic. In this con-
text, multi-path routing [279, 302, 303] and NATing [304] are among the network
functions that affect the accuracy of traffic classification methods, especially those
ones relying on the IP and port information.
In this context, The Onion Router (TOR) was proposed to provide traffic anonymity
by means of a list of onion routers [305]. The name onion refers to the fact that
the TOR packet (called cell) consists of several security layers, and at each node
(relay), the cell is decapsulated by the corresponding key. The decapsulated
packet is sent to the next TOR. Consequently, the full path is anonymous to the
TOR nodes. The TOR network consists of a list of TOR nodes, as shown in Fig-
ure 2.8-d. To communicate over TOR, the client has to use a TOR browser. The
TOR client will have a predefined list of TOR nodes. To start a session, the TOR
client browser contacts a random set of TOR routers and establishes a secret key
with each one. These keys are used by the TOR client to encapsulate the TOR
packet with different security layers and by the TOR nodes to decapsulate the
received packets.
In the VPN case, client anonymity is lost if the VPN node is compromised. How-
ever, in the TOR case, client identity is anonymous even to the TOR nodes,
given that the full routing path is anonymous. However, many attacks have suc-
ceeded in identifying TOR traffic in the aim to block it [306]. These attacks
mainly rely on tracking the list of known TOR nodes and trying to detect and
compromise TOR node entry and exit. Several traffic classification methods have
demonstrated abilities to classify TOR traffic [143, 307, 308, 309]. Recently, many
efforts have been made to enhance TOR security by means of TOR bridges and
Pluggable Transport Protocols [310, 311].

2.5.5 Mutation

Traffic encryption/tunneling can hide information carried in the packet payload
and connection identifiers. However, classification is still possible using statistical
flow features, mainly the interarrival time and packet size. To thwart traffic
classification, traffic mutation aims at modifying these statistical features, as
shown in Figure 2.8-e.
In this context, Padding is a technique used to hide packet size information. On
the other hand, traffic shaping aims to hide the interarrival time information. A
classification of these techniques is included in [312, 313]. For the packet padding
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techniques, five methods are described below, where l is the packet original size
and m(l) is the size after mutation.

• Padding to the Maximum Transmission Unit (MTU): this con-
sists of padding the packets to the same size, which is the MTU. In this case,
the transformation function can be written as: m(l) = MTU. This method
completely hides packet size information but with a very high bandwidth
overhead.

• Linear padding: this technique consists of padding the packets based on
the following equation: m(l) = l/c * c, where c is a system parameter
and l/c is the ceiling of l/c. In this case, the obtained packet lengths are
multiples of c.

• Exponential padding: this technique consists of padding the packets
exponentially following the equation: m(l) = min 2log2, MTU. In this case,
the transformation graph will have a plateau after a certain value of l.

• Elephants and mice padding: this technique consists of padding the
packets to a certain value c, if their size is less than c, if not, they are
padded to the MTU.

• Random padding: this method consists of randomly padding the current
packet size to a size randomly chosen to be between l and MTU, such that:
m(l) = RAND ([l, MTU]).

The interarrival time-based mutation, listed in [314], can be summarized as
follows:

• Constant Interarrival Time (CIT): this technique consists of send-
ing the packets at a fixed interarrival time. Like the padding to MTU,
this method hides the information carried in the packet interarrival time.
However, it presents a very high overhead in terms of latency.

• Variable Interarrival Time (VIT): this method consists of sending
the packets at random time intervals. These intervals are chosen randomly
from a uniform distribution between two values I1 and I2.

The trade-offs between overhead, performance, and privacy/information-leakage
were considered in [315, 316, 317, 318, 319]. In [315, 316, 317, 318, 319], Lacovazzi
et al. formulated traffic masking as an optimization problem to ensure minimal
overhead in terms of packet length and interarrival time.
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2.5.6 Morphing

Mutation techniques aim at thwarting classification and confusing the classifier.
However, morphing techniques aim at confusing the classifier into classifying the
target protocol/application traffic as another type, as illustrated in Figure 2.8-
f. This is used mostly to avoid censorship of certain protocols/applications and
make them look like legal protocols/applications.
Wright et al. proposed a morphing technique to thwart statistical traffic anal-
ysis [295]. The proposed solution aims at morphing one class of traffic to look
like another class by applying convex optimization techniques. Compared to the
padding technique, their proposed method reduces the accuracy of the traffic
classifiers with much less overhead. They evaluate their method against two traf-
fic classifiers for VoIP [29] and web traffic [14].
In [320], Wang et al. show that TOR traffic can be detected even after obfusca-
tion with two variants of obfsproxy , Format-Transforming Encryption (FTE),
and two variants of meek. Different proposals for securing TOR traffic have been
suggested to counter this [269, 270, 274]. StegoTorus [269]is a TOR plugin
that aims at providing: undetectability and unblockability to the TOR traffic.
StegoTorus uses steganography to make TOR traffic look like traffic produced by
another software. In addition, the fixed-size cells are transformed into variable-
length packets, and a novel cryptosystem is applied to make the cyphertext look
like random data. The obtained traffic looks like encrypted P2P or HTTP traffic.
SkypeMorph [270] is another TOR plugin to hide TOR traffic inside Skype traf-
fic. First, a Skype texting session is initiated with a selected out-of-band bridge
to exchange public key material. To do so, the client needs to have the bridges
Skype ID. After sharing the secret, a video call is initiated between the client and
TOR bridge. The data are shaped to look like the audio and video content of a
normal Skype call and sent over the instantiated Skype video call session.
ScrambleSuit [274] aims at avoiding TOR blocking by means of two added
features: authentication by a secret key shared out-of-band and avoiding traffic
analysis by morphing the traffic to resemble whitelisted protocols. To this end,
ScrambleSuit determines the shapes of whitelisted protocols by analyzing their
packet lengths and interarrival time distributions.
However, the authors in [321] demonstrated that SkypeMorph, StegoTorus, and
ScrambleSuit are vulnerable to detection. In fact, the morphed protocols have
specific behaviors when certain network actions or conditions occur. Mimicking
the reaction to network errors and to specific network conditions is key to avoid
detection. In addition, the sessions of mimicked protocols are usually initiated
with other protocol sessions, known as Side Protocols (e.g., VoIP session involves
three protocols: SIP for signaling the session, RTP for streaming the media, and
RTCP). This includes the intra- and interdependence between these protocols.
The de-anonymization attacks check the initiated sessions and reactions against
network errors to detect the anonymized/morphed protocols [322].
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In [323], using Generative Adversarial Network (GAN), Rigaki et al. propose a
morphing method for generating network traffic that mimics legal types of traffic.
The aim was to avoid malware detection by shaping the malware traffic to look
like Facebook chat traffic. In the experimentation phase, a Stratosphere behav-
ioral IPS was installed in a router, while the malware and the GAN were deployed
in the local network. The results show that the malware traffic modified by GAN
is successfully undetectable. However, the network obfuscation techniques are
detectable by statistical characteristics [324]. For example, traffic morphing is
only effective when the classifier considers the same feature(s) targeted by the
morphing routine [271]. Consequently, traffic classification is still possible con-
sidering the existence of unmorphed features.
In this context, in [271], a comparison is conducted between three classifiers on
nine obfuscation techniques including tunneling, padding, and mutation. The
results show that all considered methods are prone to detection by statistical
analysis. Consequently, the authors propose Buffered Fixed-Length Obfuscator
(BuFLO), which consists of sending fixed size packets at fixed time intervals, to
hide all the statistical information. However, BuFLO provides traffic anonymity
at the cost of latency and bandwidth overheads.
Mimic Hunter is another proposal to detect protocol mimicry. This is per-
formed by studying the protocol structure, syntax inspection, protocol state,
transmit verification, protocol behavior, anomaly detection, network traffic de-
cision making, and protocol profile library [325]. By analyzing the IP traffic
statistical features (i.e., packet sizes, interarrival time, and packet order), tun-
nel hunter can successfully identify protocols tunneled inside other protocols
such as HTTP, DNS, and SSH [326].

2.5.7 Physical Layer Obfuscation

Traffic classification in the wireless network domain can be performed using
side-channel information leak and signal-related patterns. Therefore, thwart-
ing traffic classification employs the same techniques used for wired networks:
padding [327, 328, 329, 330], morphing [295], and other approaches specified to
the wireless domain: pseudonym [331, 332], identifier-free [333, 334, 335], fre-
quency hopping [336], and jamming [337, 338, 339]. For example, in [340], a
traffic-shaping method is proposed that creates multiple virtual Media Access
Control (MAC) interfaces over a single wireless card, dynamically scheduling the
packets over these interfaces, and reshaping the packet features over each virtual
interface.
To summarize, the security goals and detection methods for the different traffic
obfuscation techniques are highlighted in Table 2.6.
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Table 2.6: Obfuscation techniques
Obfuscation Goal Detection Method
Encryption Confidentiality Statistical based ML
Steganography Unobservability Behavioral based ML
Tunneling Unlinkability Statistical based ML
Anonymization Unlinkability &

Undetectability
Statistical based ML

Mutation Undetectability Behavioral based ML
Morphing Unobservability &

Undetectability
Behavioral based ML

Physical Layer
Obfuscation

Unobservability &
Undetectability

Behavioral and statisti-
cal based ML

2.6 Key Findings, Limitations, and Recommen-

dations

Internet traffic classification is a well-established research domain with several
remaining limitations and issues [34, 341]. In the following, we present our key
findings after reviewing the most relevant work related to applying machine learn-
ing for traffic classification.

2.6.1 Key findings

• Data collection: the data used for traffic classification in many of the
reviewed works is outdated. Internet traffic is continually evolving with
the emergence of new kinds of traffic, devices, and applications. Therefore,
collecting labeled Internet traffic considering new trends is required. In
addition, most of the available public datasets are unlabeled or were labeled
using unreliable methods such as using deep packet inspection that fails
with encrypted traffic or port-based labeling that fails with dynamic port
allocation.

• Data representation: different methods have been used for represent-
ing traffic. In [117], Moore et al. provide a comprehensive set of features
based on the packet size and interarrival time, TCP flags, port numbers,
and IP addresses. Other methods consider the domain names and proto-
col request contents. Time series-based features are used for fine granular
classification. Another proposed approach is to represent communication
patterns between the invoked entities using non-traditional formats. Traffic
flows have recently been represented as images. In fact, data representa-
tion is chosen according to the classification method. For example, the time
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series presentation is used for Markov Model-based classification and the
image-based representation is used for DL-based classification, etc.

• Method selection: different ML methods exist, and each has advantages
and disadvantages. However, not all methods are suitable for traffic classi-
fication. DT-based methods have shown their effectiveness in traffic classi-
fication [342]. Traffic classification objectives: Internet traffic classification
is key to managing both QoS and security in the network. In the litera-
ture, different views of the traffic have been considered including protocols,
applications, categories, actions, and devices classification.

• Obfuscation methods: different obfuscation techniques have been pro-
posed to preserve user privacy by thwarting traffic classification. Some
obfuscation methods like the fixed size and fixed interarrival time mutation
technique and steganography can avoid any statistical classification. How-
ever, the detection of the mutated traffic in these cases can be done using
behavioral classification.

2.6.2 Limitations

• Networking functions: asymmetric routing, NATing, and tunneling are
network functions that influence traffic classifier performance [343]. There-
fore, these network processes must be taken into consideration when de-
signing a traffic classifier. The features must be chosen to not be affected
by any of these network functions.

• : the classification process needs to be lightweight, especially when applied
in real-time processing mode [344]. Data preprocessing, data representa-
tion or features computation, and the classification computation overhead
must be carefully analyzed from time and processing complexity perspec-
tives. In this context, three main measures are essential: memory space,
computational complexity, and processing time. Designing a robust yet ac-
curate classifier is key, but overhead is vital in several cases, especially for
real-time network services (e.g., intrusion detection).

• Real implementation: Although ML traffic classification has been exten-
sively considered in the literature, few classification frameworks/tools are
available [246, 345]. Practically, DPI is still being extensively deployed
although it presents privacy concerns. Relying on ML-based classifica-
tion is still in its infancy; but big names like Cisco [346], Huawei [347],
Paloalto [348], and IBM [349], are actively working on combining ML and
network functions.

• Obfuscation: the legitimacy of classification and obfuscation is controver-
sial. From a privacy perspective, classification is considered as an attack
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that compromises user privacy. However, from a network management per-
spective, obfuscation can be used by the attackers to avoid detection of their
attacks. In this context, security and QoS applications favor classification
while privacy favors obfuscation.

• Traffic Sampling: One of the challenges that hinders traffic classification
application is the high speed required at the core network. Extracting fea-
tures from the packets at the very high speed is not feasible, and therefore
traffic sampling becomes an alternative. This can modify traffic charac-
teristics and statistical features and might have a negative impact on the
classification accuracy.

• Data Collection: data are very important for any ML classification frame-
work. Training the model with representative data is key to ensure the
extraction of meaningful patterns that help classify unseen data with high
accuracy. Data needs to be collected from different network environments
and points (edge, core). Moreover, data labeling should be performed ac-
curately. Data variety is also important; having data from different ap-
plications and devices would enable innovative classification applications.
Finally, public data availability is key to empower research in this domain.

• Model Generalization: if an ML model is generalizable, it means that
its application to unseen data presents low bias and variance. To ensure
generalization, the model should be tested on data collected from different
network environments, which requires operator involvement.

• Unknown traffic detection: traffic classification aims at knowing the
specific traffic type, application name, or even device type. However, these
classes are not static. New applications, devices, and traffic types emerge
constantly in the network domain. Consequently, detecting new traffic or
attack traffic is key to avoid misclassification. In this case, classification
model uncertainty needs to be evaluated relative to future traffic types,
and techniques must be further developed for anomaly detection (malicious
versus non-malicious anomalies).

• Robustness: making the classifier robust to obfuscation or to detect ob-
fuscated traffic is key to avoid misclassification. In this case, unsupervised
learning is needed to detect unknown traffic classes. Classifiers should be
tested against the different obfuscation techniques, and the features should
be chosen to be minimally affected by obfuscation.

• Model update: as mentioned before, new traffic types are emerging dy-
namically in the network domain, especially with the connection of new
kinds of devices in the IoT era. This requires re-training the model with
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emerging traffic types. Developing ML methods for online training is key
to keeping the traffic classifiers updated.

• Hierarchical classification: as the classification objectives might differ
based on the targeted network function (e.g., QoS management, firewall,
intrusion detection, application banning, etc.), providing a hierarchical clas-
sification with dynamic granularity level is important to avoid developing
several classification modules and thus training several classifiers [350].

2.7 Conclusion

Applying ML in the network domain is one aspect of the future networks, where
intelligence will enable innovative network functions including intelligent routing,
traffic prediction, and intelligent traffic management. Within this context, traffic
classification through ML is essential to enable the intelligent network functions
of the future. In this chapter, we reviewed traffic classification through its work-
flow, including data collection, data representation, ML method selection, and
class definitions. In addition, we reviewed obfuscation methods designed to evade
traffic classification. After reviewing the literature, the question becomes how to
design a robust classification framework that is able to give real-time classifica-
tion, while accounting for adversarial attacks.
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Chapter 3

Data Representation

Convolutional Neural Network (CNN) is a DL architecture that is initially used
for image recognition. Being inspired by the visual cortex, CNN has presented
very high accuracy when applied on raw images. Inspired by this, the rep-
resentation of network traffic as images is considered as input to CNN used
for traffic classification. A recent work has applied CNN for traffic classifica-
tion, by transforming the first packet of a network flow to an n × n gray im-
age [351, 132, 21, 42, 133, 352, 134]. In our work, we considered a Red Green
Blue Alpha (RGBA) image-based representation of a network flow by extracting
four features (size, inter-arrival time, protocol, direction) from the first n × n
packets [353]. In this chapter, we analyze and compare these two data repre-
sentations for CNN based traffic classification: the packet representation (gray
images), and the flow representation (RGBA images). For this aim, we consider
a hierarchical classification framework of the traffic into different categories, ap-
plications, user actions, and device types. The performed tests aim at evaluating,
for each method: the model robustness, the features importance, and the features
immunity towards anonymization. The results show that the performance of the
packet data representation method is dependent on some dynamic connection
parameters (i.e. Internet Protocol (IP), and Media Access Control (MAC) ad-
dresses). On the other hand, the flow data representation performance might be
affected by traffic obfuscation techniques.

3.1 Classification Framework

In this section, the classification framework is detailed. This includes the pro-
posed hierarchical classification model, the classes definition, the data represen-
tation, and the classifier architecture.
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Figure 3.1: Hierarchical Internet Traffic Classification

3.1.1 Hierarchical Classification

As shown in (see Figure 3.1), our classification framework consists of four levels.
At level 1, the traffic is classified in one of the four classes: interactive, bulk data
transfer, streaming, and transaction. Below is the definition of these classes:

• Interactive: this class of traffic is generated by the applications that involve
two or multiple users interacting with each other. In this type of traffic,
time is of high importance; low latency and jitter are essential requirements.

• Streaming: in this type of traffic, time is important, having a user waiting
for a media file (audio, video, etc.). However, the constraint in terms of
jitter is less firm.

• Bulk data transfer: this type of traffic is very demanding in terms of band-
width. It is characterized by the large size of the communicated data.

• Transaction: this type of traffic is characterized by a small size of commu-
nicated data. It requires high network availability and security.

At level 2, the classes are related to specific actions of each level 1 category.
For example, for the interactive traffic, four classes are defined: voice call, video
call, texting, and gaming. For bulk data transfer, five sub-classes are defined:
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Figure 3.2: Data Collection Setup

file download, file upload, backup, download app, and system update. For the
streaming traffic, two classes are considered: video, and audio. Finally, for the
transaction traffic, three types of actions can be considered: sensing, actuation,
and payment.
At level 3, the classification aims at identifying the application name. Four
applications are considered for generating the texting, video call, and voice call
traffic, including: Messenger, Skype, Hangout, and WhatsApp. For Gaming, we
consider the Ball Pool application. Three applications are considered for the file
download and upload traffic types, including: One Drive, My Drive, and Dropbox.
The differentiation between iOS, Android, and Windows is considered for system
update and download app. Moreover, YouTube is considered for video streaming.
For audio streaming, TuneIn radio and Anghami are considered.
At level 4, we aim at identifying the device type. In fact, different types of
devices are considered. For the interactive and bulk data transfer, mobile phones
and laptops are used. Moreover, for sensing and actuation, a set of sensors and
actuators are installed to collect IoT traffic.

3.1.2 Data Collection, Preprocessing and Representation

To train the classification model, data was collected from different types of de-
vices and applications. In order to collect data from the Wi-Fi enabled devices
(D-Link Water Sensor, D-Link Camera, D-Link Siren, D-Link Plug, Laptop, and
Mobile Phone), a Linux machine was configured as an access point (as shown in
Figure 3.2a)). A hotspot network was added, and forwarding was enabled on this
device. An entry to the iptables was added that allowed the forwarding of traffic
arriving from the WLan interface (WLan0) to the Ethernet interface (eth0) con-
nected to the home router. To collect data from the Samsung home kit devices
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connected to a hub, the hub was connected to the Ethernet interface(eth0) of
the Linux machine (as shown in Figure 3.2b)). Similarly, forwarding was enabled
and an entry to the iptables was added to forward all incoming traffic from the
eth0 interface to the wlan0 interface connected wirelessly to the home network.
One hour of traffic for each type of traffic per device using Wireshark launched
on the Linux machine was collected. Table 3.1 summarizes the collected traffic
per device and per application. The collection was performed for one hour for
each device and application.

In addition, we consider two online data-sets to analyze the effect of tunneling
and anonymization. The first data-set is the VPN and non-VPN data-set [354],
and the other one is a TOR and non-TOR data-set [355]. These data-sets consist
of six classes each, including: chat, file transfer, mail, streaming, torrent, and
Voice over IP (VoIP).

Before preprocessing the obtained PCAP files, we filtered them to have only
the TCP and UDP sessions. Using the dpkt python library, the flows are extracted
per network flow. For each 16 packets of each flow, the features (packet size, the
inter-arrival time, the direction, and the transport protocol) are extracted to
form a 4 × 4 × 4 vector. To do so, all the flow packets features are recorded in
a flow list. The extracted features are normalized within the range [0, 1]. The
inter-arrival time is computed by subtracting the packet timestamp from the
previous packet timestamp. If the computed time delta is greater than 1 second,
the inter-arrival time is set to 1, otherwise, the time delta is divided by 1,000
milliseconds. Similarly, the packet size is checked and if it is greater than 1,500
bytes, the packet size is set to 1. Otherwise, the packet size is normalized by
dividing it by 1,500. The packet direction is set to 0 or 1 based on the first flow
packet direction determined by the source IP and destination IP addresses. The
protocol is set to 0 if it is a UDP packet, and to 1 if it is a TCP packet. The
flows extraction algorithm is sketched in Figure 4. After the normalization, the
flows are subdivided into M sub-flows of n× n packets each, as shown in Figure
5. The initial flow is composed of n packets [p1, p2, .., pn]. Each packet Pi is
represented by 4 features [Si, Ti, Di, Pi], where Si stands for the packet size, Ti
stands for inter-arrival time, Di stands for direction, and Pi stands for transport
protocol. This resulted in a n×n×4 vector for each sub-flow. At the same time,
we saved each feature values independently (i.e. packet size for each 16 packets
of the flow, inter-arrival time for each n× n packets of the flow, the protocol for
each 16 packets of the flow and the direction for each n× n packets of the flow).
In this case, the obtained vectors are n× n for each sub-flow.

Two data representation methods are considered for comparison. The first
method is a previous work method considering the first packet of each flow as
gray image, as shown in (see Figure 3.3a). Thus, we refer to this method as the
gray method in the rest of this chapter. The gray method presents each byte
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Level 1 Level 2 Level 3 Level 4
Messenger Whats

App
Hangout Skype Mobile Laptop

Inter-
active

1061

Voice
Call

338
54 76

130 128 80 108 28 52
59 49

Video
Call

330
63 84

147 24 82 77 37 45
33 34

Texting 379
57 3

60 151 168 145 116 52
17 128

Gaming 14 10 4
Dropbox MyDrive OneDrive Mobile Laptop

Bulk
Data
Trans-
fer

2135

File
upload

619
20 103

123 227 269 34 193
186 83

File
Down-
load

332
40 80

120 77 135 14 63
46 89

System
Update

184 93 91

Apps
Down-
load

1018 706 312

Mobile Laptop Camera
Stream-
ing

134
Video 69 56 17 4
Audio 65 55 10

D-Link
Plug

D-Link
Siren

Samsung
Smart
Plug

Trans-
action

282
Actuation 200 86 180 12

D-Link
Water
Sensor

Samsung
Motion
Sensor

Samsung
Multi
Purpose
Sensor

Sensing 82 60 12 13

Table 3.1: Collected Data (Number of Flows)

of the first 784 bytes of each flow. The second method is our proposed method
that extracts four features of the first n×n packets of each flow, as shown in (see
Figure 3.3b). These features are: the packet size, the packet direction, the packet
inter-arrival time, and the packet transport protocol. Each packet is represented
by an RGBA entry in the obtained image. We refer to the second method as the
RGBA method in the rest of this chapter. The obtained images are shown in
(see Figure 3.6). It is obvious that, visually, the RGBA images present different
patterns for the different types of traffic. However, for the gray images, the
differentiation between the different classes is not obvious.

3.1.3 Classifier Model

The aim of this chapter is to compare our data representation method to a pre-
vious work method with CNN based classification. CNN is a DL architecture
that presents a specific architecture for image recognition. CNN consists mainly
of four types of layers: convolution layer, pooling layer, dropout layer, and fully
connected layer. The convolution layer applies a set of ”sliding windows” across
the input image. These sliding windows or filters detect the different primitive
shapes or patterns. The pooling layer reduces the number of parameters by re-
ducing the obtained image size. It consists of specific operations applied on each
feature map independently. One of the most used pooling functions is max pool-
ing. The dropout layer consists of dropping parts of the input with a defined
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(a) (b)

Figure 3.3: Data Representation: (a) Gray images and (b) RGBA images

probability to avoid model over-fitting. The fully connected layer consists of a
set of neurons connected to all previous layer neurons. The architecture, that
we used, consists of 3x3 convolutional filters applied at stride 1. We used 2x2
sub-sampling (pooling) layers applied at stride 2. The whole architecture consists
of three convolution layers, two pooling layers, two fully connected layers, and
one dropout layer, as shown in Figure 3.5.

3.2 Comparison Criteria and Methodology

To compare two data representation methods for ML based classification, different
aspects have to be considered:

• First, the classification performance of the considered representation
methods is evaluated at the different levels.

• Second, features importance should be analyzed. For traditional ML,
many methods exist to evaluate the features importance, including entropy
based (mutual information), correlation based, and accuracy based (fea-
tures ranking) methods. However, in the DL case, and more specifically

51



Figure 3.4: Data visualization (at left: RGBA method, and at right: Gray
method)

for CNN, the features importance analysis is not tightly related to these
measures.

• Third, model robustness is key when comparing different data repre-
sentation methods. The model robustness is related to its capability of
classifying unseen data.

• Fourth, the features robustness is another factor that should be examined
in traffic classification domain. Anonymization is a technique to thwart clas-
sification by hiding data (encryption), connection metadata (IPs and port
numbers), and some traffic characteristics (e.g. packet size, and packets
inter-arrival time).

In the following, we present our proposed tests corresponding to the above
listed criteria. It should be noted that a subset of Moore features, shown in
Table 3.2, are considered with an RF classifier for comparison with a state-of-
the-art method.
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Feature Description
total fwd pkt Total packets in the forward direction
total fwd bytes Total bytes in the forward direction
total bck pkt Total packets in the backward direction
total bck bytes Total bytes in the backward direction
min pckt size fwd The min packet size in the forward direction
mean pckt size fwd The mean packet size in the forward direction
max pckt size fwd The max packet size in the forward direction
std pckt size fwd The standard deviation packet size in the forward direc-

tion
min pckt size bck The min packet size in the backward direction
mean pckt size bck The mean size of packets in the backward direction
max pckt size bck The max packet size in the backward direction
std pckt size bck The standard deviation packet size in the backward di-

rection
total size The total flow size
min pckt size The min packet size in either direction
mean pckt size The mean size of packets in either direction
max pckt size The max packet size in either direction
std pckt size The standard deviation packet size in either direction
min iat fwd The minimum interarrival time in the forward direction
mean iat fwd The mean interarrival time in the forward direction
max iat fwd The maximum interarrival time in the forward direction
std iat fwd The standard deviation interarrival time in the forward

direction
min iat bck The minimum interarrival time in the backward direc-

tion
mean iat bck The mean interarrival time in the backward direction
max iat bck The maximum interarrival time in the backward direc-

tion
std iat bck The standard deviation interarrival time in the back-

ward direction
total time The duration of the flow
min iat The minimum interarrival time in either direction
mean iat The mean interarrival time in either direction
max iat The maximum interarrival time in either direction
std iat The standard deviation interarrival time in either direc-

tion
avg pckt fwd The average number of packets in the forward direction
avg bytes fwd The average number of bytes in the forward direction
avg pckt bck The average number of packets in the backward direc-

tion
avg bytes bck The average number of bytes in the backward direction
avg iat fwd The proportion of flow time in the forward direction to

the total flow time
avg iat bck The proportion of flow time in the backward direction

to the total flow time

Table 3.2: Feature Set for statistical classification
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Figure 3.5: The used CNN architecture.

Algorithm 1 Performance test

1: procedure Performance Test
2: for nodei ∈ parent nodes do
3: train model on train datai
4: test model on test datai
5: end for
6: end procedure

3.2.1 Performance Test

As shown in Algorithm 1, this test is performed at each parent node (nodei) for
the different levels. A parent node is a node that has leafs. In fact, this type of
hierarchical classification is called Local Per Parent Node (LPPN) classification,
where a classifier is trained for each non-leaf node. In our case, the classifier
is trained with the data corresponding to the direct sub-nodes types (datai).
Considering our data-set, at level 1, the classifier is trained to classify traffic
into four classes: interactive, bulk data transfer, streaming, and transaction. At
level 2, a classifier for each level 1 category is trained to classify the traffic into
sub-categories. For example, the interactive classifier is trained to classify traffic
into four classes: voice call, video call, texting, and gaming. At level 3, for each
level 2 class, a classifier is trained to differentiate traffic based on the different
applications. For example, the voice call classifier is trained to classify traffic
into four classes: Messenger, Skype, WhatsApp, Hangout. At level 4, a classifier
is trained for each class 3 traffic based on the different types of generating devices.
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For example, for the voice call Skype traffic, a classifier is trained to differentiate
between mobile and laptop traffic.

3.2.2 Features Importance Test

In this section, we detailed the features importance tests realized for the packet
level and flow level representations. In this test, we consider: our data-set, the
VPN data-set, and the TOR data-set.

Packet Level Representation:

Algorithm 2 Packet level features importance training

1: procedure Anonymize Fields Training
2: while length of packet fields > 0 do
3: for field ∈ fields to anonymize do
4: anonymize field in train data
5: anonymize field in test data
6: end for
7: for field ∈ packet fields do
8: train model on train data
9: test model on test data
10: if current test accuracy < min accuracy then
11: save field
12: end if
13: end for
14: add field to fields to anonymize
15: remove field from packet fields
16: end while
17: end procedure

The Transmission Control Protocol/Internet Protocol (TCP/IP) packet con-
sists of 25 fields as shown in Table 3.3. For the packet level representation, to an-
alyze the importance of the packet fields, we run an experiment that anonymizes
the fields sequentially. At each round, the field presenting the minimum accuracy
when anonymized is chosen to be anonymized at the next rounds. This is done
until anonymizing all the packet fields. The aim is to know what are the most
important fields influencing the classification accuracy. Two cases are considered.
The case when the same feature is anonymized for training and testing, as shown
in Algorithm 2, and the case where the anonymization is performed only on the
testing data, as shown in Algorithm 3. We apply these tests on our data, the
TOR data, and the VPN data.
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Table 3.3: Packet fields
1 Source MAC Address
2 Destination MAC Address
3 Type IP
4 Version
5 Diff Serv
6 Total Length
7 Identifier
8 Do not Fragment (DF)
9 Fragment Offset
10 Time To Live (TTL)
11 Transport Protocol
12 Header Checksum
13 Source IP Address
14 Destination IP Address
15 Source Port Number
16 Destination Port Number
17 Sequence Number
18 Acknowledgement Number
19 Packet Offset
20 Flags
21 Window Size
22 Checksum
23 Urgent Pointer
24 Options
25 Data
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Algorithm 3 Packet level features importance testing

1: procedure Anonymize Fields Testing
2: train model on train data
3: while length of packet fields > 0 do
4: for field ∈ fields to anonymize do
5: anonymize field in test data
6: end for
7: for field ∈ packet fields do
8: test model on test data
9: if current test accuracy < min accuracy then
10: save field
11: end if
12: end for
13: add field to fields to anonymize
14: remove field from packet fields
15: end while
16: end procedure

Flow Level Representation:

Algorithm 4 Flow level features importance test

1: procedure Training
2: for feature ∈ flow features do
3: train model on feature vector
4: test model on feature vector
5: end for
6: end procedure

For the flow level representation, we have four main features: packet size,
inter-arrival time, protocol, and direction. Thus, to analyze the importance of
each of these features, we performed the classification for each feature vector,
as shown in Algorithm 4, by representing it by a n×n gray image applied to two
images sizes 28x28 and 4x4.

3.2.3 Model Robustness Test

Based on the hierarchical architecture defined in section 2, we design the model
robustness test. This test consists of removing one of the sub-classes traffic
dataj from the parent traffic datai and train the classifier model on the obtained
data datai−j. Then, the trained model is applied on the removed traffic dataj,
as presented in Algorithm 5. At level 1, four classes are defined, including:

57



Algorithm 5 Model robustness test

1: procedure Training
2: for i ∈ nb of parent nodes do
3: for j ∈ nb sub classes do
4: datai−j ←dataj from datai
5: train model on datai−j
6: test model on dataj
7: end for
8: end for
9: end procedure

interactive, bulk data transfer, streaming, and transaction. Consequently, the
robustness test aims at removing at a time one level 2 class and see if the level 1
classifier is able to classify it correctly. For example, removing the texting class,
the level 1 classifier, trained on all the remaining data without texting, is tested
to see if it can classify the texting traffic as interactive.

3.2.4 Features Robustness Test

In this section, we investigate the robustness of the features towards traffic
anonymization. To do so, we considered the TOR, and VPN data-sets. We
compared the Gray and RGBA methods, by training and testing a model on
each of these data-sets consisting of six classes. In doing so, we aim at investi-
gating the effect of traffic encapsulation by VPN which present traffic encryption
and meta-data modification such as the port numbers, IP addresses, etc. On
the other hand, we aim to investigate the anonymization effect on both meth-
ods, given that TOR affects also the statistical features; for example, the packet
length. In addition, we consider mutation techniques that aim at anonymizing
the main traffic characteristics like packets sizes and/or inter-arrival times. These
mutation techniques rely on traffic shaping and padding to manipulate the traffic
characteristics in the aim to confuse the classifier. This test consists of training
the model on the original traffic and test it on the anonymized traffic, where
three cases are considered: packets sizes are anonymized, packets inter-arrival-
times are anonymized, and packets sizes and inter-arrival times are anonymized.
We mean by packet size anonymization to pad all the packet sizes to the Max-
imum Transmission Unit (MTU) and to set the packets inter-arrival time to a
fixed time interval (i.e. one second).
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3.3 Experimentation Results

In this section, we present the comparison tests results. Note that these tests
were performed on a Linux machine (Ubuntu 14.04 LTS) with 16 GB RAM and
Intel core i7 processor. TFLearn [356] was used as a high-level API for the
tensorflow [357] Python library for DL implementation. It should be noted that
in all tests cross validation is applied with 4 folds and data is divided into 60%
for training, 20% for validation, and 20% for testing. For the CNN classifier, the
convolutional layers were optimized using the Adam optimizer, and the Rectifier
Linear Unit (ReLU) function is used for activation. Dropout probability is chosen
to be 0.5. The fully connected layer is also optimized using the Adam optimizer,
and cross-entropy is used as output function. The learning rate is 0.001, the
weights are initialized by the truncated normal distribution, and the biases are
initialized to 0. The RF classifier was implemented using the scikit-learn python
library [358], with grid search to optimize the number of trees with [1,100] as the
range for search.

3.3.1 Performance Test Results

To test the performance of the considered data representation methods, the Con-
vNet architecture was applied for multi-level classification. The accuracy re-
sults are shown in Figure 3.6, 3.7, and 3.8. It is clear from the results that
the RGBA28x28 representation method achieves overall better results at the
different classification levels. At level 1, as shown in Figure 3.6, RGBA28x28
and RGBA4x4 present better results than the Gray method. RGBA8x8 and
RGBA4x4 present better performance in terms of accuracy, precision, recall. In
terms of accuracy, RGBA28x28 presents the highest value with 95.84%, followed
by RGBA4x4 with 93.49%, and then Gray with 92.18%. It can be noticed also
that RGBA4x4 presents better results than RGBA28x28 in some cases. For
example, at level 3, RGBA4x4 gives better accuracy (82.72%) than both the
RGBA28x28 and Gray methods (79.59% and 70.4%). To summarize, the Gray
method failed to surpass the RGBA method at the different classification levels,
even though it relies on important information in the packet header. This indi-
cates that this method cannot be generalized on testing data due to the difference
in the connection parameters between training and testing data presenting dif-
ferent flows from different devices. Furthermore, the results show that the RF
method presents better accuracy at the different levels when considering the first
28x28 packets (RF28x28) or the first 4x4 packets (RF4x4).
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Figure 3.6: Performance test results (Level 1)

(a) (b)

Figure 3.7: Performance test results in terms of accuracy: (a) for Level 2 and (b)
for Level 3

3.3.2 Features Importance Test Results

Packet Level Representation:

For the Gray method, the features importance test results are illustrated in Fig-
ure 3.9. Figure 3.9a presents the results of the features importance test, when
features are anonymized in the training and testing phases using our data. It
can be noticed that source IP address, source MAC address, and the destination
MAC address are the three most important fields. Anonymizing these fields in
training and testing makes the accuracy drop by more than 10%. In the testing
case, the drop of accuracy is more pronounced, and thus, as shown in (see Fig-
ure 3.9b), anonymizing only the data makes the accuracy drop by 10%. Moreover,
anonymizing data, source MAC address, and ACK number makes the accuracy
drop noticeably to 10%. For the TOR data, the accuracy is already low com-
pared to the flow level representation. In the first case, where anonymization
is applied on the training and testing data, the destination port was the most
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Figure 3.8: Performance test results in terms of accuracy (Level 4)

important feature, as shown in (see Figure 3.9c). However, in the second case,
the anonymization of the source MAC and destination MAC addresses makes the
accuracy drop noticeably to 15%, as shown in (see Figure 3.9d). Finally, for the
VPN data, anonymizing the IP addresses makes the accuracy drop to 60% in the
first case. However, in the testing case, the accuracy drop was more pronounced
for the same features.

Flow Level Representation:

For the RGBA method, The features importance test results are included in
Figure 3.10a and 3.10b. For the 28x28 images, it can be noticed that packet size
is the most important feature. This can be observed given that the accuracy, when
using the packet sizes of the first 28x28 packets of a flow, is the highest relative
to the other features. Similarly, for the RGBA4x4 representation, the packet size
is the most important feature for our data and the TOR data. However, for the
VPN data, the packets inter-arrival time is the most important feature.
It can be noticed that the RGBA method, including statistical features, makes
the trained model generalizable when the data is collected from different network
setups. Moreover, the accuracy results obtained for VPN and TOR data show the
immunity toward traffic anonymization. Moreover, the direction feature reflecting
a behavioral pattern of the traffic can serve for classification if some mutation
techniques, modifying the packet size or inter-arrival time, are applied. However,
for the gray method, anonymizing some connection/session variables make the
accuracy drop noticeably. This indicates that the learned model is data and
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(a) (b)

(c) (d)

(e) (f)

Figure 3.9: Gray method features importance results in terms of accuracy: (a),
(c), and (e) for anonymization at training and testing phases using our data,
TOR , and VPN data-sets respectively; (b), (d), and (f) for anonymization at
the testing phase using our data, Tor, and VPN data-sets respectively.

network dependent and cannot be generalized.

3.3.3 Model Robustness Test Results

The features robustness test results, shown in Figure 3.11, present the accuracy
results of the robustness test for the level 1 classes. It is clear that RGBA28x28
and sometimes RGBA4x4 present better results than the Gray method. Similarly,
in Figure 3.12, the results of level 2 robustness tests are included. In these tests,
for each level 2 class, we remove one of its sub-classes to see if the level 2 classifier
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(a) (b)

Figure 3.10: RGBA method features importance results in terms of accuracy

Figure 3.11: Robustness test results in terms of accuracy (Level 1)

is able to classify it correctly. For example, for texting, we remove one of the
texting applications (e.g. hangout) and we test the classifier trained on the
interactive type of traffic (texting, voice call, video call, and gaming) to check
if it will classify the hangout traffic correctly. The results show that RGBA is
better than Gray method in more than 70% of the cases. moreover, if we consider
the RF method, the results show that the RGBA method is more robust than
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Figure 3.12: Robustness test results in terms of accuracy (Level 2)

the RF method with statistical features in most cases.

3.3.4 Features Robustness Test Results

For TOR and VPN traffic, the results presented in Table3.4 show that, for both
types of traffic, the RGBA method gives better results than the gray one. It can
be noted that the Gray method performance degrades noticeably when traffic is
encrypted (78% as accuracy on VPN data-set). Moreover, the RGBA method
gives promising results on TOR traffic (94% as accuracy). Moreover, it can be no-
ticed that RF method with statistical features gives better results than the CNN
based classification with flow-based or packet based representation when consid-
ering the first 4x4 packets or 28x28 packets. However, as shown in Figure3.13, it is
clear that the RF based method performance degrades noticeably when the sizes
and/or inter-arrival times of the packets are mutated. This indicates that the
statistical features are prone the adversarial attacks making the statistical based
classification performance prone to degradation. The CNN based classification,
considering behavioral features (i.e. packets directions), can give better results
when one or more channels (size and inter-arrival time) are mutated. Similarly,
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RGBA28x28 RGBA4x4 Gray RF28x28 RF4x4
VPN 86.26% 84.16% 78.68% 93.96% 88.34%
TOR 94.28% 74.7% 64.78% 97.92% 88.13%

Table 3.4: Accuracy Results (in%) with the TOR and VPN data-sets

the anonymization of the packets sizes and/or inter-arrival times test is performed
to our data-set at all levels. The results for the different levels are included in
Figure3.14. It can be noticed that the drop in accuracy for all levels is more
pronounced for the RF based method than the RGBA one. Thus, the RGBA
method is more robust when one or more features are anonymized. This can be
explained by the fact that the behavioral pattern of the packets reflected by the
direction map can rescue the loss of information in other channels. Moreover, the
anonymization can be compared to a noise added to an image and thus, in this
case, image recognition is still possible using CNN.

(a) (b)

Figure 3.13: Anonymization results in terms of accuracy considering the TOR
and VPN data-sets

3.4 Discussions

Image recognition is a well-established CNN application. Thus, applying CNN for
traffic classification calls for new representation methods of the traffic as images.
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(a) (b)

(c) (d)

Figure 3.14: Features robustness test results in terms of accuracy for all levels
considering the RGBA28x28, RGBA4x4, RF28x28, and RF4x4: a) level 1, b)
level 2, c) level 3, and d) level 4.
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In this chapter, we compared two state of the art methods. The first considers
the first packet of the flow as raw data n × n image, and the second considers
four features from the first n × n packets of the flow to form an RGBA n × n
image. The results show the dependency of the raw packet data representation on
some dynamic connection parameters (e.g. MAC, IP addresses), which hinders
the generalization of the obtained model when applied on data collected from
different network setups. On the other hand, the second method needs tuning for
the number of packets needed for classification. In addition, relying on statistical
flow features makes this method prone to accuracy drop in case of obfuscated
traffic.
Considering a variety of classes in a hierarchical type of classification permits us
to design new tests that aim for evaluating the similarity of the traffic images
belonging to the same class. Thus, quantitatively (robustness test) and qual-
itatively (data visualization), the RGBA images present common patterns for
traffic pertaining to the same class. This is clearly noticeable for the high-level
classes (level 1 and 2). However, when it comes down to more granular classes,
the accuracy and the visual differentiation is not obvious. On the other hand,
the gray method does not present visually discernable patterns, but the achieved
accuracy at different levels are comparable to those obtained with the RGBA
method. However, the features importance test show that the anonymization of
certain packet fields, that are network connection dependent, result in signifi-
cantly altering the classification accuracy.
Finally, the anonymization test results show that the RGBA method presents bet-
ter accuracy than the Gray one, when trained on tunneled (VPN) or anonymized
traffic (TOR). This gives a clear indication that statistical features can present
distinctive patterns when the packets content or metadata are anonymized. Con-
sequently, this presents a new security challenge, where user privacy is the aim.
In this case, privacy preserving methods such as mutation and morphing could
be employed.

3.5 Conclusion

An essential benefit of DL over the traditional Machine Learning methods is its
representation learning capability. More specifically, CNN were shown to be very
effective for images classification. Consequently, representing traffic as images
have been considered in the last two years. One direction was to represent the
first packet as gray image, and thus traffic raw data is considered for classification.
Another method consists of extracting four features from the first n× n packets
per flow. In this chapter, we compared these two representation methods. Three
types of tests were performed: features importance test, model robustness, and
anonymization test. The results show that features should be carefully selected
to not be altered by changing the network environment or by possible obfuscation
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techniques. In this case, the inter-correlation of the results obtained from different
traffic characteristics (statistical: size and timestamp, and behavioral: direction)
could help in detecting obfuscated traffic and thus avoiding misclassification.
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Chapter 4

Detecting Mutation

Mutation techniques alter the traffic statistical features, making it very challeng-
ing to know the original traffic type. Moreover, the mutation techniques might
change the packets characteristics while maintaining the flow statistical features
unchanged. In this case, the detection of abnormal traffic can be evaded. Re-
cently, Deep Learning (DL) has acquired a lot of attention due to its representa-
tion learning capabilities. Using our proposed data representation, we propose an
unsupervised DL model to detect abnormal traffic and de-anonymize the mutated
one. Generative DL architectures, namely Autoencoders (AE) and Generative
Adversarial Networks (GAN), have been applied mainly in the computer vision
domain to detect abnormality and to denoise images. AE is a DL architecture
for extracting data representation, and GAN has the capability to generate fake
data samples to enhance the discrimination between real and fake data. In this
chapter, we combine AE and GAN to detect abnormal traffic and de-anonymize
the mutated one. The proposed architecture consists of an encoder, a decoder,
and a discriminator. The encoder-decoder pair form a denoising AE responsible
for learning the original data representation and to denoise the mutated one. In
parallel, the discriminator is trained to differentiate between the mutated traf-
fic (abnormal) and the denoised traffic (normal). The training of the proposed
model relies on data collected from real IoT devices and IoT attacks. The testing
results show the robustness of the proposed method to detect mutated traffic and
to recover the original one. Note that the proposed model is not limited to IoT
traffic and can be applied to any type of network traffic.

4.1 Proposed Abnormal Traffic Detection

In this section, we detail our proposed DL model, the attack model, and the
traffic representation method.
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4.1.1 Attack Model

Our attack model consists of an attacker trying to modify the packet size (padding)
and IAT (shaping), in such a way to hide any information that serves for at-
tack detection or traffic classification. The mutations are therefore of two types,
padding and shaping [28, 29], as shown in Figure 4.1. In the following, we sum-
marized the packet padding techniques listed in [359, 360, 361], with s being the
packet original size and m(s) being the packet size after mutation.

Figure 4.1: Attack model

1. Padding to the Maximum Transmission Unit (MTU): this technique
consists of padding all the flow packets to the same size, which is the MTU.
In this case, the mutation can be expressed by m(s) = MTU .

2. Linear padding: this technique consists of linearly padding the flow pack-
ets sizes. In this case, the mutation equation can be expressed as follows:
m(s) = ∗s/c ∗ c, where c is a parameter to choose, and ∗s/c is the ceiling
of s/c.

3. Exponential padding: this technique consists of padding the packet size
in an exponential manner. The mutation can be expressed by the following
equation: m(s) = min(2log2(s),MTU).

4. Elephants and mice padding: this technique consists of padding the
packet to a certain size c (mice), if the original packet size if less than c. If
not, the packet size is padded to the MTU (elephant).
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5. Random padding: this technique consists of padding the packet randomly
to a size chosen randomly from the interval ([s,MTU ]). In this case, the mu-
tation function can be expressed as following: m(s) = RAND([s,MTU ]).

6. Probabilistic padding: this technique assumes that the packet sizes fol-
low a normal distribution. In this case, the mutated size is chosen randomly
based on a normal distribution, where the mean (µ) and standard deviation
(σ) are computed considering the original traffic packet sizes. In this case,
m(s) = GAUSS(µ, σ) [361].

For the IAT shaping techniques, we list in the following the ones included
in [362] in addition to a new technique proposed in [361]:

7. Constant IAT: this technique consists of sending the packets at a fixed
IAT.

8. Variable IAT: this technique consists of sending the packets at a variable
interval of time randomly chosen from the interval [I1, I2].

9. Probabilistic IAT shaping: this technique assumes that the IAT follows
a normal distribution. Thus, the packets are transmitted at an interval cho-
sen randomly based on a normal distribution, where the mean and standard
deviation are computed based on the original traffic packets IAT.

The last method, described in [363], combines shaping and padding.

10. Fixed size and fixed IAT: this method consists of padding the size of
all the flow packets to the MTU and sending all the packets at a fixed time
interval.

This model considers two types of adversaries, including:

• Malicious adversary: this type of attackers aims at mutating the attack
traffic to evade intrusion detection.

• Benign adversary: this type of attackers aims at hiding the traffic char-
acteristics to protect the user privacy.

4.1.2 Deep Learning Model

Our proposed model, illustrated in Figure 4.2, consists of two parts: a denoising
AE and a discriminator. The denoising AE consists of an encoder and a decoder.
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Figure 4.2: Proposed model

The encoder aims at estimating the function f , that maps the input space of X to
the latent space of the latent variable Z, where Z is a compressed representation
of X. The denoising AE is fed with a dataset containing the mutated version x̃ of
the initial data X. The AE aims at minimizing the reconstruction error L(X, X̃).
In our case, the loss function is the MSE function, L(X, X̃) = (X − g(f(X̃)))2,
where X is the original data and g(f(X̃)) is the reconstructed data by considering
the mutated data as input. This MSE represents the difference between the
original and reconstructed flow vectors. The discriminator aims at differentiating
between normal and abnormal traffic. In fact, the discriminator will be trained
on classifying the mutated data (i.e. the mutated input data) as abnormal and
the reconstructed data (i.e. the decoder output) as normal. The output function

of the discriminator is a sigmoid function p(y = y(j)/x) = 1/(1 + e−y
(j)

), where
y(j) is the output class that can take the two values: 0 for j = 0 and 1 for j = 1,
and the loss function is a cross entropy function LD = 1/m

∑1
j=0 y

(j)log(y(j)) +

(1− y(j))log(1− y(j))).

4.1.3 Proposed Model Workflow

After training the model, the proposed scheme workflow, illustrated in Figure 4.3,
consists of: 1) passing the traffic to the discriminator; 2) if the traffic is normal,
it is passed to the classifier of normal traffic; 3) If not, it is passed to the denoiser.
4) After denoising, it is passed again to the discriminator. 5) If a normal traffic is
detected, it is passed to the classifier; 6) if not, the traffic is detected as abnormal,
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so it might be obfuscated or attack traffic. The same workflow is repeated for the
abnormal traffic to know the attack type or detect an unknown attack traffic.
In fact, two cases are considered. First, when training the model on normal traffic,
the aim is to detect attack traffic and the mutated one as abnormal. In this case,
the denoising aims at recovering the normal traffic for classification. However,
when training the model with attack traffic, at the testing phase the aim is to
detect unknown attacks and to denoise the mutated attack traffic to know the
exact attack type. Note that the classifier will be trained in a supervised mode
to classify the traffic based on the IoT device type in the normal traffic case and
based on the attack type in the attack traffic case.

Figure 4.3: Proposed scheme workflow

4.1.4 Data Representation

In our case, the data consists of collected network traffic. This traffic is filtered
by flows, where a flow is defined as being the set of packets having the same:
source IP address, source port number, destination IP address, destination port
number, and protocol (TCP or UDP). For each packet, we extract three features:
size (s), IAT (t), and direction (d). For each flow, we consider the first 4 × 4
packets in either direction. In fact, as shown in Figure 4.3, the extracted features
can be visualized in 4× 4 RGB images, where the ith pixel RGB coordinates are
represented by the ith packet features [s, t, d]. Thus, every feature represents a
color channel. In our case, R is given for the size , G is given for the inter-arrival
time, and B is given for the direction. This data representation is explained in
detail in chapter 3 [353].

4.2 Implementation

In this section, we detail the data collection and preprocessing, the model imple-
mentation, and the evaluation results.
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Figure 4.4: Data Representation

4.2.1 Data Collection and Preprocessing

For collecting normal IoT traffic, we used a set of IoT devices, including Wi-Fi-
enabled devices and hub-connected devices. The Wi-Fi devices are: D-Link HD
180-Degree Wi-Fi Camera DCS-8200LH, D-Link Wi-Fi Smart Plug DSP-W215,
D-Link Wi-Fi Siren DCH-S220, and D-Link Wi-Fi Water Sensor DCH-S160, while
the hub-connected devices are components of the Samsung SmartThings Home
Monitoring Kit, including a motion sensor, a multi-purpose sensor, and a smart
plug. These devices were installed in a home environment and were left to func-
tion normally. The Wi-Fi enabled devices are routed through a laptop to the
Internet. A bridge is created at this laptop to forward the incoming traffic to
the Ethernet interface connected to the home gateway. For the hub-connected
devices, the hub is connected to the laptop by Ethernet and this laptop is con-
figured to forward the incoming traffic to the wireless interface connected to the
home gateway. In both cases, the traffic is collected at the laptop. One day of
traffic for each device was considered for training and one day of traffic was used
for testing.
For IoT attack traffic training data, we consider the dataset collected in [364],
this dataset consists of multiple PCAP files for each type of attack. We choose
one file for each type of attack for training and one file for testing.
To preprocess the data and extract the flows, the dpkt Python library was
used [365]. In total, for training, we have 10320 flows of normal traffic and
3308 flows of attack traffic. For testing, we have 258 flows of normal traffic, 350
flows of attack traffic, and 2000 flows of (unknown) attack traffic. The normal
traffic is categorized into five classes based on the device model while the attack
traffic is categorized into three classes: data theft, denial of service and scanning.
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4.2.2 Model Implementation and Training

The proposed model was implemented in Python using the tensorflow library [366].
The encoder, decoder and the discriminator consist of a 2-layer fully connected
neural network with 1000 neurons each. The output layer of the decoder and
the discriminator is a sigmoid layer, with the difference that the decoder output
is of the same dimension of the input; however, the discriminator output is of
dimension one. The model is trained with 100 epochs and a batch size of 1, the
learning rate is 10−3, and the momentum decay is 0.9 (beta1). The Rectified
Linear Unit (ReLU) was used as the activation function for all hidden layers, and
the weights are optimized using the Adam optimizer. For generating mutated
data, we implement the mutation techniques listed in section III-B ((1) (10)).
The training data is randomly mutated, where each data sample is uniformly
mutated to one of the 10 mutation techniques.
For testing the effectiveness of the denoising process on the classification accuracy,
we implement a CNN classifier with three convolutional layers, two max pooling
layers, and two fully connected layers with one dropout layer with 50% dropout
probability. Similarly, ReLU is applied for activation in the hidden layers, and
the Adam algorithm is used for optimization with a learning rate of 10−3. In
addition, we apply cross validation for the classifier training with 4 folds. The
performance metric used to evaluate the classifier is the accuracy, which is the
ratio of the correctly classified samples to the total number of samples.

4.2.3 Evaluation and Results

For each of the experiments (1) (10), the corresponding mutation technique is
applied to the testing data. First, the traffic is passed to the discriminator.
Then, it is passed to the denoising AE. Furthermore, the mutated and denoised
traffic are passed to a classifier, that classifies the flow based on the device model
for normal traffic and based on the attack type for attack traffic.
Samples of the mutated traffic and resulted images after denoising are included in
Table 4.5. It is visually clear from the included images that the most the denoiser
succeeds in learning the original data representation disregarding the mutation
level. The difference between the denoised images and the original ones shows
that the model does not overfit the data, however it learns the representation and
the noise pattern.

For the normal traffic, the denoiser succeeds in recovering flows very similar
to the original ones for most of the mutation techniques, except for the mutations
(8) and (9). Similarly, for the attack traffic, the denoiser recovers the main flow
representation, except for the mutation (2). In Table 4.1, the MSE between the
original data and the mutated one (mutation degradation), the reconstruction
loss, and the abnormality detection rate are reported for the normal traffic and
the attack traffic.
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Figure 4.5: Visualized images representing network traffic

The results present a high detection rate for the different mutation techniques,
except for the mutation techniques (4), (6), and (9). This can be explained by
the fact that (6) and (9) are normal distribution based mutations. In these cases,
the main traffic characteristics will remain unchanged and this will harden the
differentiation between the original and mutated traffic. (4) is a mice-elephant
mutation of the packet sizes. However, in our case (i.e. IoT traffic), most of the
packets are of small size and therefore the mutation (4) will have limited affect
on the traffic characteristics. Moreover, it can be noticed that the MSE between
the recovered data and the original one (reconstruction loss) is lower than the
MSE between the mutated data and the original one (mutation degradation) in
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Mutation
Tech-
nique

Autoencoder Loss Mutation Loss Discrimination Rate
Normal Attack Normal Attack Normal Attack

(1) 0.042 0.0357 0.2713 0.1698 100% 100%
(2) 0.03218 0.1569 0.0171 0.082 100% 100%
(3) 0.0149 0.1569 0.0009 0.0065 88.99% 83.13%
(4) 0.0543 0.0463 0.2704 0.1696 50% 49.94%
(5) 0.067 0.0519 0.0171 0.082 100% 100%
(6) 0.0621 0.0703 0.0129 0.0411 49% 49.88%
(7) 0.0378 0.1569 0.2974 0.3245 100% 100%
(8) 0.0595 0.0257 0.09878 0.1016 99.02% 100%
(9) 0.1728 0.0303 0.2825 0.0012 50% 41.59%
(10) 0.0369 0.0519 0.5687 0.4943 100% 100%

Table 4.1: Testing evaluation results

most of the cases. This means that the denoising process decreases the degrada-
tion effect by reconstructing a version of the data that is closer to the original one.

Table 4.2 presents the accuracy of the classification based on the traffic label:
device model for normal traffic and attack type for attack traffic. The mutation
techniques (1), (4), (7), and (10) affect the accuracy and misleads the classifica-
tion noticeably in the normal traffic case; however, after denoising, the accuracy
increases. However, for the techniques (5), (6), (8), and (9), the denoiser fails to
reconstruct the original traffic. This is due to the fact that the randomness will
create a denoised traffic of random type. Moreover, for the mutation technique
(2), the mutation is linear and this does not affect the CNN classifier accuracy,
being immune to the linear degradation of the image. However, for statistical
based machine learning methods, the mutation techniques (2), (5), and (6) affect
noticeably the classification accuracy. To see the effect of the mutation on the sta-
tistical based classification, we include the results of the mutated and denoised
traffic statistical based classification in Table 4.2. The statistical classification
uses a subset of the Moore features (see Table 3.2) and Random Forest (RF) as
classifier. It can be noticed that overall our representation method with CNN
classifier outperforms the RF method before and after denoising in the normal
traffic case. However, in the attack traffic case, our method gives better results
after denoising.

4.3 Discussions

The results show that unsupervised DL architectures are very powerful in learn-
ing the data representation. AE is a well-known DL generative model, that is
highly effective in extracting compressed representation from image-type data.
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Mutation
Tech-
nique

Before Denoising After Denoising
Normal Attack Normal Attack

CNN RF CNN RF CNN RF CNN RF
(1) 30.14% 54.47% 51.55% 80.84% 65.19% 38.78% 53.1% 37.05%
(2) 93.13% 25% 36.27% 36.24% 79.16% 68.68% 33.41% 33.41%
(3) 99.01% 87.19% 76.25% 90.33% 87.99% 78.79% 33.41% 33.41%
(4) 29.9% 55.2% 51.55% 80.1% 67.4% 40.68% 43.79% 42.57%
(5) 93.13% 25.06% 36.99% 36.21% 20.09% 20.09% 63.12% 38.21%
(6) 95.09% 25.06% 56.55% 62.94% 56.12% 33.88% 36.99% 42.69%
(7) 75.49% 85.6% 33.17% 19.63% 77.69% 55.39% 33.41% 33.41%
(8) 78.18% 81.92% 33.15% 15.96% 62.99% 41.85% 62.05% 38.48%
(9) 80.14% 82.35% 34.24% 39.64% 20.09% 20.09% 62.76% 30.31%
(10) 19.6% 28.18% 33.17% 25.65% 78.43% 49.14% 60.6% 43.22%

Table 4.2: Classification Results

Consequently, after representing network traffic as images, we applied AE to ex-
tract the representation patterns from IoT traffic. Moreover, the capability of AE
to denoise images is used to overcome the mutation technique challenges. The
results show the effectiveness of the proposed method to recover the original traf-
fic representation for different levels of mutation, some of which are rather severe
(e.g. fixed packet size and IAT). In fact, the considered mutation techniques cause
any statistical classifier to fail. However, one limitation of this work is that we
assume that we know ahead of time the mutation technique used by the attacker,
so we can decide to choose to apply the classifier before or after denoising. To
address this limitation, we can train a classifier on classifying the different muta-
tion techniques. The implementation results show a high classification accuracy
(¿80%).

4.4 Conclusion

New traffic obfuscation techniques have been developed to thwart classification
and avoid detection in the sake of user privacy. These techniques have been
employed by attackers to mount their attacks without being detected. While
the obfuscation techniques might be detected by behavioral or statistical ML
techniques, the recovery of the initial traffic is unfeasible. In this chapter, inspired
from a promising DL application, which is image denoising, we transform the
traffic to images then combine two well-established DL architectures (AE and
GAN) to reconstruct the original traffic and detect abnormal one. The test results
show the effectiveness and robustness of the proposed model to detect abnormal
traffic in all its variants. After detecting mutated traffic, the challenge becomes
harder when morphing is employed to mislead the classifier. Even though the
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recovery of morphed traffic is impossible, can generative adversarial DL be used
for morphing detection?
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Chapter 5

Detecting Morphing

While mutation tries to manipulate the traffic characteristics to confuse the classi-
fier, morphing aims at making one traffic to look like another one. This technique
can be used by the attackers to avoid detection. Moreover, in case of ML based
device identification, this method can be used for spoofing. In other cases, mor-
phing can be used to guarantee better QoS, by copying time-critical applications
traffic. Deep Learning (DL)-based methods have been recently considered for
solving complex security tasks. More specifically, the detection of fake media
files (images, videos, news, etc.,) have attracted the attention of both academia
and industry [367]. In this context, generative adversarial DL architectures have
been developed to serve this aim. Inspired by these applications, we consider
in this chapter an image-based representation of the network traffic to detect
morphed traffic. The proposed solution consists of a generative adversarial DL
architecture, including two main parts: a generator and a discriminator .
The generator is a Variational Autoencoder (VAE), that has the role of gener-
ating morphed network traffic. Contrarily, the discriminator aims at detecting
morphed traffic by differentiating between the real traffic and the one generated
by the VAE. The experiments we conducted considered traffic generated by a set
of five different IoT devices. The results show the effectiveness of the proposed
solution in generating as well as in detecting morphed traffic.

5.1 Proposed Morphing Detection Solution

In this section, we present our attacker-defender model, the generative DL-based
model used for morphing and morphed traffic detection, and our data repre-
sentation method. For consistency, we list the used notations along with their
definitions in Table 5.1.
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Table 5.1: Summary of notations
Notation Definition
Devi ith IoT device
N Number of IoT devices
n× n Number of packets considered per flow
Fi Flow characteristics of device Devi
F
′
i Morphed flow characteristics of device Devi
FSi Flow packet sizes vector
FTi Flow packet inter-arrival times vector
FDi Flow packet directions vector
Atti Attacker imitating device Devi
Def Defender
Enci Encoder training to morph Devi traffic
Geni Generator (decoder) training to morph Devi

traffic
Disi Discriminator used to detect Devi morphed

traffic

Figure 5.1: Attacker-Defender Model

5.1.1 Attacker-Defender Model

We consider the case where the identification of IoT devices is performed by in-
specting the generated traffic. Our network consists of N devices, where each
device Devi has its identity defined by its flow of packets Fi. At the network
edge, statistical features for each n×n packets of a flow Fi generated by Devi are
extracted. The features vector Fi consists of three sub-vectors FTi, FSi and FDi,
where FTi is sub-vector consisting of the flow packet inter-arrival times, FSi is a
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Figure 5.2: Generative Adversarial Deep Learning Model

sub-vector consisting of the flow packet sizes, and FDi is a sub-vector of the flow
packet directions. Our attacker-defender model consists of two players, as shown
in Figure 5.1: an adversary Atti who tries to impersonate a legitimate IoT device
by imitating its traffic and generating a similar one F

′
i ; and a defender Def at

the network edge that tries to detect F
′
i as fake (morphed) traffic. Given that

the identification of the devices is performed using their generated traffic char-
acteristics, the impersonation attacks try to mimic the real traffic characteristics
by means of the following techniques:

1. Morphing of the packet sizes: this technique consists of studying the
distribution of the flow packet sizes. The adversary can use this distribution
to mimic a legitimate device traffic.

2. Morphing of the packets inter-arrival times: this technique is more
sophisticated than the packet size one, given that the rate of sending packets
can depend on the device network interface characteristics. This technique
consists of studying the distribution of the inter-arrival times and trying to
mimic it.

3. Morphing of the packet directions: this technique is the most com-
plicated one, given that the attacker has to control the sender and the
receiver. In this case, the attacker tries to inject dummy packets to imitate
the direction patterns of the target traffic.

4. Morphing of the packet sizes, inter-arrival times, and direc-
tions: in this case, the morphing considers all the traffic characteristics to
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mimic the target traffic.

In our case, each attacker Atti wants to mimic Devi traffic Fi. We assume
that Atti is able to sniff this traffic. Then, it trains the VAE to generate similar
traffic F

′
i . The defender having traffic from the different devices aims at training

discriminators to detect morphed traffic for each type. In fact, morphing cannot
be easily performed by copying one of the device flow patterns, because network
traffic exhibits variability. Alternatively, one should imitate the legitimate device
behavior by extracting a general representative flow pattern.

5.1.2 Generative Deep Learning Model

DL generative models can be used for inferring the distribution of the device
traffic, permitting attackers to mimic legitimate devices. On the other hand, the
discrimination power of the Generative Adversarial Network (GAN) can be used
to detect fake traffic. This scenario can be formulated as an adversarial learning
problem, where the attacker aims at mimicking victim devices traffic, and the
defender aims at detecting any deviations from the norm. In this context, the
employed DL generative model consists of three parts as shown in Figure 5.2: the
encoder that aims at inferring the distribution P (Fi) for each Devi by means of
the latent variable z. Applying the VAE concept, the encoder learns the prob-
ability distribution qφ(z/x), x being the input features vector Fi. The decoder
tries to generate a traffic feature vector similar to Fi. Finally, the discriminator
aims at differentiating between Fi and F

′
i . In the following, we present the loss

functions that we define to train our model, Where Dloss is the discriminator loss,
Gloss is the generator loss and AEloss is the autoencoder loss.

The discriminator loss, represented in the following equation, is the cross
entropy of the discriminator output probability, consisting of two parts: the first
part Dreal presents the real data detected as real and the second part Dfake

presents the fake (generated) data detected as fake.

Dreal = (1−D(x))log(1−D(x));

Dfake = D(G(x))log(D(G(x)));

Dloss = Dfake +Dreal

The generator loss, presented in the below equation, is the log loss of the
probability of detecting fake (generated) data as real.

Gloss = (1−D(G(x)))log(1−D(G(x)))

The autoencoder loss AEloss, presented below, is expressed in terms of the KL
loss and the reconstruction error expressed in terms of the Mean Squared Error
(MSE) between original and generated traffic.
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KLloss = KL(N (µ, σ2)||N (0, 1) = −1

2
(1 + log(σ2)− µ2 − σ2)

AEloss = ||x−G(x)||2 +KLloss

Training Procedure

For training our model, we consider the traffic of five devices. For each Devi,
the attacker trains Geni to morph the real traffic flows Fi into F

′
i . In this case,

the discriminator Disi aims at enhancing the fake traffic generation. However, at
the defender side, the training aims at enabling the discriminator to differentiate
between fake (generated) traffic and the real one. As shown in Algorithm 6,
training data is passed to the encoder, which extracts the data representation
by means of the latent variable z. The decoder generates a flow imitating the
input one. The input of the encoder and the output of the decoder are passed
to the discriminator as real and fake, respectively. At each epoch, the weights
of the model are updated. At the end, one model is saved for the attacker and
another one is saved for the defender. The attacker will use the generator part to
generate morphed traffic while the defender uses the discriminator part to detect
morphed traffic.

Algorithm 6 Training

1: procedure Training(train data)
2: for i ∈ nb of devices do
3: for j ∈ nb batches do
4: pass Batch(train data)j to enci
5: pass Batch(z)j to geni
6: pass Batch(train data)j as real to Disi
7: pass gen(Batch(z)j) as fake to Disi
8: minimize loss Enci
9: minimize loss Geni
10: minimize loss Disi
11: update Wi

12: end for
13: save Enci, Geni, Disi
14: end for
15: end procedure

Testing Procedure

During the testing phase, we run tests between the attacker and defender trained
models, as shown in Algorithm 7. The generated data by the attacker, for mim-
icking Devi traffic, is tested against the defender discriminator. This is performed
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for each type of morphing including: packet sizes, packet inter-arrival times, di-
rection, and all the above combined. In each case, the trained generator of the
attacker is tested against the defender’s discriminator. Although, to test the
efficacy of the morphing process, we add a classification phase where we assess
the similarity between morphed and original traffic. In each case, a classifier is
trained on original data, and then tested on the attacker generated traffic. For
example, for the morphing technique where all packet characteristics are mor-
phed, a classifier is trained to classify the morphed traffic flows F

′
i based on the

device type (five classes). The generated traffic for each device is passed to the
classifier to test if it will confuse the classifier. For the other cases, the morphed
features of one device Devi (sizes FS

′
i , inter-arrival times FT

′
i , and directions

FD
′
i ) are merged with original flows of other devices and then F

′
i is passed to

the classifier.

Algorithm 7 Testing

1: procedure Testing(test data)
2: for i ∈ nb of devices do
3: load attacker trained modeli
4: load defender trained modeli
5: pass Gen(test data)atti to Disdefi
6: record loss Enci
7: record loss Geni
8: record Disi out
9: end for
10: end procedure

5.1.3 Data Representation

Using our proposed data representation described in chapter 2, we extract features
from the first n×n packets, omitting the transport protocol feature. In addition,
in this chapter, we consider a different scaling given that we are dealing with
IoT traffic having small-sized packets. Consequently, we choose to scale packets
sizes between 0 and 255, and inter-arrival times are scaled between 0 and 10 ms.
For each packet of the n× n packets per flow, if its size is greater than 255, the
extracted size is set to 255. Similarly, for inter-arrival time, if its is greater than
10 ms, it is set to 255, if not, it is divided by 10 and multiplied by 255. The
direction is set to 0, if the packet is outgoing, and to 255, if it is an incoming
packet. In the visualized images, R is given to the size, G is given to the inter-
arrival time, and B is given to the direction. Note that before passing the features
vectors to the DL network, they are all normalized between 0 and 1 (i.e. divided
by 255).
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5.2 Experimental Analysis

In this section, we present the implementation of the proposed model along with
the testing results.

5.2.1 Data Collection

To collect traffic, we consider the set of IoT devices: D-Link HD 180-Degree Wi-Fi
Camera DCS-8200LH, D-Link Wi-Fi Smart Plug DSP-W215, D-Link Wi-Fi Siren
DCH-S220, D-Link Wi-Fi Water Sensor DCH-S160, and Samsung SmartThings
Home Monitoring Kit. Using the same setup described in chapter 3, one day of
traffic was collected for the attacker model training and one day was collected for
the defender model training. These devices were deployed in a home environment
and left to function normally.

Figure 5.3: 4x4 obtained images

Figure 5.4: 8x8 obtained images
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Figure 5.5: 28x28 obtained images

Morphing Technique
Accuracy

4x4 8x8 28x28
CNN RF CNN RF CNN RF

(1) 68.04% 48.25% 46.67% 43.91% 31.56% 22.59%
(2) 52.42% 48.01% 73.27% 48.99% 38.92% 23.17%
(3) 37.63% 33.72% 36.34% 26.14% 25.04% 21.56%
(4) 87.68% 73.43% 89.97% 80.28% 51.56% 52.77%

Table 5.2: Classification Results

Device
4x4 8x8 28x28

(1) (2) (3) (4) (1) (2) (3) (4) (1) (2) (3) (4)
Dev1 0.30 0.38 0.21 0.10 0.36 8.53E-14 1.22E-11 0.22 0.09 0.21 0.04 0.15
Dev2 0.35 0.27 0.39 0.33 0.37 0.26 0.49 0.30 0.12 0.26 0.58 0.23
Dev3 0.03 0.41 0.49 0.32 0.03 0.38 0.46 0.33 0.03 0.40 0.41 0.29
Dev4 0.10 0.43 0.26 0.33 0.18 0.42 0.19 0.33 0.11 0.23 0.19 0.28
Dev5 0.33 0.41 0.43 0.39 0.33 0.41 0.46 0.38 0.09 0.22 0.30 0.20
Total 0.22 0.38 0.31 0.32 0.20 0.36 0.32 0.31 0.09 0.26 0.30 0.23

Table 5.3: Morphing Loss

Device
4x4 8x8 28x28

(1) (2) (3) (4) (1) (2) (3) (4) (1) (2) (3) (4)
Dev1 100% 100% 50% 65.97% 50% 60.82%50% 50% 54.12% 50% 100% 50%
Dev2 100% 88.65% 89.17% 96.90% 100% 97.93% 93.81% 69.07% 51.54% 100% 100% 80.92%
Dev3 97.42% 97.93% 81.44% 100% 50% 94.84%86.08% 90.20% 48.45% 90.72%60.30% 83.50%
Dev4 100% 68.55% 94.84% 97.42% 50.51% 94.84%91.75% 75.25% 46.90% 61.85% 93.29%80.92%
Dev5 93.81% 98.45%88.14% 94.32% 100% 90.2% 92.78% 66.49% 50.51% 51.03%51.03%35.56%
Total 95.97%92.98% 80.72% 90.92% 70.10% 87.73% 82.88%70.2% 50.30% 70.72% 80.92%66.18%

Table 5.4: Detection Rate
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5.2.2 Model Implementation

We used the Tensorflow library to implement the proposed model in Python [368].
Each component of the model consists of a 2-layer fully connected neural network
with 1,000 neurons each. The encoder outputs two values z mean and z sigma.
The decoder output is a Sigmoid layer with same size as the input, the discrim-
inator output is of one dimension. Each model was trained with 10 epochs and
a batch size of 1, the learning rate is 10−3, and the momentum decay is 0.9
(beta1). We used the Rectified Linear Unit (ReLU) as the activation function
for all hidden layers, and the weights were optimized using the Adam optimizer.
To test the morphing correctness, we refer to classification to see if the morphed
traffic is classified correctly. To this aim, we use two classifiers, a CNN classifier
applied to our data representation and a Random Forest classifier applied to sta-
tistical features extracted per flow (see Table 3.2). The CNN classifier consists
of three convolutional layers, two max pooling layers, and two fully connected
layers with one dropout layer with 50% dropout probability. ReLU is used as
an activation function in the hidden layers, and the Adam algorithm is used for
optimization with a learning rate of 10−3. The RF classifier is implemented using
sickit-learn [358], search grid is used for parameters tuning with range of 1,000
trees. Cross validation with four folds is applied for training the classifiers. To
evaluate the considered classifiers, we refer to the accuracy metric, which consists
of the ratio of the correctly classified samples to the total number of samples.

5.2.3 Testing Results

In the following, we detailed the testing results of the morphing process performed
by the attacker, and the detection done at the defender side.

Morphing Results

The results are reported for each morphing technique and each device. In ad-
dition, different values of n are considered (4, 8, and 28). To visually asses the
morphing process, we visualize the original and morphed traffic, as shown in Fig-
ure 5.3, Figure 5.4, and Figure 5.5. These images show that the morphing process
succeeded in generating similar traffic characteristics considering different types
of morphing. Also we included the reconstruction loss, consisting of the MSE
between original and generated traffic in Table 5.3. The classification results
of both classifiers, CNN and RF, are included in Table 5.2. The results show
the effectiveness of morphing the traffic, especially when considering all features
(packet sizes, inter-arrival times, and directions). It is clear that the classification
results depend on the number of packets considered per flow n (see Table 5.2).The
best morphed traffic classification result is obtained with 8x8 packets, with the
morphing technique (4) and the CNN classifier, which is 87.68%. Considering the
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morphing of a single feature (packet sizes, inter-arrival times, or directions), it can
be noticed also that morphing one feature is not sufficient to confuse noticeably
the classifier, and that morphing the packet sizes with 4x4 packets gives better
results than the other features (68.04%). For 8x8 and 28x28 packets, morphing
the inter-arrival times gives better results (73.27%, and 38.92% respectively).

Detection Results

Concerning the detection rate, the results shown in Table 5.4 reveal the defender
ability in detecting any kind of morphing with a detection rate up to 95%. It can
be noticed that overall single features morphing tests ((1), (2), and (3)) present
better detection rates than the all features morphing (4). Looking at the influence
of n on the detection rate of the single features morphing, we can remark that:
for n = 4, using packet sizes information, morphing can be detected with high
accuracy; for n = 8, inter-arrival times information give better insight to detect
morphing; finally, for n = 28, packet directions can be better used for morphing
detection.

Concerning the relation between morphing loss and morphed traffic detection
rate, they decrease when n increases (see Table 5.3 and Table 5.4). At small scale
(4x4), the variety of the patterns lead to high morphing loss (0.32 with morphing
(4)) and thus, a high discrimination rate (90.92% with morphing (4)). However,
with high scale (28x28), the morphing decreases (to 0.3 with morphing (4)), and
the discrimination rate decreases also (to 66.18% with morphing (4)).

5.3 Discussions

The results show that detection of morphed traffic is possible using adversarial
learning. In fact, the network traffic presents diversity even for the same device.
Morphing techniques try to extract the common patterns between the different
flows pertaining to a specific traffic type (per app or per device). In this work,
we show that the differentiation between fake and original traffic is possible by
means of a quasi-raw data representation, showing the packet characteristics. In
contrast, the detection was not possible when using pure statistical features.
The visualization of the original and morphed traffic, in Figure 5.3, Figure 5.4,
and Figure 5.5, show that the generative DL model is able to extract the original
traffic characteristics. This was also reported in the reconstruction loss between
the original traffic and the generated one. On the other hand, the adversarial
learning succeeded in detecting morphed traffic as shown in the recorded discrim-
ination rates (see Table 5.4).
This work paves the way towards a new direction in the intrusion detection do-
main, where new techniques can be applied for detecting abnormal traffic. In
fact, morphing can be used by attackers to hide attacks other than the ones con-
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sidered in this work. Attackers can rely on real apps traffic (Facebook, Skype,
etc.) to shape their attacks flows and avoid detection by IDS. Applying the new
data representation method with adversarial learning are key for obfuscated traf-
fic detection. Actually, morphing is one of many other obfuscation techniques
that could be applied to thwart classification and intrusion detection. The pre-
sented solution could be applied for any type of obfuscation, including mutation.
In this chapter, different values of n were considered, and the results show that
for large n the morphing fails and that the characteristics of the traffic of the
different devices become similar, as shown in the classification results of the mor-
phed traffic (∼ 50%). The question then becomes how to optimize the choice of
n, which will be considered in the next chapter.

5.4 Conclusion

ML-based techniques have emerged in the network domain for traffic classifica-
tion, intrusion detection, and more recently for IoT device identification. How-
ever, these methods are prone to failure when traffic obfuscation techniques are
used. More specifically, morphing, which consists of imitating other traffic char-
acteristics, is a critical challenge for statistical based IDSes. In this chapter,
we present a generative adversarial DL-based method to detect morphed traffic,
where different morphing techniques were applied to IoT traffic. Even though
this was presented in the context of device identification/authentication, it can
be applied for other types of traffic and for other classification goals (e.g. QoS
management). The results show the effectiveness of the adversarial learning in
accounting for adversarial attacks and detecting intrusion.
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Chapter 6

Real-time Traffic Classifier

In this chapter, we aim at finding the sufficient number of packets that guarantees
good classification accuracy while optimizing the response time. Before optimiz-
ing n, we first visualize data for different values of n. To do so, we consider
features reduction techniques. The traditional techniques like principal compo-
nent analysis (PCA), locality preserving projections (LPP), discriminative local-
ity alignment (DLA), linear discriminative analysis (LDA) present limitations,
when applied in the image domain. In addition, these techniques are limited to
linear models and do not preserve non-linearity. Thus, t-SNE (Stochastic Neigh-
bor Embedding) is proposed to reduce high-dimensional data (like images) while
reserving the data non-linearity. While traditional features selection and reduc-
tion techniques rely on the correlation or mutual information between the data
features and the label vector to select the best features, the problem to define the
sufficient number of instances for time series data calls for different approaches.
In this context, our aim is to have a measure that reflects the model performance
as a function of the number of considered packets. To do so, we propose a con-
fidence measure based on the variations in the model training accuracy and the
average mutual information between the packets features and the label vector.
This measure can help in finding a value of n that reduces the time overhead
while guaranteeing good classification accuracy. In addition, we propose a new
classifier model to enhance the classification accuracy by training successive mod-
els on the streaming traffic data. The proposed ensemble method is based on the
average of the individual classifiers predictions.

6.1 Data Visualization

To visualize high dimensional data, a method, called t-SNE, was proposed by
Laurens van der Maaten in [369]. t-SNE is a modified version of the Stochas-
tic Neighbor Embedding (SNE) algorithm. It consists of transforming high di-
mensional data into low dimensional components by minimizing the Kullback-
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Leibler divergence between the probability distributions in the initial space of
picking neighbor points and the probability distribution in the transformed space
to pick these points as neighbors. The first step is to convert the euclidean
distances between data points in the high dimensional space into conditional
probabilities that reflect the similarity between these points. The conditional
probability pj|i expresses the probability of picking xj from the neighbors of
xi in proportion to the probability density of xi neighbors as a Gaussian cen-
tered distribution at xi. For nearby points, this probability is high; however,
for faraway points it is small. In this case, pi|i and pj|j are set to zero. pj|i is

expressed as following: pj|i =
exp(−‖xi−xj‖2/2σ2

i∑
k 6=i exp(−‖xi−xk‖2/2σ2

i )
; where σi is the variance of

the Gaussian distribution centered at xi. Furthermore, pij =
pj|i+pi|j

2N
The same is

represented in the low dimensional space with qj|i =
exp(−‖yi−yj‖2/2σ2

i∑
k 6=i exp(−‖yi−yxk‖2/2σ2

i )
and

qij =
(1+‖yi−yj‖2)−1∑
k 6=l(1+‖yi−yk‖2)−1 . Thus, the method relies on minimizing the KL between

pj|i and q − j|i, KL(P ||Q) =
∑

k 6=i pijlog(
pij
qij

). This minimization is solved by

using gradient descent. A very important attribute of t-SNE is the perplexity
perp(P ) = 2H(Pi), where H(Pi) = −

∑
j pj|ilog2pj|i this value reflects the number

of neighbors as density based clustering.

In our work, we have images of dimensions n × n, to visualize the effect of
n on the data distribution, we applied t-SNE to visualize the data for different
values of n. In Figure 6.1, we include some of the obtained figures.

It is clear from the images, included in Figure 6.1, that the number of packets
affects the distributions and the separation between the different classes. This
indicates that the choice of n affects the classification accuracy and the differen-
tiation between the instances of the different classes.

6.2 Confidence Measure

Based on the results in previous chapters, the choice of n affects the classification
accuracy. Increasing n does not always guarantee better accuracy while increasing
the training overhead. Moreover, waiting for large number of packets to perform
the testing classification is not acceptable in real time applications like intrusion
detection. In this case, finding the optimal number of packets or the optimal
value of n that guarantees good testing accuracy while minimizing the required
number of packets is key. This applies to other cases of time series data where
for example being able to recognize the voice from the first samples is required
for real-time applications. While the problem can be approached as a traditional
problem of features selection or reduction techniques, these techniques are not
effective in the case of streaming data being unable to have the full vector of
features ahead of time. Thus, the features importance should be analysed as the
data comes in to reach a level where the considered data features are enough to
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 6.1: t-SNE visualization of Level 1 data for different values of n: (a) n =
2, (b) n = 4, (c) n = 6, (d) n = 8, (e) n = 10, (f) n = 12, (g) n = 14, (h) n = 16,
(i) n = 18, (j) n = 20, (k) n = 22, (l) n = 24.

guarantee good classification accuracy. In this section, we present our proposed
confidence measure based on the mutual information between the features and
the class labels vector and the training accuracy. Then, this measure is used to
choose an optimal n, meeting the compromise between the response time and the
test accuracy.

In chapter 2, we presented our data representation method that consists of
extracting basic packet characteristics: size, inter-arrival time, and direction from
the first n× n packets and transforming them into RGB images. The flows data
can be represented in three channels: R, G, B representing the size, timestamp,
and direction. As shown in 6.2, a sample flow can be represented by three matrices
XR, XG, and XB, where each matrix component, ri, gi, and bi represents a pixel
of the RGB image. Thus each component of these matrices is represented by a
random variable Ri, Gi, and Bi for R, G, and B channels.

To optimize the choice of n, we rely on computing the mutual information
between the image and the label vector, I(X, Y ). The choice of the optimal value
of n is obtained when the mutual information between X and Y is maximized,
where X = (XR, XG, XB). The mutual information is the average sum of the in-
dividual mutual information between each color components and the label vector,
as shown in the following:
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Figure 6.2: Image Representation

IR =
1

n× n
×

i=n×n∑
i=0

I(Ri, Y );

IG =
1

n× n
×

i=n×n∑
i=0

I(Gi, Y );

IB =
1

n× n
×

i=n×n∑
i=0

I(Bi, Y );

I =
IR + IG + IB

3

In Algorithm 8, we present our algorithm that aims at finding the best value
of n to meet the compromise between the accuracy and the classification per-
formance. To do so, we define a new confidence measure that is based on the
training accuracy and the mutual information between the data and the label
vector. The rate of change of this confidence measure is expressed in terms of
the rate of change in the accuracy and the mutual information, as follows:

δAcc(n) =
Acc(n)− Acc(n− 1)

Acc(n− 1)
;

δMI(n) =
MI(n)−MI(n− 1)

MI(n− 1)
;

δC(n) =
δAcc(n) + δMI(n)

2
;

(6.1)

where Acc(n) is the training accuracy when n × n packets are considered
and MI(n) is the average mutual information between the features vector of
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the n × n packets features and the class labels vector, MI(n) =
∑n×n

0 MI(xi,Y )

n×n .
Consequently, the confidence C(n) can be expressed in terms of δC(n) as follows:

C(n) = C(n− 1)× (1 + δC(n)) (6.2)

It should be noticed here that a necessary condition should be met to have
0 < C(n) < 1, is that δC(n) < 1−C(n−1)

C(n−1) . In our case, we check if this condition is

correct, if not, δC(n) is set to 1−C(n−1)
C(n−1) . In fact, this bound is found based on the

fact that 0 < C(n) < 1, consequently, −C(n−1) < C(n)−C(n−1) < 1−C(n−1).
Thus, having 0 < C(n− 1) < 1, we can divide all the inequality’s sides by it. As

a result, we get −1 < δC(n) < 1−C(n−1)
C(n−1) .

Algorithm 8 Confidence Measure Based Choice of n

1: procedure Optimize n(Acc, MI)
2: n = Nmin

3: C(0)← (Acc(0) +MI(0))/2
4: while n < Nmax do
5: δAcc(n)← Acc(n)−Acc(n−1)

Acc(n)+Acc(n−1)

6: δMI(n)← MI(n)−MI(n−1)
MI(n)+MI(n−1)

7: C(n)← C(n) = C(n− 1)× (1 + δAcc(n)+δMI(n)
2

)
8: end while
9: maxC = C(0)
10: noptimal = 0
11: for n ∈ range(Nmin, Nmax) do
12: if C(n) > maxC then
13: noptimal = n
14: maxC = C(n)

return noptimal
15: end if
16: end for
17: end procedure

In Algorithm 8, we include the algorithm of optimizing the choice of n. At the
training phase, first, the features for the first Nmax×Nmax packets are extracted.
Nmax is chosen based on the application and the training data size. In our case, we
chooseNmax = 28. For getting the training accuracy, we trainNmax−Nmin models
by successively increasing n by 1. The training accuracy is computed based on
the validation data being 20% of the training one. Then, after computing the
training accuracy, the mutual information at each value of n is computed between
each packet feature and the label vector. The average sum is computed and the
confidence measure is calculated as stated above. Finally, the optimal n is the
one giving the maximal confidence measure.
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Figure 6.3: Classifier Model

6.3 Ensemble Classifier Model

In this section, we present our classifier model. This model aims at enhancing the
classification accuracy at certain value of n by considering the preceding classifiers
results. This model considers a streaming data type, in our case the successive
packets of a flow. At each value of n, a model is trained with input of dimensions
n × n. The classification results of the preceding classifiers are aggregated and
the weighted average is used to get the ensemble decision.

As shown in Figure 6.3, our model consists of successive classifiers of different
dimensions. For each value of n, a classifier Ci, where i = 2, . . . , Nmax, is trained
on data with dimension n × n. At each n, the classifications at previous values
of n are considered. The successive classifiers form an ensemble model, where
the classifiers predictions are averaged to get the final decision. In the algorithm
below, we present how these classifiers predictions are aggregated and how the
accuracy of the ensemble classifier is computed. It should be noted, as shown
in Algorithm 9, that the probabilistic output of the classifiers is considered and
not only the class label. Consequently, the aggregated results include also the
classification confidence.

Algorithm 9 Ensemble Classification

1: procedure Optimize Accuracy(n)
2: for item ∈ Xtest do
3: while i < n do
4: loadmodeli
5: Pitem(i) = modeli.predict(item)
6: end while
7: Pitem ←

∑
0nPitem(i)

n

8: end for
9: end procedure
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6.4 Experimentation Results

In this section, we include the results considering our dataset at different levels
in addition to an online voice dataset consisting of spoken digits [370].

6.4.1 Confidence Measure Results

Examples of the results, including the training accuracy, the mutual information,
and the computed confidence measure, are shown in Figure 6.4: a) for level 1, b)
to e) for level 2, f) to k) for level 3, and l) to z) for level 4. These figures clearly
indicate that one can choose the value of n corresponding to the maximum of
the confidence value in the aim to achieve good classification performance at an
early stage.

6.4.2 Ensemble Classifier Results

For assessing the proposed ensemble classifier, we compare different ensemble
techniques to compute the final decision, including: average sum, weighted sum,
and majority voting. In addition, we compare the performance of the ensem-
ble method compared to the individual classifiers performance. For the average
method, we computed the final decision based on Algorithm 9. For the weighted
sum, the probabilistic output of each classifier is multiplied by its confidence mea-
sure before computing the average over the sum of weights (confidence measures
of the successive classifiers). However, for the majority voting, the final decision
is computed based on the maximum number of votes for the output class. In
table 6.6, we include the average results for the different levels and the voice
data. It is clear from the results, that the average voting gives the best results.
Moreover, it can be noticed that the ensemble based accuracy is greater than the
accuracy obtained by the individual classifiers.

6.4.3 Optimal n Results

In this section, we present the results obtained by applying the proposed algo-
rithm for the optimal choice of n by considering our data collected with hierar-
chical classification. Furthermore, to verify the generalization of the proposed
model to time series data, the proposed confidence measure and the classifica-
tion algorithm was applied to a voice dataset of spoken digits [370]. In this
case, n represents the number of samples in the time domain. However, the
mutual information is computed after transforming n samples from the domain
into Mel-Frequency Cepstral Coefficients (MFCCs) features. Similar to the case
of network flows, the voice time series are transformed into gray images of their
MFFCs and CNN is applied. The results show the efficiency of the proposed con-
fidence measure along with the ensemble classifier in the case of time series data.
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Data Average Weighted Average Majority Voting Individual
Level 1

All 89.77% 86.81% 89.76% 87.34%
Level 2

Bulk Data Transfer 94.74% 92.98% 94.52% 92.41%
Interactive 81.08% 77.74% 79.92% 78.52%
Streaming 94.03% 92.32% 94.03% 93.04%

Transaction 66.67% 66.67% 67.32% 63.16%
Average 84.13% 82.43% 83.95% 81.78%

Level 3
Audio Interactive 74.26% 70.80% 72.87% 65.79%
Video Interactive 37.94% 37.89% 38.01% 42.68%

Texting Interactive 80.63% 80.41% 79.33% 75.78%
File Upload 75.56% 74.58% 73.95% 69.74%

File Download 89.60% 86.94% 89.05% 88.55%
Average 71.60% 70.12% 70.64% 68.51%

Level 4
Actuation 77.51% 76.06% 72.90% 73.71%

Download App 99.02% 98.90% 98.73% 96.87%
Dropbox Download 87.17% 85.95% 86.07% 85.88%

Dropbox Upload 97.77% 95.31% 97.62% 96.70%
Gaming 87.88% 86.87% 85.52% 79.12%

Hangout Audio 56.81% 58.14% 58.28% 69.65%
Hangout Texting 87.23% 86.68% 87.31% 84.24%
Hangout Video 91.03% 90.79% 91.51% 88.55%

Messenger Audio 97.57% 97.71% 97.64% 97.31%
Messenger Texting 91.67% 91.67% 91.67% 91.36%
Messenger Video 52.23% 53.69% 51.49% 49.24%

MyDrive Download 96.74% 93.41% 96.32% 95.12%
MyDrive Upload 96.69% 96.69% 96.78% 95.51%

OneDrive Download 99.06% 99.01% 99.03% 98.81%
OneDrive Upload 90.11% 89.69% 90.55% 90.54%

Sensing 74.29% 74.51% 77.12% 78.21%
Skype Audio 47.43% 48.52% 47.29% 39.00%

Skype Texting 90.42% 90.55% 89.78% 91.32%
Skype Video 94.68% 97.45% 94.91% 90.51%

System Update 95.09% 95.00% 94.54% 89.72%
Audio Streaming 59.84% 60.10% 60.10% 58.57%
Video Streaming 96.88% 95.97% 97.13% 94.06%

Average 84.87% 84.67% 84.65% 83.36%
Voice 75.18% 74.40% 75.04% 67.19%

Table 6.1: Ensemble Accuracy Results
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Figure 6.4: Confidence Measure Results

In table 6.4.3, we include the results of n and the corresponding accuracy results
when relying on the mutual information, confidence or the training accuracy and
the corresponding maximum attained in the testing phase. It is clear from the
results that relying on the maximum mutual information to find the optimal n
presents low average in number of packets (36 at level 1, 127 at level 2, 35 at
level 3, 164 at level 4, and 110 samples for the voice data) and good accuracy
(87.94 at level 1, 84.70 at level 2, 66.95 at level 3, 82.34% at level 4, and 50.20%
for the voice data). However, relying on the maximum training accuracy to find
the optimal n presents high number of packets (729 at level 1, 402 at level 2,
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540 at level 3, 229 at level 4, and 2610 samples for the voice data) and better
accuracy (91.55% at level 1, 81.59% at level 2, 70.84% at level 3, 84.93% at level
4, and 67.40% for the voice data). Having the confidence as combination of these
two measures, relying on the maximum confidence for finding the optimal n the
number of packets is higher than of the mutual information (49 at level 1, 149 at
level 2, 286 at level 3, 196 at level 4, and 510 samples for the voice data) but it
presents higher accuracy (88.11% at level 1, 86.19% at level 2, 71.16% at level 3,
84.43% at level 4, and 70.60% samples for the voice data). It can be noticed also
that applying ensemble, the accuracy presented in the column ”Ens” presents an
enhancement to the accuracy obtained with individual classifiers presented in the
column ”Ind”. It should be noted here that N = n × n packets for the case of
network traffic and the number of samples for the voice data.

To evaluate the enhancement and/or degradation in terms of number of pack-
ets and the of accuracy when choosing n relying on the mutual information, train-
ing accuracy, or our proposed confidence measure, we computed the difference
between the obtained n and accuracy and the ones obtained from the testing
phase, as shown in table 6.4.3. It can be noticed that on average, our proposed
confidence measure, if used to choose the optimal n, present better enhance-
ment in the number packets than the training accuracy (as shown in table 6.4.3)
and lower degradation in the accuracy than the mutual information method (as
shown in table 6.4.3). The confidence measure method presents an enhancement
of 680 in the number of packets with degradation of 3.44% in the classification
accuracy at Level 1 and a degradation of 1.29% in the accuracy with the ensem-
ble method. At Level 2, it presents an enhancement of 202 in the number of
packets with degradation of 3.28% in the individual classification accuracy and
an enhancement of 0.63% with the ensemble method. At Level 3, it presents an
enhancement of 105 in the number of packets with degradation of 8.29% in the
classification accuracy which increases to 2.15% with the ensemble method. At
Level 4, it presents an enhancement of 54 in the number of packets with accuracy
degradation of 6.88%, which decreases to 2.29% with ensemble method. Con-
sidering the voice data, the proposed algorithm for finding noptimal based on the
confidence measure presents an enhancement of 1300 in the number of samples
with degradation of 8.80% in the accuracy and an enhancement of 7.40% in the
accuracy with ensemble method (see table 6.7).

To evaluate the enhancement and/or degradation in terms of time when choos-
ing n relying on the mutual information, training accuracy, or our proposed confi-
dence measure, we computed the difference between the flow time for the obtained
n and the one obtained for the best n at the testing phase, as shown in table 6.6.
It can be noticed that on average, our proposed confidence measure, if used to
choose the optimal n, present better enhancement in the required flow time than
the training accuracy. The confidence measure method presents an enhancement
of 5.94 seconds in the flow time at Level 1, 2.78 seconds at Level 2, 3.09 seconds
at Level 3, and 0.96 seconds at Level 4. Considering the voice data, the results
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Data
MI Training Confidence Testing

N Ind(%) Ens(%) N Ind(%) Ens(%) N Ind Ens(%) N Ind(%) Ens(%)
Level 1

All 36 87.94 90.09 729 91.55 91.55 49 88.11 90.26 729 91.55 91.55
Level 2

Bulk Data Transfer 324 95.34 96.07 484 95.02 96.48 400 94.01 96.23 324 95.34 96.07
Interactive 121 86.30 86.51 441 92.60 79.27 81 86.19 85.67 441 92.60 79.27
Streaming 49 85.23 89.93 361 96.64 97.32 100 92.62 93.29 625 97.99 97.32
Transaction 16 71.93 66.67 324 42.11 66.67 16 71.93 66.67 16 71.93 66.67
Average 127 84.70 84.80 402 81.59 84.93 149 86.19 85.46 351 89.46 84.83

Level 3
Audio Interactive 49 63.70 72.88 676 63.27 77.06 81 68.23 69.34 256 77.03 77.00
Video Interactive 36 36.04 35.71 400 41.09 38.82 100 38.78 37.20 289 65.26 39.01
Texting Interactive 16 76.00 80.00 400 79.00 81.00 25 78.00 81.00 441 84.00 83.00
File Upload 25 71.27 72.36 441 80.00 80.91 441 80.00 80.91 441 80.00 80.91
File Download 49 87.75 87.65 784 90.81 92.85 784 90.81 92.85 529 90.99 92.15
Average 35 66.95 69.72 540 70.84 74.13 286 71.16 72.26 391 79.46 74.41

Level 4
Hangout Texting 36 80.85 72.34 144 100 95.74 49 91.49 74.47 144 100 95.74
OneDrive Download 784 98.92 99.03 9 98.71 98.92 784 98.92 99.03 196 99.25 99.14
Audio Streaming 64 57.56 61.05 81 57.56 61.05 169 57.56 61.05 121 61.05 61.05
Gaming 4 81.82 81.82 4 81.82 81.82 4 81.82 81.82 100 90.91 90.91
MyDrive Download 784 99.44 99.16 529 99.02 98.74 676 99.30 98.88 784 99.44 99.16
Messenger Video 16 53.51 52.63 64 47.37 54.82 25 55.70 54.82 25 55.70 54.82
Video Streaming 49 89.07 89.07 49 89.07 89.07 49 89.07 89.07 64 99.64 100
Download App 16 96.82 98.50 64 95.51 99.25 16 96.82 98.50 361 98.88 99.07
MyDrive Upload 784 96.47 96.47 625 95.29 96.47 784 96.47 96.47 361 100 97.65
Sensing 16 76.47 76.47 289 88.24 76.47 16 76.47 76.47 36 88.24 76.47
Hangout Video 81 89.17 89.17 324 91.25 92.92 324 91.25 92.92 225 94.58 92.92
OneDrive Upload 36 83.81 79.30 576 97.75 98.57 81 85.25 88.52 484 99.39 98.98
Messenger Audio 25 99.12 99.12 169 97.35 97.35 25 99.12 99.12 25 99.12 99.12
Skype Video 16 100 87.50 16 100 87.50 16 100 87.50 16 100 87.50
Skype Texting 4 86.21 86.21 16 89.66 96.55 25 89.66 96.55 625 100 89.66
Dropbox Upload 729 99.32 98.63 225 98.63 99.32 625 99.32 98.63 81 99.32 98.63
Skype Audio 16 48.37 48.37 9 48.37 48.37 16 48.37 48.37 36 48.50 48.37
System Update 9 92.50 97.50 576 87.50 95.00 25 90.00 95.00 121 95.00 95.00
Hangout Audio 64 59.34 52.15 49 64.65 52.27 49 64.65 52.27 625 94.19 64.77
Dropbox Download 49 78.32 84.62 676 95.45 94.06 529 93.71 93.36 676 95.45 94.06
Actuation 16 60.98 85.37 529 53.66 75.61 16 60.98 85.37 361 90.24 75.61
Messenger Texting 16 83.33 91.67 25 91.67 91.67 25 91.67 91.67 64 100 91.67
Average 164 82.34 83.01 229 84.93 85.52 196 84.43 84.54 251 91.31 86.83

Table 6.2: Best Choice of n
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Data
MI Enhancement

N Ind(%) Ens(%) Ens test(%)
Level 1

All -693 -3.61 -1.46 -1.46
Level 2

Bulk Data Transfer 0 0.00 0.73 0.00
Interactive -320 -6.30 -6.09 7.24
Streaming -576 -12.75 -8.05 -7.38

Transaction 0 0.00 -5.26 0.00
Average -224 -4.76 -4.67 -0.03

Level 3
Audio Interactive -207 -13.33 -4.15 -4.12
Video Interactive -253 -29.22 -29.55 -3.29

Texting Interactive -425 -8.00 -4.00 -3.00
File Upload -416 -8.73 -7.64 -8.55

File Download -480 -3.24 -3.34 -4.51
Average -356 -12.50 -9.74 -4.69

Level 4
Hangout Texting -108 -19.15 -27.66 -23.40

OneDrive Download 588 -0.32 -0.22 -0.11
Audio Streaming -57 -3.49 0.00 0.00

Gaming -96 -9.09 -9.09 -9.09
MyDrive Download 0 0.00 -0.28 0.00

Messenger Video -9 -2.19 -3.07 -2.19
Video Streaming -15 -10.57 -10.57 -10.93
Download App -345 -2.06 -0.37 -0.56

hline MyDrive Upload 423 -3.53 -3.53 -1.18
Sensing -20 -11.76 -11.76 0.00

Hangout Video -144 -5.42 -5.42 -3.75
OneDrive Upload -448 -15.57 -20.08 -19.67
Messenger Audio 0 0.00 0.00 0.00

Skype Video 0 0.00 -12.50 0.00
Skype Texting -621 -13.79 -13.79 -3.45

Dropbox Upload 648 0.00 -0.68 0.00
Skype Audio -20 -0.13 -0.13 0.00

System Update -112 -2.50 2.50 2.50
Hangout Audio -561 -34.85 -42.05 -12.63

Dropbox Download -627 -17.13 -10.84 -9.44
Actuation -345 -29.27 -4.88 9.76

Messenger Texting -48 -16.67 -8.33 0.00
Average -8 -8.98 -8.31 -3.82

Table 6.3: Effect of choosing optimal n based on the MI measure
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Data
Training Acc Enhancement

N Ind(%) Ens(%) Ens test(%)
Level 1

All 0 0.00 0.00 0.00
Level 2

Bulk Data Transfer 160 -0.32 1.13 0.41
Interactive 0 0.00 -13.33 0.00
Streaming -264 -1.34 -0.67 0.00

Transaction 308 -29.82 -5.26 0.00
Average 51 -7.87 -4.53 0.10

Level 3
Audio Interactive 420 -13.76 0.03 0.06
Video Interactive 111 -24.17 -26.44 -0.19

Texting Interactive -41 -5.00 -3.00 -2.00
File Upload 0 0.00 0.91 0.00

File Download 255 -0.18 1.87 0.70
Average 149 -8.62 -5.33 -0.28

Level 4
Hangout Texting 0 0.00 -4.26 0.00

OneDrive Download -187 -0.54 -0.32 -0.22
Audio Streaming -40 -3.49 0.00 0.00

Gaming -96 -9.09 -9.09 -9.09
MyDrive Download -255 -0.42 -0.70 -0.42

Messenger Video 39 -8.33 -0.88 0.00
Video Streaming -15 -10.57 -10.57 -10.93
Download App -297 -3.36 0.37 0.19

MyDrive Upload 264 -4.71 -3.53 -1.18
Sensing 253 0.00 -11.76 0.00

Hangout Video 99 -3.33 -1.67 0.00
OneDrive Upload 92 -1.64 -0.82 -0.41
Messenger Audio 144 -1.77 -1.77 -1.77

Skype Video 0 0.00 -12.50 0.00
Skype Texting -609 -10.34 -3.45 6.90

Dropbox Upload 144 -0.68 0.00 0.68
Skype Audio -27 -0.13 -0.13 0.00

System Update 455 -7.50 0.00 0.00
Hangout Audio -576 -29.55 -41.92 -12.50

Dropbox Download 0 0.00 -1.40 0.00
Actuation 168 -36.59 -14.63 0.00

Messenger Texting -39 -8.33 -8.33 0.00
Average -21 -6.38 -5.79 -1.31

Table 6.4: Effect of choosing optimal n based on the training accuracy
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Data
Confidence Enhancement

N Ind(%) Ens(%) Ens test(%)
Level 1

All -680 -3.44 -1.29 -1.29
Level 2

Bulk Data Transfer 76 -1.34 0.89 0.16
Interactive -360 -6.40 -6.93 6.40
Streaming -525 -5.37 -4.70 -4.03

Transaction 0 0.00 -5.26 0.00
Average -202 -3.28 -4.00 0.63

Level 3
Audio Interactive -175 -8.80 -7.69 -7.67
Video Interactive -189 -26.48 -28.06 -1.81

Texting Interactive -416 -6.00 -3.00 -2.00
File Upload 0 0.00 0.91 0.00

File Download 255 -0.18 1.87 0.70
Average -105 -8.29 -7.20 -2.15

Level 4
Hangout Texting -95 -8.51 -25.53 -21.28

OneDrive Download 588 -0.32 -0.22 -0.11
Audio Streaming 48 -3.49 0.00 0.00

Gaming -96 -9.09 -9.09 -9.09
MyDrive Download -108 -0.14 -0.56 -0.28

Messenger Video 0 0.00 -0.88 0.00
Video Streaming -15 -10.57 -10.57 -10.93
Download App -345 -2.06 -0.37 -0.56

MyDrive Upload 423 -3.53 -3.53 -1.18
Sensing -20 -11.76 -11.76 0.00

Hangout Video 99 -3.33 -1.67 0.00
OneDrive Upload -403 -14.14 -10.86 -10.45
Messenger Audio 0 0.00 0.00 0.00

Skype Video 0 0.00 -12.50 0.00
Skype Texting -600 -10.34 -3.45 6.90

Dropbox Upload 544 0.00 -0.68 0.00
Skype Audio -20 -0.13 -0.13 0.00

System Update -96 -5.00 0.00 0.00
Hangout Audio -576 -29.55 -41.92 -12.50

Dropbox Download -147 -1.75 -2.10 -0.70
Actuation -345 -29.27 -4.88 9.76

Messenger Texting -39 -8.33 -8.33 0.00
Average -54 -6.88 -6.77 -2.29

Table 6.5: Effect of choosing optimal n based on the proposed confidence measure
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MI Acc
train

C Acc test MI diff Acc
train diff

C diff

Level 1
All 0.64 6.76 0.82 6.76 -6.12 0.00 -5.94

Level 2
Interactive 2.60 6.56 2.00 6.56 -3.95 0.00 -4.56
Streaming 0.78 5.05 1.51 8.57 -7.79 -3.52 -7.06
Bulk Data Transfer 2.58 3.63 3.09 2.58 0.00 1.05 0.51
Transaction 0.92 6.53 0.92 0.92 0.00 5.62 0.00
Average 1.72 5.44 1.88 4.66 -2.94 0.79 -2.78

Level 3
Audio Interactive 1.20 8.90 1.80 4.20 -3.00 4.70 -2.39
Video Interactive 0.90 4.78 2.01 3.81 -2.91 0.97 -1.80
Texting Interactive 0.86 13.48 1.67 14.59 -13.73 -1.12 -12.93
File Upload 0.43 4.81 4.81 4.81 -4.38 0.00 0.00
File Download 0.41 5.35 5.35 3.69 -3.28 1.66 1.66
Average 0.76 7.46 3.13 6.22 -5.46 1.24 -3.09

Level 4
Hangout Texting 1.77 5.17 2.29 5.17 -3.41 0.00 -2.88
OneDrive File Download 4.72 0.06 4.72 1.29 3.43 -1.23 3.43
Audio Streaming 2.32 2.86 5.59 4.10 -1.78 -1.24 1.49
Gaming Interactive 0.22 0.22 0.22 4.80 -4.58 -4.58 -4.58
MyDrive File Download 5.71 3.94 4.95 5.71 0.00 -1.77 -0.77
Messenger Video 0.44 1.36 0.74 0.74 -0.29 0.62 0.00
Video Streaming 0.37 0.37 0.37 0.47 -0.11 -0.11 -0.11
Download App 0.33 0.75 0.33 1.95 -1.61 -1.20 -1.61
MyDrive File Upload 2.97 2.45 2.97 1.58 1.39 0.87 1.39
Sensing 0.93 6.54 0.93 1.40 -0.47 5.14 -0.47
Hangout Video 1.95 3.92 3.92 3.16 -1.21 0.76 0.76
OneDrive File Upload 0.67 5.83 1.25 5.06 -4.39 0.76 -3.81
Messenger Audio 0.33 1.47 0.33 0.33 0.00 1.15 0.00
Skype Video 0.34 0.34 0.34 0.34 0.00 0.00 0.00
Skype Texting 0.25 1.00 1.82 8.70 -8.45 -7.70 -6.88
Dropbox File Upload 17.95 6.38 15.64 2.53 15.42 3.86 13.11
Skype Audio 0.35 0.17 0.35 0.89 -0.54 -0.72 -0.54
System Update 0.51 3.62 1.46 2.88 -2.37 0.74 -1.42
Hangout Audio 1.86 1.46 1.46 9.60 -7.74 -8.14 -8.14
Dropbox File Download 0.47 5.41 4.29 5.41 -4.95 0.00 -1.12
Actuation 0.91 7.42 0.91 6.49 -5.58 0.93 -5.58
Messenger Texting 1.04 2.10 2.10 5.44 -4.40 -3.33 -3.33
Average 2.11 2.86 2.59 3.55 -1.44 -0.69 -0.96

Table 6.6: Enhancement in terms of time
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MI Training Confidence Testing
N Ind(%) Ens(%) N Ind(%) Ens(%) N Ind(%) Ens(%) N Ind(%) Ens(%)
110 50.20 51.40 2610 67.40 80.40 510 70.60 82.00 1810 79.40 74.60

Enhancement
MI Training Confidence

N Ind(%) Ens
(%)

Ens
test(%)

N Ind(%) Ens
(%)

Ens
test(%)

N Ind(%) Ens
(%)

Ens
test(%)

2100 -12.00 1.00 5.80 2100 -12.00 1.00 5.80 -1300 -8.80 2.60 7.40

Table 6.7: Voice Results

in terms of time are proportional to the number of samples with a sampling rate
of 8000HZ.

6.5 Formal Description and Discussions

6.5.1 Problem Description

Suppose we have a time series data that we want to classify. The problem is
to define the optimal number of samples that should be considered to guarantee
good classification accuracy while minimizing the time to wait for classification
of the stream of data.

6.5.2 Proposed Solution

In the literature, many techniques have been proposed for features selection or
reduction. However, these techniques if applied in the time series case could
result in choosing features from the high dimension data (vector) without ac-
counting for the cost of waiting to receive this data and thus the time to make
the classification. Moreover, the importance of these features might be slightly
marginally better than the low dimensional ones. In our case, we aim at searching
in a sequential manner to have enough important features that guarantee good
classification accuracy. In other terms, we search for the subset of the time-series
data or subset dimension that guarantee optimal quality of information and clas-
sification accuracy. The empirical solution consists of training several models and
choosing the model with highest validation accuracy. However, the validation ac-
curacy does not always imply best testing accuracy. Therefore, there is a need to
combining e the empirical results with a measure that reflects the quality of the
data. To do so, we define a new measure, called model confidence that reflects
the variation in the training accuracy and the average mutual information, as
presented in (6.1), and (6.2). Thus, there are several question to answer:

• What not relying only on the mutual information?
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• Why the average mutual information presents a maximum?

• Does the accuracy have a well-defined shape and in what conditions?

• What is the possibility of having low accuracy degradation than the optimal
validation accuracy?

In the following, we present main properties of the proposed confidence mea-
sure:

Property 1: if the mutual information between the input vector [ x1, . . . , xN ]
and the label vector presents a global maximum at the point α, and the accuracy
is increasing, implies ∃β/β > α, for which C(β) = maxnC(n).

Analysis:
δC(n) = δAcc(n)+δMI(n)

2

Thus, C(n) can be:

• presenting a global maximum⇒δC(β) = 0⇒δAcc(β)+δMI(β) = 0⇒δAcc(β) =
−δMI(β). Given that Acc(n) is increasing ⇒δAcc(β) > 0 ⇒δMI(β) < 0.
Consequently, the accuracy achieved relying on the confidence measure
is greater than the one achieved by relying on the mutual information
Acc(β) > Acc(α).

• monotonically increasing ⇒δC(β) > 0 ⇒δAcc(β) + δMI(β) > 0 ⇒δAcc(β) >
−δMI(β).

• monotonically increasing before α and fluctuating after it. In this case, the
maximum is reached at α or later.

Property 2: Given a time series [ x(1, , )xN ] , the average mutual information
of the subset vectors increased until a value of n, β such as MI(β) is maximum.

Analysis:

This can be explained by the fact that for small values of n increasing n results
in having a larger vector with more information, until a certain n, where repeated
patterns appear.
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MI(n) =

∑n×n
0 MI(xi, Y )

n× n

MI(n+ 1) =

∑(n+1)×(n+1)
0 MI(xi, Y )

(n+ 1)× (n+ 1)

MI(n+ 1)−MI(n) =
(n× n)×

∑(n+1)×(n+1)
0 MI(xi, Y )− (n+ 1)× (n+ 1)×

∑n×n
0 MI(xi, Y )

(n× n)× (n+ 1)× (n+ 1)

=
(n× n)×

∑
( n× n)(n+1)×(n+1)MI(xi, Y )− (2n+ 2)×

∑n×n
0 MI(xi, Y )

(n× n)× (n+ 1)× (n+ 1)
(6.3)

The first term in the numerator consists of the sum of (2n+ 2)×MI(xi, Y ),
with (n×n) < i < ((n+ 1)× (n+ 1)), and thus, in total, we have (n×n)× (2n+
2)×MI(xi, Y ), and the second term consists of (n× n)× (2n+ 2)×MI(xi, Y ),
with 0 < i < (n×n). Consequently, for the samples or packets after the patterns
are repeated presents the same quantity of information or less and thus the first
term is equal or less than the second term ⇒MI(n+1)-MI(n) ≤ 0.

Property 3: Given an ensemble of classifiers C1, C2, , Cn with accuracy of
classification Acc1, Acc2, , Accn, the ensemble classification with average sum of
the probabilistic output is most probably increasing.

Analysis: let us assume that the classifier output is a random variable that
can take one of two values True (T), and False (F). In the worst case, the proba-
bility to have a true classification is equal to the probability of having false clas-
sification PCi

(F ) = PCi
(T ). The ensemble accuracy is the number of correctly

classified instances over the total number of instances and it can be written as
follows: Accensemble(n) = TotalTrue(n)

TotalTrue(n)+TotalFalse(n)
. At n + 1, the accuracy increase

if the TotalTrue(n+ 1) > TotalTrue(n) or TotalFalse(n+ 1) < TotalFlase(n), given
that TotalT rue(n) + TotalFalse(n) = cst. Considering a test instance, we have
four possibilities when a new classifier Cn is added:

• a correctly classified instance remains correctly classified with probability
PC⇒C ;

• a correctly classified instance becomes falsely classified with probability
PC⇒F ;

• a falsely classified instance remains falsely classified with probability PF⇒C ;

• and a falsely classified instance becomes correctly classified with probability
PF⇒F .
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The probability that TotalTrue(n+ 1) ≥ TotalTrue(n) is equal to:

P (TotalTrue(n+ 1)TotalTrue(n)) = PC⇒C + PC⇒F × P (
n∑
0

Truei >
n∑
0

Falsei)

+ Pf⇒C + PF⇒F × P (
n∑
0

Truei >
n∑
0

Falsei)

(6.4)

While the probability that TotalTrue(n+ 1) < TotalTrue(n) is equal to:

P (TotalTrue(n+ 1) < TotalTrue(n)) = PC⇒C × (1− P (
n∑
0

Truei >

n∑
0

Falsei) + PC⇒F

+ PF⇒C × (1− P (
n∑
0

Truei >
n∑
0

Falsei) + PF⇒F

(6.5)

Thus, the difference between P (TotalTrue(n+1) ≥ TotalTrue(n)) and P (TotalTrue(n+
1) < TotalTrue(n)) can be written as follows:

Diff = P (TotalTrue(n+ 1) ≥ TotalTrue(n))− P (TotalTrue(n+ 1) < TotalTrue(n)) =

PC⇒C × P (
n∑
0

Truei >
n∑
0

Falsei) + PC⇒F × (P (
n∑
0

Truei >
n∑
0

Falsei)− 1)+

PF⇒C × P (
n∑
0

Truei >
n∑
0

Falsei) + PF⇒F × (P (
n∑
0

Truei >
n∑
0

Falsei)− 1)

= (PC⇒C + PF⇒C)× P (
n∑
0

Truei >
n∑
0

Falsei)− (PC⇒F

+ PF⇒F )× P (
n∑
0

Truei <
n∑
0

Falsei)

(6.6)

In the worst case, the probability of the four possibilities are equally probable:
PC⇒C = PC⇒F = PF⇒C = PF⇒F and in this case:

• if P (
∑n

0 Truei >
∑n

0 Falsei) = P (
∑n

0 Truei <
∑n

0 Falsei), the accuracy
does not increase.

• if P (
∑n

0 Truei >
∑n

0 Falsei) > P (
∑n

0 Truei <
∑n

0 Falsei), the accuracy
increases.
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• if P (
∑n

0 Truei >
∑n

0 Falsei) < P (
∑n

0 Truei <
∑n

0 Falsei), the accuracy
decreases.

Thus, in the worst case, the accuracy increases or remains the same with a
probability of 2/3.

Property 4: Given an ensemble of classifiers C1, C2, , Cn with accuracy of
classification Acc1, Acc2, , Accn, ∃β after which the ensemble accuracy remains
constant or decreases.

Analysis: As stated above the accuracy of the ensemble method is calculated
as follows: Accensemble(n) = TotalTrue(n)

TotalTrue(n)+TotalFalse(n)
. After a certain number of n,

the number of classifiers correctly classifying an instance is sufficient to guarantee
a correct classification if PC⇒F = 0.5.

6.6 Conclusion

In this chapter, we proposed a model confidence measure that helps in choosing
a value of n that optimize the testing accuracy while minimizing the training
overhead, and the testing response time. To do so, we relied on the mutual
information between the packets features and the class vector and the training
accuracy to define a model confidence measure. This measure helps in choosing
the optimal value of n that guarantees a good accuracy level. However, in some
cases, real-time applications impose very low response time and thus the classi-
fication at early stages is highly required. In this case, we propose an ensemble
classification method that considers the average of the classification results given
by the set of successive classifiers of different dimensions (i.e. successive values of
n). The classification results show that the proposed methods present enhance-
ment in terms of accuracy compared to the individual classifiers. Combining the
confidence measure stopping criteria and the ensemble classification, the accuracy
of the model is enhanced at low values of n.
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Chapter 7

Conclusion

Internet traffic is in a continuous evolution. With the emergence of the IoT, bil-
lions of things will be connected to the Internet. This poses new challenges given
the high scale, heterogeneity, big amount of generated data, and security and pri-
vacy requirements. In this context, new techniques are needed to manage both
QoS and security in the future network. From a QoS perspective, the traditional
techniques/protocols for QoS guarantee suffer from their deployment and man-
agement complexity. Besides, from a security perspective, the traditional IDSes
rely on pre-configured rules, presenting also management complexity. In addi-
tion, detecting unknown attacks require new IDS techniques. Machine Learning
is proposed as a solution to these limitations. In this thesis, we aimed at apply-
ing DL for traffic classification based on different QoS and security requirements.
To do so, we started by defining a hierarchical set of classes presenting differ-
ent levels of granularity. In addition, we proposed a new data representation
method to transform the flows into RGB images. Applying different DL based
architectures, CNN gives the best results. Relying on statistical features, we
show that our representation method is immune towards traffic encryption or
anonymization. However, this does prevent adversarial attacks that might ma-
nipulate the traffic characteristics like packets sizes (padding) and inter-arrival
time (shaping), and thus a traffic classifier should account for such attacks. Even
if in some cases the recovery of original traffic is not possible, the detection is
essential to avoid mis-classification. In this context, we considered defending two
main obfuscation techniques, namely: mutation and morphing. Mutation aims
at modifying the traffic characteristics in the aim of confusing the classifier by
padding and shaping the traffic. On the other hand, morphing aims at imitating
the traffic characteristics to make a flow look like another flow. This presents a
critical security issue, when the attackers morph their traffic to look like normal
traffic to avoid detection. To defend mutation we proposed a generative adver-
sarial DL framework consisting of a denoising autoencoder and a discriminator.
The denoiser is to de-mutate traffic and the discriminator to detect mutation.
To defend morphing, we rely on variational autoencoder to generate morphed
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traffic and the discriminator part of GAN is used for fake traffic detection. Last
but not least, we worked on optimizing the choice of the number of packets to
achieve good accuracy results. In this aim, we rely on mutual information and
the training accuracy to propose a new confidence measure. Mutual information
is computed between the features and the labels, while increasing n. The results
show that we can decide to stop at a certain n, where the confidence is maximum
to save time and achieve good accuracy. On the other hand, we propose a new
ensemble method consisting of successive classifiers to enhance the classification
performance. The classification results at precedent values of n are aggregated
in proportion to the individual models confidence. The weighted average voting
system is shown to achieve better accuracy than the individual classifiers. This
model can be applied for any type of time series data to meet the compromise
between response time and classification accuracy.

As a future work, we aim to integrate all the proposed modules together
and evaluate the error rate, when the same traffic is passed to the proposed
classification framework. In this case, a classification confidence measure should
be developed based on the decision of each module. In other words, the detection
of mutation or morphing in some parts of the flows should affect the classification
confidence. Moreover, this framework modules are tested offline, however, we
need to work on a real implementation in a real network. Moreover, the issue
of online training of the proposed framework should be considered, taking into
account the change in the optimal value of n.
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