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ABSTRACT 

OF THE THESIS OF 

 

 

Sahag Setrak Bozoian  for    Master of Science 

        Major:  Physics 

 

 

Title: Controlling the Thermal Transmittance of Glass by Coating with a Broad-Band 

Hyperbolic Material 

 

Hyperbolic metamaterials are nano-engineered materials with dielectric function 

components of opposite signs, allowing them to function as metals in some directions and 

as dielectrics or insulators in others. They are expected to play an important role in future 

optical, electrical, and thermal applications. Some natural anisotropic materials or 

combinations of natural materials, such as transparent conducting oxides or nitrides, 

function as potential hyperbolic metamaterials over a narrow infrared spectral range. 

Due to the fact that the structure of ZnO thin films obtained by pulsed laser deposition is 

columnar and often contains a high density of free electrons, these films can exhibit strong 

anisotropy and hyperbolic behavior in a wide spectral range. This process can be of utmost 

importance to control solar infrared radiation and prevent heating of the vehicle interior. 

The main objective of this thesis is to study the planar and transverse dielectric constants of 

ZnO thin films grown on glass over a wide infrared spectral range and to investigate the 

potential application of coating glass with ZnO films to reduce the transfer of solar 

radiation to absorbing materials in the vehicle. 

Using the pulsed  laser deposition methods, thin ZnO thin films of different thicknesses 

were deposited on glass substrates of different thicknesses. The obtained samples were 

analyzed using XRD, UV-VIS spectroscopy, SEM, and FTIR spectroscopy. XRD and SEM 

measurements indicated that the produced films are granular, but well oriented along the c-

axis. Spectroscopic measurements in the UV-VIS-NIR range showed that the samples 

ellaborated transparent in the visible spectrum, which is crucial to maintain the vehicle 

glasses transparent.  The in-plane and cross-plane complex infrared dielectric functions of 

the samples ellaborated were investigated using accurate analysis of the infrared reflectivity 

spectrum. It was demonstrated that thin ZnO films deposited on glass exhibit hyperbolic 

behavior over a wide infrared spectral range and the ratio of the cross-plane to the in-plane 

dielectric constant can be tuned through the film thickness. The results of this thesis would 

allow controlling the direction of the solar radiation incident on the vehicle glass when it is 

coated by a ZnO film of a specific thickness      
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CHAPTER I 

INTRODUCTION 

 In recent years, technological advancement and development have resulted in a 

deeper understanding of the physical processes that occur in semiconductors. This progress 

has led to successful manufacturing and growth micro/nano-sized systems and devices [1]. 

Nanostructured semiconducting materials are now used in integrated circuit manufacturing, 

acoustic, optical, and optoelectronic applications, as well as numerous industrial 

developments.  

 The understanding of the laws governing the behavior of light in semiconductors 

has also opened the door to many applications in which energy is transported and guided 

very precisely using photons as heat carriers. The confinement and guidance of infrared 

light has been of particular interest since the discovery of hyperbolic materials. These 

materials exhibit sub-diffraction, highly irectional, volume-confined polariton modes. 

Subdiffracted wave propagation in hyperbolic media offers many unusual optical 

possibilities such as hyperlensing, negative refraction, quantum enhanced radiation, 

nanolithography and subdiffracted resonators. It has been shown that the highly directional 

propagation of hyperbolic polaritons (HP) confined in the volume is the key to these sub-

diffracton phenomena. Their directionality derives from the sign and magnitude of the two 

principal components (in-plane and cross-plane) of the dielectric permittivity tensor, which 

have opposite signs in hyperbolic materials. The propagation angle θ (e.g., the angle 

between the Poynting vector and the z-axis) of HPs in hyperbolic media can be 
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approximated by the following formula  𝜃 = 𝜋 ⁄ 2 − 𝑎𝑟𝑐𝑡𝑎𝑛 ( √ 𝑧

𝑖√ 𝑥
), where    휀𝑧 = 휀𝑧𝑧  and 

휀𝑡 =  휀𝑥𝑥 =  휀𝑦𝑦  are the cross-plane and in-plane dielectric permittivity, respectively. 

Therefore, by controlling the ratio between the two main dielectric components, the 

direction of HP propagation can be changed.   

In addition to their potential application in photonic technologies, hyperbolic 

materials can be used to guide heat, if they are functional in a wide infrared spectral range. 

They can also be used to deflect solar infrared radiation and reduce the heating of vehicle 

interiors when exposed to the sun for long periods on a hot summer day. This application of 

hyperbolic materials is of particular interest given the large number of annual deaths of 

children from heatstroke after being left unattended inside vehicles. Indeed, 42 such cases 

were recorded in 2019, compared to a national average of  29 in the previous five years. 

Previous research found that when ambient temperatures exceeded 86°F, internal vehicle 

temperatures rose rapidly to 134 to 154°F. 

 

 



 

17 
 

 

 

Figure 1:  illustrates the heat distribution in the interior of a vehicle left under the sun 

through the day [2]. 

 

 Indeed, the hyperbolic material used on vehicle glasses must be transparent. The 

best candidate for this application is zinc oxide (ZnO) semiconductor grown by pulsed laser 

deposition (PLD) technique for the following reason. In addition to its transparency in the 

visible spectral range, it is known that PLD-grown ZnO has a well-oriented columnar 

structure, which makes the free carriers more confined in the plane direction. This effect 

can increase the anisortopy of the ZnO Wurtzite lattice structure and lead to the desired 

hyperbolic material.  

 In this thesis, we study the application of thin ZnO films as a hyperbolic material on 

glasses.   

An additional factor that contributed to the selection of ZnO as a coating material is that it 

is an oxide, and unlike nitrides or other materials, it does not oxidize when exposed to 

oxygenized or oxygen-containing environments, which reduces the generation of impurities 

or vacancies that alter its properties. 
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 Thesis is divided into sections. The chapters in the theoretical section introduce the 

theories needed to fully comprehend and address the optical, and radiative properties. The 

second chapter concentrates on revising the Maxwell Equation, which serves as the 

foundation for the remaining optical and radiative theoretical derivations. The third chapter 

highlights the concept of the dielectric function, which is necessary to study the optical 

properties of thin films, by introducing free carriers and oscillation images, within the 

Drude and Lorenz models. It also presents the Cauchy integral, which is required for 

measuring and estimating the dielectric function's real and imaginary parts.  

 Chapter IV looks at some of the previous scholarly research and work on this topic. 

This literature review briefly covers the deposition methods and conditions, as well as 

recent findings related to some of the properties of ZnO. 

 The experimental section follows by an introduction to the pulsed laser deposition 

technique (Chapter V) used in growing ZnO films on glass substrates, covering its 

components and advantages over other deposition techniques. Chapters VI, VII and VIII 

are devoted introduce the characterization techniques used in the thesis. They provide the 

basic theories of  X-ray SEM, and UV-VIS spectroscopy. Finally, Chapter IX discribes the 

infrared spectroscopy and the FTIR. It covers; including the theory and experimental 

apparatus that underpin these spectroscopic systems. 

 The results obtained in this thesis are presented in Chapter X, and the fundamental 

properties will be evaluated. Then a summary of the thesis, as well as concluding remarks 

and recommendations for future research in our field are provided. 



 

19 
 

 

 

SECTION I 

THEORETICAL BACKGROUND 

 

 

 

 

 

 

 

  



 

20 
 

CHAPTER II 

ELECTROMAGNETIC WAVE THEORY 

 Maxwell's equations govern the interaction of light or electromagnetic waves with 

semiconductors, they were developed by Scottish physicist James Clerk Maxwell in 1873 

[1]. Semiconductors contain both free and bound charged particles; the former are electrons 

and holes in the conduction and valence bands, while the latter are electrons or holes or any 

other particles bound to core atoms within the lattice, forming ions. The theoretical 

foundation of optical phenomena will begin with Maxwell's equations, which are given 

below: 

∇ × 𝐸 = −
𝜕𝐵

𝜕𝑡
 Eq. (2.1) 

∇ × 𝐻 = 𝐽 + 
𝜕𝐷

𝜕𝑡
   Eq. (2.2) 

∇. 𝐷 = 𝜌    Eq. (2.3) 

∇.𝐵 = 0   Eq. (2.4) 

 

Where E is the  electric field, H is the magnetic field given by 𝐻 = 
𝐵

𝜇
 ,  B being the 

magnetic flux density and μ is the magnetic permeability of the material. J is the electric 

charge density given by 𝐽 = 𝜎𝐸   where σ is the electrical conductivity. D is the electric 

displacement given by 𝐷 =  휀𝐸 ; where ε is the electric permittivity of the material. [1] 



 

21 
 

 In describing the above Maxwell equations, Eq. (2.1) is known as Faraday's law, 

which simply states that time variation of the magnetic field creates an electric field lines, 

and Eq. (2.2) is known as Ampere-Faraday law, which states that time variation of the 

electric field or electric displacement creates a magnetic field within the material. Magnetic 

fields are created by the density and displacement of electric charges. In other words, these 

two laws can be summarized by the following absurd description: a variation in the 

magnetic field produces electric fields and vice versa. “ Eq. (2.3) represents Gauss's law, 

which states that the sum of the electric fields within a closed surface is proportional to the 

total charge within this surface with the permittivity of the materials as the proportionality 

constant. Finally, Eq. (2.4) is analogous to the Gauss law but for magnetic fields, stating 

that no magnetic monopoles exist”. [1] 

 The following second order differential equation expresses the propagation of the 

wave within the medium as depicted by the Maxwell equations: 

∇2𝐸 =  𝜇휀 
𝜕

𝜕𝑡
(
𝜕𝐸

𝜕𝑡
) Eq. (2.5) 

That has a solution of the form:  

𝐸 = 𝐸𝑜( 𝑒−𝑖(𝜔𝑡−𝐾.𝑟)) Eq. (2.6) 

“Where Eo is the amplitude of the wave, K is the wavenumber and ω is the angular 

frequency with the following relation 𝑣𝑝 =
𝜔

𝐾
=

1

√𝜇
, where vp is the phase velocity of the 

wave and in the vacuum, it is equal to the speed of light c (c ≈ 3*108 m/sec)” [1]. The 

magnetic and electric fields within the material (i.e. the Maxwell equations) can be written 

in operator form using the above Eq. (2.6) as follows: 
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𝐾 × 𝐸 =  𝜔𝜇 𝐻  Eq. (2.7) 

𝐾 × 𝐻 = −𝜔휀𝐸 𝑤ℎ𝑒𝑟𝑒 𝐽 = 0 Eq. (2.8) 

 

 Finally, the ratio of the phase velocity of the wave within the medium to the speed 

of light yields the medium's index of refraction, which is expressed as: 

  𝑛 = 𝑛( 𝜆) =
𝑐

𝑣𝑝
=  √

𝜇휀

𝜇𝑜휀𝑜
 Eq.(2.9) 

 The electric and magnetic fields present on the medium polarize the material by 

creating dipole moments, with a net dipole moment per volume  𝐷𝑚 =  𝜌𝑑, where Dm is the 

net dipole moment per unit volume, 𝜌 charge density per unit volume, and d is the distance 

between charges within the dipole, as shown in Fig (2). [1] 

 

Figure 2 : schematic representation of the polarization of charged particles within a 

medium under external electromagnetic field  [14,15] 
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 The microscopic dipoles formed within the medium will be aligned in the direction 

of the applied external electromagnetic fields [14,15], as shown schematically in Fig (3) for 

a hexagonal lattice as an example, with polarization proportional to the electric field, as 

shown below for isotropic and homogeneous materials: 

𝑃 = 휀𝑂𝜒𝐸 Eq. (2.10) 

 

 Where 휀𝑜  is the permittivity of the free space and 𝜒 is the susceptibility of the 

medium or the material. It should be noted that the directional optical properties of 

anisotropic or inhomogeneous materials are expressed using the above Eq. (2.10) but in 

tensor notations. [1] 

 

Figure 3: schematic representation of  the alignment of microscopic dipoles with a 

hexagonal shaped and  isotropic material following the direction of the externally applied 

field [194] 
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 The electric displacement of the material changes when it is polarized, and it is 

expressed by the basic eqs. given below: 

𝐷 = 휀𝑂𝐸 + 𝑃 = 휀𝑜 (1 + 𝜒)𝐸 =  휀𝑜휀𝑟𝐸 Eq. (2.11) 

With   

휀𝑟 = 휀𝑙𝑎𝑡𝑡 =
휀

휀𝑜
= 1 + 𝜒 Eq. (2.12) 

 Where E, D, and P are the electric fields, electric displacement, and polarization 

respectively, 휀𝑜(𝑟) are a dielectric function of free space (dielectrics) and the relative or lattice 

dielectric function, respectively, and 𝜒 is the susceptibility of the material. It should be noted, 

that the relative dielectric functions vary with frequency. [1] 

 Using the definition of current charge density given above, the dielectric functions 

for non-magnetic materials can be extracted from the waveequation,  Eqs. (2.5) to (2.8), as 

follows: [1,5-15] 

∇2𝐸 = 𝜇𝑜𝜎
𝜕𝐸

𝜕𝑡
+ 𝜇𝑜휀𝑟(

𝜕

𝜕𝑡2

2

𝐸) Eq. (2.13) 

 Using the notations given in Eq. 2.6, the above differential equation for waves is 

reduced to: 

𝐾2𝐸 − 𝐾. (𝐾. 𝐸) = 𝑖𝜔𝜇𝑜𝜎𝐸 + 𝜔2𝜇0휀𝑟휀𝑜𝐸 Eq. (2.14) 

 The above equation, namely Eq. (2.14),  is further reduced by using Maxwell's 

equations: 

𝐾2 = 𝑖𝜔𝜇𝑜𝜎 + 𝜔2𝜇𝑜휀𝑜휀𝑟 Eq. (2.15) 
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 Therefore the total dielectric response function of a nonmagnetic material under the 

influence of an external field is defined as [1, 5-15] 

휀(𝜔) =  
𝐾2

𝜇𝑂휀𝑂𝜔2
= 휀𝑟(𝜔) + 𝑖 (

𝜎

휀𝑜𝜔
) =  휀1 + 𝑖 휀2 Eq. (2.16) 

 

where ε1(2) denotes the real and imaginary parts of the dielectric response function and ε is 

the material's total dielectric response function, which translates the interaction of 

semiconducting materials with linear electromagnetic waves. In the case of nonlinear 

electromagnetic fields, such as elliptical or circular polarized fields, a similar equation to that 

of Eq. (2.16) can be expressed for longitudinal or transverse directions, i.e., 𝐸 = 𝐸𝑇 + 𝐸𝑙  , 

where ET(l) is the transverse and longitudinal components of the electric field, thus splitting 

the above Eqs. (2.16) into desired directional components, with Eq. (2.14) modified as 

follows: 

[ (
𝜔

𝑐
)2휀(𝜔) − 𝐾2] 𝐸𝑡𝑡 + (

𝜔

𝑐
)2휀(𝜔)𝐸𝑘𝑘 = 0 Eq. (2.17) 

The transverse and longitudinal components are reduced by the above equation: 

𝐾2 = (
𝜔

𝐶
)2휀(𝜔)    and  (𝐾𝑙)

2 = 휀𝑙(𝜔) = 0 Eq. (2.18) 

The medium's index of refraction is defined as: 

𝑛𝑟
2 = = (𝑛 + 𝑖𝑘)2 =  

𝐾 𝑐

𝜔
= 휀(𝜔) = 휀1 + 𝑖휀2 Eq. (2.19) 

With the dielectric response function's real and imaginary parts expressed as: 

휀1 =  𝑛2 − 𝑘2            𝑎𝑛𝑑         휀2 = 2𝑛𝑘 Eq. (2.20) 
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where n is the index of refraction and k is the decay coefficient, these are referred to as optical 

constants [1], and nr is the complex index of refraction of the nonmagnetic medium, which 

is related to the complex dielectric response function of the nonmagnetic material as 

expressed above. Similarly, the index of refraction n and decay coefficient k can be expressed 

in terms of dielectric respond function as shown below: [5-15]   

𝑛 = (
1

√2
)√휀1 + |휀|       and       𝑘 = (

1

√2
)√−휀1 + |휀|  Eq. (2.21) 

 

Then the Eq. of the wave becomes: 

𝐸 = 𝐸𝑜(𝑒−𝑘2.𝑟)( 𝑒−𝑖(𝜔𝑡−𝐾1.𝑟)) Eq. (2.22) 

 

 It shows that the amplitude of the modified wave equation decays. This 

demonstrates that as the wave enters the medium, it begins to decay as a result of its 

interaction with the medium. The exponent of the exponential in the amplitude represents 

the medium's absorption coefficient, which is related to the depth of penetration of the 

radiation into the medium, and is expressed as:[1] 

𝛼 = 𝑘2𝑘 =
4𝜋

𝜆
𝑘 Eq. (2.23) 

𝑎𝑛𝑑  

𝛾 =  
1

𝛼
=

𝜆

4𝜋𝜅
 Eq. (2.24) 

where α(𝛾) is the penetration depth (or photon mean free path) and is the absorption 

coefficient [1]. 
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“A similar analysis can be performed for current density and pure magnetic materials, 

yielding”: [1] 

𝜎 = 𝜎1 + 𝑖𝜎2 =  𝜎 − 𝑖𝜔휀𝑟(𝜔) Eq. (2.25) 

𝜇𝑟(𝜔) =  𝜇1 + 𝑖𝜇2 =  
𝜇𝑚 

𝜇𝑜
 Eq. (2.26) 

where σ1(2) denotes the real and imaginary parts of relative charge density, and μ1(2) 

denotes the real and imaginary relative permeability of magnetic materials. These real and 

imaginary components of the relative charge density can be expressed in terms of real and 

imaginary components of the dielectric response function as follows: [1, 5-15] 

𝜎2 = −𝜔휀𝑜휀1         𝑎𝑛𝑑        휀2 =  
𝜎1 

𝜔휀𝑜
 Eq. (2.27) 

with the material's complex index of refraction given by: 

𝑛 (𝜔) = √휀(𝜔)𝜇(𝜔) Eq. (2.28) 

  

 When incident light strikes a thin film, it undergoes refraction (transmission) and 

reflection, as illustrated in the fig (4) below: 
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Figure 4: figure depicting the incident, reflected and refracted light waves upon its 

interaction with medium of the index of refraction n2 [195] 

  

 Using the Fresnel, Snell, and Maxwell equations, along with the boundary 

(continuity) conditions, one can obtain the reflective, transmission, and absorptivity 

coefficients for s and p polarized waves: [1, 5-15] 

For s-polarized (transverse electric waves) waves: [1, 5 -15] 

𝑟𝑠 = 

𝑘1𝑧

𝜇1
−

𝑘2𝑧

𝜇2

𝑘1𝑧

𝜇1
+

𝑘2𝑧

𝜇2

= 
𝑛1 cos(𝜃1) − 𝑛2cos (𝜃2)

𝑛1 𝑐𝑜𝑠(𝜃1) + 𝑛2𝑐𝑜𝑠 (𝜃2)
 Eq. (2.29) 

𝑡𝑠 =
2
𝑘1𝑧

𝜇1

𝑘1𝑧

𝜇1
+

𝑘2𝑧

𝜇2

=  
2𝑛1 𝑐𝑜𝑠(𝜃1)

𝑛1 𝑐𝑜𝑠(𝜃1) + 𝑛2𝑐𝑜𝑠 (𝜃2)
 Eq. (2.30) 
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The absorptivity is expressed as follows: 

𝛼 =  
𝑅𝑒(

𝑘2

𝜇2
)

𝑅𝑒(
𝑘1

𝜇1
)
 |𝑡𝑠|

2 =  
𝑛2𝑐𝑜𝑠 (𝜃2)

𝑛1 𝑐𝑜𝑠(𝜃1)
 |𝑡𝑠|

2 Eq. (2.31) 

In the case of p-polarized waves (or transverse magnetic waves): [1, 6-16] 

𝑟𝑠 = 

𝑘1𝑧

휀1
−

𝑘2𝑧

휀2

𝑘1𝑧

휀1
+

𝑘2𝑧

휀2

= 
𝑛2 cos(𝜃1) − 𝑛1cos (𝜃2)

𝑛2 𝑐𝑜𝑠(𝜃1) + 𝑛1𝑐𝑜𝑠 (𝜃2)
 Eq. (2.32) 

𝑡𝑠 =
2
𝑘1𝑧

휀1

𝑘1𝑧

휀1
+

𝑘2𝑧

휀2

=  
2𝑛2 𝑐𝑜𝑠(𝜃1)

𝑛2 𝑐𝑜𝑠(𝜃1) + 𝑛1𝑐𝑜𝑠 (𝜃2)
 Eq. (2.33) 

 

The absorptivity is expressed as follows: [1, 5-15] 

𝛼 =  
𝑅𝑒(

𝑘2

휀2
)

𝑅𝑒(
𝑘1

휀1
)
 |𝑡𝑝|

2 = 
𝑛2𝑐𝑜𝑠 (𝜃1)

𝑛1 𝑐𝑜𝑠(𝜃2)
 |𝑡𝑝|

2 Eq. (2.34) 

Assuming normal incidence, the above reflective and transmission coefficients for 

s- polarization and p-polarization are connected with each other as follows: 

𝑟𝑠 =
𝑛1 − 𝑛2

𝑛1 + 𝑛2
=  − 𝑟𝑝 Eq. (2.35) 

 The reflectivity coefficient is the ratio of the reflected electric wave to the incident 

wave, and the transmission coefficient is the ratio of the transmitted wave to the incident 

wave, both of which are expressed as [1, 5 - 15] 
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𝑅(𝜔) = 𝑟(𝜔)𝑒𝑖𝜃(𝜔) Eq. (2.36) 

𝑅 =  
𝐸𝑟𝑒𝑓

𝐸𝑖𝑛 
 Eq. (2.37) 

𝑇(𝜔) = 𝑡(𝜔)𝑒𝑖𝜃(𝜔) Eq. (2.38) 

𝑇(𝜔) =  
𝐸𝑡𝑟𝑎𝑛𝑠

𝐸𝑖𝑛 
 Eq. (2.39) 

 

Finally, the reflectivity and transmissivity are calculated as follows: 

𝑅 = |𝑅(𝜔)|2 = 𝑟𝑟∗     𝑎𝑛𝑑         𝑇 = |𝑇(𝜔)|2 = 𝑡𝑡∗ Eq. (2.40) 

 

The reflectivity of anisotropic material with normal incidence is given by: 

𝑅 = |
𝑛2 − 1

𝑛2 + 1
|
2

= |
√휀 − 1

√휀 + 1
|

2

 Eq. (2.41) 

with the reflectivity coefficient denoted by: [1] 

𝑅(𝜔) =
𝑛 + 𝑖𝑘 − 1

𝑛 + 𝑖𝑘 + 1
 Eq. (2.42) 

Alternatively, the reflectivity can be expressed as: 

𝑅(𝜔) =
(𝑛 − 1)2 + (𝑘2)

2

(𝑛 + 1)2 + (𝑘2)2
   Eq. (2.43) 

 

The reflectivity of an unpolarized, circular, or mixed polarized wave is calculated as 

follows: [5-15] 
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  𝑅 =
𝑅𝑠 + 𝑅𝑝

2
 Eq. (2.44) 
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CHAPTER III 

OPTICAL PROPERTIES THEORETICAL BACKGROUND 

 After introducing the fundamentals of electromagnetic theory in semiconductors, 

the basic foundation for addressing the optical properties of any semiconductor material has 

been established. The most important material optical properties for device fabrication and 

application are the dielectric function and the refractive index. To this end, many models 

have been proposed and used to calculate and manipulate them. This section introduces, 

explains and builds some of these models based on classical or semi-classical concepts. 

 

A. Models to calculate Dielectric Function:  

1. The Drude model free carriers: 

 This model simply describes the motion of free carriers within a semiconductor 

under the influence of an external electromagnetic field. It states that in the absence of this 

external field, electrons or free carriers within a semiconductor have random motions with 

zero average velocity (similar to random walk motion), but once the field is turned on or 

applied, the electrons align themselves in the direction of the external field, resulting in 

non-zero average velocities, carrying current and heat from which basic semiconductor 

properties are formed, such as electric and thermal conductivities. The motion of an 

electron or free carrier can be depicted using the simple concepts and equations 

derived from Newton's equations of motion as  listed below: [1, 5-15] 
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𝑚𝑒 �̈� =  −𝑚𝑒𝛾�̇� − 𝑒𝐸 Eq. (3.1) 

where m is the mass of the electron, e is its absolute charge, E is the applied external 

electric field, γ is the strength of the electron's collision with nearby molecules and atoms ( 

inverse relaxation time or scattering rate). 

 The applied electric field can be a harmonic field of the form: 𝐸 = 𝐸𝑜𝑒
−𝑖𝜔𝑡  where 

Eo is the amplitude of the field and ω its angular frequency. Then the above differential 

equation has a solution of similar form 𝑥 = 𝑥𝑜𝑒
−𝑖𝜔𝑡   with following the second derivative 

�̈� =  −𝑖𝜔�̇� =  − 𝜔2𝑥  which leads to the following expression for their velocity: [1, 5 -15] 

𝑑𝑥

𝑑𝑡
=  

𝑒𝐸
𝑚

𝑖𝜔 − 𝛾
 Eq. (3.2) 

Using the relationships 𝐽 = 𝜎𝐸 = −𝑛𝑒𝑒�̇�   along with Eqs. (2.16) and (2.20), one can 

calculate the conductivity, dielectric function, and refractive index as follows: [1, 5-15] 

𝜎 (𝜔) =  

𝑛𝑒𝑒
2

𝑚𝑒

𝛾 − 𝑖𝜔
=  

𝜎𝑜

1 − 𝑖(
𝜔
𝛾)

   Eq. (3.3) 

𝑤ℎ𝑒𝑟𝑒  

𝜎𝑜 = 
𝑛𝑒𝑒

2

𝑚𝑒𝛾
=  

𝑛𝑒𝑒
2𝜏

𝑚𝑒
   Eq.(3.4) 

with 𝜎𝑜  is the DC electric conductivity. 

 The dielectric function is defined in the same way: 

휀(𝜔) =  휀∞ − 
𝜎𝑜𝛾

휀𝑜(𝜔2 + 𝑖𝜔𝛾)
 =   휀∞ − 

𝜔𝑝
2

𝜔(𝜔 + 𝑖𝛾)
 

 
Eq. (3.5) 
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With    

𝜔𝑝
2 = 

𝜎𝑜𝛾

휀𝑜
=  

𝑛𝑒𝑒
2

𝑚𝑒휀𝑜
   

the plasma 

frequency 

Eq. (3.6) 

If ω>>γ  the above dielectric function can be approximated by : 

 

휀(𝜔) ≈ 휀∞ − 
𝜔𝑝

2

𝜔2
(1 − 𝑖

𝛾

𝜔
) 

 

Eq. (3.7) 

Finally, the refractive index and decay coefficient are roughly calculated as follows: 

 

𝑛 ≈ 𝑘 ≈ √
𝜎𝑜

2𝜔휀𝑜
      

 

Eq. (3.8) 

 The Drude model yields reasonably accurate results at the room, intermediate, and 

high temperatures but fails to yield accurate results at low temperatures [1, 5-15]. As a 

result of these factors, new models were proposed, one of which is the Lorentz model, 

which is described below. 

 

2. The Lorentz or Dipole Oscillator Model: 

 The Lorentz model provides a classical picture of carrier motion within a material. 

It resembles carrier motion to a classical damped harmonic oscillator, as shown in Fig (5) 

below, and it aids our understanding of semiconductor optical properties. The model starts 
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with a damped oscillator's equation of motion with a restoring force provided by an applied 

external field: [1, 5-15] 

 

Figure 5: figure (a) showing the motion of electron being scattered with ions, (b) the 

electron is resembled by damped Lorentz oscillator with restoring force being the field 

itself [196] 

 

 

𝜇
𝑑

𝑑𝑡
(
𝑑𝑥

𝑑𝑡
) +  𝜇𝛾

𝑑𝑥

𝑑𝑡
+ 𝜇𝜔𝑗

2𝑥 =  −𝑒𝐸𝑜𝑒
−𝑖𝜔𝑡 

 

Eq. (3.9) 

where all of the above differential equation's components have the same definition as 

that in the Drude model, with minor differences such as μ used here denoting the reduced 

mass of the carriers with index j representing the number of the oscillator. Using the same 

procedure as described above in the Drude model, the solution is as follows: [1, 5-15] 

 

 

  Eq. (3.10) 
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𝑥 =

𝑒
𝜇

𝜔𝑗
2 − 𝑖𝛾𝑗𝜔 − 𝜔2

𝐸𝑜  

 

where    

𝜔𝑗 = √
𝐾𝑗

𝜇𝑗
 

is the resonance 

frequency 

Eq. (3.11) 

 The preceding equation  namely Eq. (3.10) can be used to calculate the total 

polarization and electric displacement along with the dielectric function: 

         𝑃 = ∑𝑛𝑗𝑒𝑥

𝑁

𝑗=1

= 𝑁𝑒𝑥 =  

𝑁𝑒2

𝜇

𝜔𝑇𝑂
2 − 𝑖𝛾𝜔 − 𝜔2

𝐸𝑜 Eq. (3.12) 

  

where T stands for infrared-active transverse phonon.  Only the transverse components of 

the carriers are IR active and can contribute to the optical properties of the semiconductor 

[1, 5-15]. It is important to note that the summation includes all of the carriers or 

oscillators. Similarly, the following electric displacement and dielectric functions are 

provided by: [1, 5-15] 

𝐷 = 휀𝑜(1 + 𝜒)𝐸 + 

𝑁𝑒2

𝜇

𝜔𝑇𝑂
2 − 𝑖𝛾𝜔 − 𝜔2

𝐸 
Eq. (3.13) 

휀(𝜔) =  1 +  𝜒 + 

𝑁𝑒2

𝜇휀𝑂

𝜔𝑇𝑂
2 − 𝑖𝛾𝜔 − 𝜔2

 
Eq. (3.14) 
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For high and low frequencies, equation Eq. (3. 14) reduces to: 

휀(𝜔) =   1 + 𝜒 𝑖𝑓  𝜔𝑇𝑂
2 ≪ 𝑖𝛾𝜔 + 𝜔2 →  ∞ Eq. (3.15) 

휀𝑠(𝜔) =   1 + 𝜒 +    
𝑁𝑒2

𝜇휀𝑂𝜔𝑇𝑂
2
 𝑖𝑓  𝜔𝑇𝑂

2 ≫ 𝑖𝛾𝜔 + 𝜔2 Eq.(3.16) 

 The Lorentz equation is reduced to the Lyddane-Sachs-Teller relation for an ideal 

case with zero dampings, i.e. no friction, which is essential in polar crystals, where the 

optical phonons split into transverse and longitudinal modes, as shown below: [1, 5 -15] 

𝜔𝐿𝑂
2

𝜔𝑇𝑂
2

= 
휀𝑠

휀∞
    Eq. (3.17) 

𝐴𝑛𝑑  

휀(𝜔)

휀∞
= 1 +

𝜔𝐿𝑂
2 − 𝜔𝑇𝑂

2

𝜔𝑇𝑂
2 − 𝑖𝛾𝜔 − 𝜔2

 Eq.(3.18) 

 Finally, we define a set of parameters 𝑆𝑗 =  
𝜔𝑝𝑗

2

𝜔𝑗
2 =

𝑛𝑗𝑒
2

𝜇𝑗 𝑜𝜔𝑗
2   that shows the strength 

of the oscillation [1, 5 -15]. As a result, in the non-ideal case, the Lorentz model can be 

written as follows: 

 

휀(𝜔) =  휀∞ + ∑
𝑆𝑗𝜔𝑗

2

𝜔𝑗
2 − 𝑖𝛾𝑗𝜔 − 𝜔2

  

𝑁

𝑗=1

 

 

Eq. (3.19) 

where  휀∞   denotes the dielectric function at extremely high frequencies, the real and 

imaginary parts of the dielectric function can be used to calculate the oscillator's index of 

refraction and decay coefficients. Experiments have revealed that the index of refraction 
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decreases with increasing frequency, a strange result known as the anomalous dispersion 

relation [1, 5- 15], as illustrated by the graphs in figs 6 to 8. The classical picture 

approximates the longitudinal and transverse modes, and more accurate results require 

quantum mechanical description. [1, 5 -15] 

 

Figure 6: graphs comparing the real and imaginary parts of the dielectric response 

function by Lorentz method of CO ice of different structures using VLT spectroscopic 

measurements. [17, 18] 

 

 

Figure 7: Graph comparing the index of refraction using Drude model (blue) and Lorentz 

model (red) [18, 19] 
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Figure 8: graphs showing the dielectric permittivity versus energy for GaAs, IP, and Si 

using the Lorentz model [18, 20]. 

 

 

B. Effect Of Point Defect On Free Carriers and Optical Properties: 

 Experiments and theories revealed that the dielectric functions and related optical 

property degradation is primarily caused by defects and vacancies during the deposition and 

post-deposition handling phases. On the other hand, by introducing dopants, efforts were 

made to improve these optical properties or to mitigate the effects of defects. 

 Dislocation, antisites, isotopes, are among the aforementioned defects and 

impurities. All of these flaws and impurities are depicted in Figs (9) and (10). [1, 5-15,118, 

119 ] 
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Figure 9: schematic representation of point and planar dislocation in lattice cells [197] 

 

Figure 10:figure summarizing the types of defects originating in crystal lattice cells [198] 

  

 These defects and impurities, as described by quantum theory, scatter the free carriers 

and phonons. As demonstrated by Callaway, Holand, and Klemens [21, 22] in the thermal 
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conductivity of various materials, the scattering process is the primary cause of the 

degradation of essential semiconducting properties. Second-order processes resulting from 

anharmonic decay with decreasing phonon energies are the cause of  these scattering 

phenomena [21,22]. The intrinsic anharmonic decay rate can be used to represent the decay 

rate caused by anharmonic interactions and the scattering processes of point defects or 

impurities [1, 5 – 15, 24, 25]. 

The scattering rate is determined by the relaxation time, which is as follows: 

1

𝜏
= ∑

1

𝜏𝑖
𝑖

 Eq. (3.20) 

where 𝜏  is the total relaxation time that follows Matthiessen's rule and where “i” is for all 

scattering/collision processes. 

 The relaxation time due to point-defect scattering, in this case, is given by: [1, 5-15] 

1

𝜏
= 𝑔

𝜋𝜔2

12
 𝐷(𝜔)    Eq. (3.21) 

where D(ω) denotes the density of modes per unit volume and g denotes the direct measure 

of the strength and density of point defects in the sample. [1,5-15] 

“The total number of modes per unit volume is calculated as follows” [14,15]: 

𝑛 =
1

𝑉
 ∫𝐷(𝑞)4𝜋𝑞2𝑑𝑞 =  

𝑞3

6𝜋2
 Eq. (3.22) 

where n denotes the mode concentration. 
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 The zone-center short wavevectors,  wavelength is defined by the following 

expression: [1, 5- 15] 

𝜔 = 𝜔𝑜 (1 −
𝑞2

𝑘2
) 𝑤ℎ𝑒𝑟𝑒 𝑞2 =  

𝑘2Γ

𝜔
 Eq. (3.23) 

where Г is the inherent anharmonic damping.  

 The density of states per unit  volume can be expressed using the last two equations 

as follows: [1, 4, 6-16] 

𝐷(𝜔)𝑑𝜔 = (4𝜋𝑞2𝑑𝑞) = (
1

6𝜋2

𝑘2Γ

𝜔

𝑘

√𝑤

𝑑Γ

2√Γ
) = (

1

6𝜋2

𝑘3Γ
1
2

𝜔
3
2

 𝑑Γ) = 𝐷(Γ)𝑑Γ 

 As a result, the relaxation time that accounts for anharmonic and defects scattering, 

as well as the total damping parameter that accounts for the aforementioned scattering 

processes, is given by: [1, 5-15] 

1

𝜏
=  

𝑔𝜋

12𝑁 

𝑘3

𝑞𝐷
3
 𝜔

1
2 Γ

1
2 Eq. (3.24) 

𝛾𝑡𝑜𝑡𝑎𝑙 = 𝐶𝜔
1
2 𝛤

1
2 Eq. (3.25) 

 where N is the total number of modes per unit cell, g is the total number of defects present, 

qD is the debye wavevector, and C is a free adjustable parameter. To estimate and study the 

optical and electronic properties of a given semiconductor, Eqs. (3.24)  and (3.25)  are 

usually replaced in equations Eq. (3.12) to Eq. (3.17) given by the Drude model derived in 

the previous section. [1, 5-15] (Note that m in the Drude model should be replaced by the 

effective mass of the free carriers).  
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 To visualize the effect of free carriers on the complex dielectric function of 

symmetrical materials, such as hexagonal structured doped materials, the dielectric 

response function can be divided into parallel and perpendicular parts, which represent the 

effect of plasmons or excitons along the symmetry axis and perpendicular to it or in the 

basal plane, respectively, as shown below: [1,5-15] 

휀||(⊥),𝐹𝑟𝑒𝑒𝐶𝑎𝑟𝑟𝑖𝑒𝑟(𝜔) =  −
𝜔𝑝,∥(⊥)

2

𝜔(𝜔 + 𝑖𝛾𝑓𝑟𝑒𝑒 𝑐𝑎𝑟𝑟𝑖𝑒𝑟,∥(⊥))
 Eq. (3.26) 

 

The following is the complete complex dielectric response function: 

휀(𝜔) =  휀∞ + ∑
𝑆𝑗𝜔𝑗

2

𝜔𝑗
2 − 𝑖𝛾𝑗𝜔 − 𝜔2

  − 
𝜔𝑝

2

𝜔(𝜔 + 𝑖𝛾)
        

𝑁

𝑗=1

 Eq. (3.27) 

The ideal non-damped and non-resonant oscillator equation (3. 27) is reduced to: 

휀(𝜔) =  휀∞ − 
𝜔𝑝

2

𝜔2
     Eq. (3.28) 

The plasma-edged frequency is given by: 𝜔𝑝𝑒 =  
𝜔

√ ∞
 𝑤ℎ𝑒𝑛 휀(𝜔) = 0 𝑖𝑛 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (3.28) 

 For Eq. (3.28), the index of refraction is imaginary with a large decay coefficient in 

low-frequency regions (ω<<ωpe), but positive with a low decay coefficient (k tending to 

zero) in high-frequency regions (ω>>ωpe). As a result, materials with low-frequency 

responses are reflective and the wave cannot propagate within them, whereas materials with 

positive frequency responses propagate the electromagnetic wave, with decreasing 
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reflectivity that tends to zero at extremely high frequencies, making such materials good 

absorbers or transmitters. [1, 5-15] 

 

C. Multilayered Systems and Transfer Matrix Method : 

 The reflectivity and transmissivity derived at the end of the previous chapter, 

namely equations Eq. (2.27) to Eq. (2.43), are applicable to single coatings or films and are 

derived from Maxwell equations using boundary-continuity conditions and Fresnel and 

Snell's laws. However, in multilayered systems where multiple transmission and reflection 

processes occur between each layer and the end products are the sum of individual 

processes, as illustrated in fig. (11), the situation becomes complicated and complex. To 

overcome such obstacles and derive a general method applicable to single and multilayered 

systems, scientists devised the transfer matrix method, which will be built in this 

subsection. [1, 5-15, 23] 
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Figure 11: schematic representing the reflection and transmission processes in a 

multilayered system with varying thicknesses, for s- and p- polarized fields. [5, 192] 

  

 Based on the previous chapter's analysis, the reflected and transmitted electric and 

magnetic fields for single-layered systems can be written as follows: 

𝐸 = 𝐸𝑜( 𝑒𝑖(𝜔𝑡∓𝐾.𝑟)) Eq. (3.29) 

𝐻 = 𝐻𝑜( 𝑒𝑖(𝜔𝑡∓𝐾.𝑟)) Eq. (3.30) 

 Where the sign is determined by the dot product of K and r the direction of wave 

propagation [1, 5-15, 23]. After removing the time components from equations Eq. (3.29) 

and Eq. (3.30), the electric field can be written as follows, (the magnetic field can be derived 

from electric fields using Maxwell's equations) in conjunction with fig 11: 

𝐸𝑖,𝑝 = 𝐸𝑖+1 ( 𝑒
𝑖(𝜔𝑡−

2𝜋𝑛𝑖sin (𝜃𝑖)
𝜆

𝑥−
2𝜋𝑛𝑖cos (𝜃𝑖)

𝜆
𝑧)

)  (𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑒𝑑) Eq. (3.31) 
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𝐸𝑖,𝑡 = 𝐸𝑖+1 ( 𝑒
𝑖(𝜔𝑡−

2𝜋𝑛𝑖+1 sin(𝜃𝑖+1)
𝜆

𝑥+
2𝜋𝑛𝑖+1𝑐𝑜𝑠 (𝜃𝑖+1)

𝜆
𝑧)

)  (𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑) 

 

Eq. (3.32) 

In each medium, we have: [1, 5-15] 

𝐸𝑖,𝑥 =  𝐸𝑖
+,𝑝 𝑒−𝑖𝑥𝑖𝑧cos (𝜃𝑖) 

Eq. (3.33) 

𝐸𝑖,𝑦 =  𝐸𝑖
−,𝑠 𝑒−𝑖𝑥𝑖𝑧 

 

Eq. (3.34)                                                                  

where  xi =
𝛿𝑖

𝑑𝑖
= 

2πnicos (θi)

λ
 where d is the thickness of each layer, and these results are 

obtained by applying the boundary conditions at z=0 and z=d for each layer. [14] 

 The relationships found in equations Eq. (2.35), Eq. (2.37), and Eq. (2.40), derived 

in the previous chapter,  can be used to modify the above equations: 

𝐸𝑖−1
+ =

(𝑒−𝑖𝛿𝑖−1𝐸𝑖
+ + 𝑟𝑖𝑒

−𝑖𝛿𝑖−1𝐸𝑖
−)

𝑡𝑖
    Eq. (3.35) 

𝐸𝑖−1
− =

(𝑟𝑖𝑒
−𝑖𝛿𝑖−1𝐸𝑖

+ + 𝑒−𝑖𝛿𝑖−1𝐸𝑖
−)

𝑡𝑖
     Eq. (3.36) 

In matrix form, Eq.(3.35) and Eq. (3.36) are as follows: 

 (
𝐸𝑖−1

+

𝐸𝑖−1
− ) =  

1

𝑡𝑖
 (

𝑒−𝑖𝛿𝑖−1 𝑟𝑖𝑒
−𝑖𝛿𝑖−1

𝑟𝑖𝑒
−𝑖𝛿𝑖−1 𝑒−𝑖𝛿𝑖−1

) (
𝐸𝑖

+

𝐸𝑖
−)         Eq. (3.37) 

 Eq.  (3.37) represents the transfer matrix product process for one layer only, with 

the matrix being for single layer I, and the reflectance and transmittance are given by Eqs. 

(2.35) – (2.40) in the previous chapter, as: [1, 5-15, 23] 
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𝑅 =
(𝐸𝑖

−)(𝐸𝑖
−)∗

(𝐸𝑖
+)(𝐸𝑖

+)∗
   𝑎𝑛𝑑  𝑇 =

(𝐸𝑖+1
+)(𝐸𝑖+1

+)∗

(𝐸𝑖
+)(𝐸𝑖

+)∗
 

 

Eq. (3.38) 

 We can extend the process to any layered system by using the transfer matrix, for 

example, for the case of a two-layered system,  the transfer-matrix is given by: [1, 5-15, 23] 

(
𝐸0

+

𝐸𝑜
− ) =  

1

𝑡1
 (

1 𝑟1
𝑟1 1

)(
𝐸1

+

𝐸1
−) Eq. (3.9) 

(
𝐸1

+

𝐸1
− ) =  

1

𝑡2
 (

𝑒−𝑖𝛿1 𝑟2𝑒
−𝑖𝛿1

𝑟2𝑒
−𝑖𝛿1 𝑒−𝑖𝛿1

) (
𝐸2

+

𝐸2
−) Eq. (3.40) 

which can be combined into one product matrix 

(
𝐸0

+

𝐸𝑜
− ) =  

1

𝑡1
 
1

𝑡2
 (

1 𝑟1
𝑟1 1

)(
𝑒−𝑖𝛿1 𝑟2𝑒

−𝑖𝛿1

𝑟2𝑒
−𝑖𝛿1 𝑒−𝑖𝛿1

) (
𝐸2

+

𝐸2
−) 

 

Eq. (3.41) 

 

The reflectance and transmittance are given by: 𝑅 =
(𝐸0

−)(𝐸𝑜
−)∗

(𝐸𝑜
+)(𝐸𝑜

+)∗
   𝑎𝑛𝑑  𝑇 =

(𝐸2
+)(𝐸2

+)∗

(𝐸0
+)(𝐸0

+)∗
 

 

 

 Using the matrix multiplication laws, the product matrix can be written into a single 

matrix as follows: [1, 5-15] 

(
1 𝑟1
𝑟1 1

)(
𝑒−𝑖𝛿1 𝑟2𝑒

−𝑖𝛿1

𝑟2𝑒
−𝑖𝛿1 𝑒−𝑖𝛿1

) = (
𝑎 𝑏
𝑐 𝑑

) Eq.(3.41) 
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with   𝑅 =
(𝑐)(𝑐)∗

(𝑎)(𝑎)∗
   𝑎𝑛𝑑  𝑇 =

(𝑡1𝑡2)(𝑡1𝑡2)∗

(𝑎)(𝑎)∗
  

 

 To demonstrate the power of the transfer matrix, the method is applied to a system 

composed of n-layered thin films deposited on a substrate, as shown in Figs (11) and (12), 

which are described by the following equations using the same steps as before: 

 

Figure 12: IR light penetrating the multilayered thin films, following the Transfer Matrix 

method to get the reflectance and transmittance necessary for dielectric function and 

index of refraction calculations. [5, 192] 

 

On each level, using the transfer matrix, one obtains: [1, 5-15] 

(
𝐸0

+

𝐸𝑜
− ) =  

1

𝑡1
 (

1 𝑟1
𝑟1 1

) (
𝐸1

+

𝐸1
−) 

(
𝐸1

+

𝐸1
− ) =  

1

𝑡2
 (

𝑒−𝑖𝛿1 𝑟2𝑒
−𝑖𝛿1

𝑟2𝑒
−𝑖𝛿1 𝑒−𝑖𝛿1

) (
𝐸2

+

𝐸2
−) 
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…… 

which can be combined into  matrices products 

(
𝐸0

+

𝐸𝑜
− )

=  
1

𝑡1
 
1

𝑡2
 
1

𝑡3

1

𝑡4

1

𝑡5
…

1

𝑡𝑛+1
(
1 𝑟1
𝑟1 1

) (
𝑒−𝑖𝛿1 𝑟2𝑒

−𝑖𝛿1

𝑟2𝑒
−𝑖𝛿1 𝑒−𝑖𝛿1

)… . (
𝐸2

+

𝐸2
−) 

Eq.(3.42) 

 

The product matrix can be written into a single matrix using the matrix multiplication laws 

as [1, 5-15] 

(
1 𝑟1
𝑟1 1

) (
𝑒−𝑖𝛿1 𝑟2𝑒

−𝑖𝛿1

𝑟2𝑒
−𝑖𝛿1 𝑒−𝑖𝛿1

)…… .= (
𝑎 𝑏
𝑐 𝑑

) Eq. (3.43) 

𝑤𝑖𝑡ℎ 𝑅 =
(𝑐)(𝑐)∗

(𝑎)(𝑎)∗
   𝑎𝑛𝑑  𝑇 =

(𝑡1𝑡2 … . 𝑡𝑛+1)(𝑡1𝑡2 … . 𝑡𝑛+1)
∗

(𝑎)(𝑎)∗
 Eq. (3.44) 

 

 The index and decay coefficients for each layer can be estimated using this model 

which is written as 𝑛𝑗−1
′ = 𝑛𝑗−1 + 𝑖𝑘𝑗−1 and 𝑛𝑗

′ = 𝑛𝑗 + 𝑖𝑘𝑗 respectively. The reflectance 

and transmittance for each layer can be written using a similar way; 𝑟𝑗 = 𝑔𝑗 + 𝑖ℎ𝑗  𝑎𝑛𝑑   𝑡𝑗 =

1 + 𝑟𝑗 respectively. [1, 5-15]. where 𝑔𝑗 , ℎ𝑗 are the real and imaginary parts of the reflectance 

and transmittance. Using  the relation between reflectivity, transmissivity, and index of 

reflection derived in the previous chapter we obtain: [5, 14] 
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    𝑔𝑗 = 
𝑛𝑗−1

2 + 𝑘𝑗−1
2 − 𝑛𝑗

2 − 𝑘𝑗
2

(𝑛𝑗 + 𝑛𝑗−1)2 + (𝑘𝑗 + 𝑘𝑗−1)2
                                      Eq.(3.45) 

ℎ𝑗 = 
2(𝑛𝑗−1𝑘𝑗 − 𝑛𝑗𝑘𝑗−1)

(𝑛𝑗 + 𝑛𝑗−1)2 + (𝑘𝑗 + 𝑘𝑗−1)2
                                      Eq. (3.46) 

 The absorptivity can be calculated  from the complex index of refraction for each 

layer using the same steps as before. 

𝑒−𝑖( 𝜔𝑡−(𝑛𝑗+𝑖𝑘𝑗)𝑑𝑗 cos(𝜃𝑗)
2𝜋
𝜆

) = (𝑒−𝛼𝑗) ( 𝑒−𝑖(𝜔𝑡−(𝑛𝑗)𝑑𝑗 cos(𝜃𝑗)
2𝜋
𝜆

)))          Eq.(3.47) 

 

where  𝛼𝑗 = (𝑘𝑗)𝑑𝑗 cos(𝜃𝑗)(
2𝜋

𝜆
) which is related to the absorptivity of each layer [5,14] 

 In addition, the matrix for the single jth layer can be written in a complex form as 

follows: [5,14] 

(
𝑒−𝑖𝛿𝑗−1 𝑟𝑗𝑒

−𝑖𝛿𝑗−1

𝑟𝑗𝑒
−𝑖𝛿𝑗−1 𝑒−𝑖𝛿𝑗−1

) = (
𝑝𝑗 + 𝑖𝑞𝑗 𝑟𝑗 + 𝑖𝑠𝑗
𝑡𝑗 + 𝑖𝑣𝑗 𝑢𝑗 + 𝑖𝑤𝑗

) 

 Using the complex index of refraction for each medium or the expression  Eq. (3.47), 

with the new elements related to the old ones, we obtain  [5,14] 

𝑝𝑗 = 𝑒𝛼𝑗−1 cos((𝑛𝑗−1)𝑑𝑗−1 cos(𝜃𝑗−1)
2𝜋

𝜆
) (3.48) 

𝑞𝑗 = 𝑒𝛼𝑗−1 sin ((𝑛𝑗−1)𝑑𝑗−1 cos(𝜃𝑗−1)
2𝜋

𝜆
) (3.49) 
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𝑟𝑗 = 𝑒𝛼𝑗−1 (𝑔𝑗cos ((𝑛𝑗−1)𝑑𝑗−1 cos(𝜃𝑗−1)
2𝜋

𝜆
) − ℎ𝑗sin ((𝑛𝑗−1)𝑑𝑗−1 cos(𝜃𝑗−1)

2𝜋

𝜆
)) (3.50) 

𝑠𝑗 = 𝑒𝛼𝑗−1 (ℎ𝑗cos ((𝑛𝑗−1)𝑑𝑗−1 cos(𝜃𝑗−1)
2𝜋

𝜆
) + 𝑔𝑗sin ((𝑛𝑗−1)𝑑𝑗−1 cos(𝜃𝑗−1)

2𝜋

𝜆
)) (3.51) 

𝑡𝑗 = 𝑒𝛼𝑗−1 (𝑔𝑗cos ((𝑛𝑗−1)𝑑𝑗−1 cos(𝜃𝑗−1)
2𝜋

𝜆
) + ℎ𝑗sin ((𝑛𝑗−1)𝑑𝑗−1 cos(𝜃𝑗−1)

2𝜋

𝜆
))   

 

(3.52) 

𝑣𝑗 = 𝑒𝛼𝑗−1 (ℎ𝑗cos ((𝑛𝑗−1)𝑑𝑗−1 cos(𝜃𝑗−1)
2𝜋

𝜆
) − 𝑔𝑗sin ((𝑛𝑗−1)𝑑𝑗−1 cos(𝜃𝑗−1)

2𝜋

𝜆
))   

 

(3.53) 

𝑢𝑗 = 𝑒𝛼𝑗−1 cos ((𝑛𝑗−1)𝑑𝑗−1 cos(𝜃𝑗−1)
2𝜋

𝜆
)     (3.54) 

𝑤𝑗 = −𝑒𝛼𝑗−1 sin((𝑛𝑗−1)𝑑𝑗−1 cos(𝜃𝑗−1)
2𝜋

𝜆
)          (3.55) 

The above process can be extended to the n-product transfer matrix as shown below: [1,5-

15, 23] 

(
1 𝑟1
𝑟1 1

)(
𝑒−𝑖𝛿1 𝑟2𝑒

−𝑖𝛿1

𝑟2𝑒
−𝑖𝛿1 𝑒−𝑖𝛿1

) …… .= (
𝑎 𝑏
𝑐 𝑑

) =  (
𝑝1,𝑛+1 + 𝑖𝑞1,𝑛+1 𝑟1,𝑛+1 + 𝑖𝑠1,𝑛+1

𝑡1,𝑛+1 + 𝑖𝑢1,𝑛+1 𝑣1,𝑛+1 + 𝑖𝑤1,𝑛+1
) 
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 With the new elements connected to the previous elements via the recurrence 

relations shown below, and each element p,q,r,s,t,v,u, and w having the form shown in 

equations Eq. (3.56) to Eq. (3.63): [5, 14] 

𝑝1,𝑛+1 = 𝑝1𝑛 𝑝𝑛+1 − 𝑞1𝑛𝑞𝑛+1 + 𝑟1𝑛𝑡𝑛+1 − 𝑠1𝑛𝑢𝑛+1 Eq. (3.56) 

𝑞1,𝑛+1 =  𝑞1𝑛 𝑝𝑛+1 + 𝑞1𝑛𝑝𝑛+1 + 𝑠1𝑛𝑡𝑛+1 + 𝑟1𝑛𝑢𝑛+1 Eq. (3.57) 

𝑟1,𝑛+1 = 𝑝1𝑛 𝑟𝑛+1 − 𝑞1𝑛𝑠𝑛+1 + 𝑟1𝑛𝑣𝑛+1 − 𝑠1𝑛𝑤𝑛+1      Eq.(3.58) 

𝑠1,𝑛+1 =  𝑞1𝑛 𝑟𝑛+1 + 𝑝1𝑛𝑠𝑛+1 + 𝑠1𝑛𝑣𝑛+1 + 𝑟1𝑛𝑤𝑛+1 Eq.(3.59) 

𝑡1,𝑛+1 =  𝑡1𝑛 𝑝𝑛+1 − 𝑢1𝑛𝑞𝑛+1 + 𝑣1𝑛𝑡𝑛+1 − 𝑤1𝑛𝑢𝑛+1 Eq.(3.60) 

𝑢1,𝑛+1 = 𝑢1𝑛 𝑝𝑛+1 + 𝑡1𝑛𝑞𝑛+1 + 𝑤1𝑛𝑡𝑛+1 + 𝑣1𝑛𝑢𝑛+1 Eq.(3.61) 

𝑣1,𝑛+1 = 𝑡1𝑛 𝑟𝑛+1 − 𝑢1𝑛𝑠𝑛+1 + 𝑣1𝑛𝑣𝑛+1 − 𝑤1𝑛𝑤𝑛+1 Eq.(3.62) 

𝑤1,𝑛+1 = 𝑢1𝑛 𝑟𝑛+1 + 𝑡1𝑛𝑠𝑛+1 + 𝑤1𝑛𝑣𝑛+1 + 𝑣1𝑛𝑤𝑛+1 Eq.(3.63) 

 

The reflectance reduces to: [1, 5-15] 

𝑅 =
(𝑐)(𝑐)∗

(𝑎)(𝑎)∗
= 

𝑡1𝑛+1
2 + 𝑢1𝑛+1

2

𝑝1𝑛+1
2 + 𝑞1𝑛+1

2
 

 The direction-spectral reflectance of a thick layered film with multiple internal 

reflection processes within a given layer can be calculated as follows: [1, 5-15] 

𝑅 = 𝜌 + 𝜌(1 − 𝜌)2𝜏2 + 𝜌3(1 − 𝜌)2𝜏4 + ⋯ = 𝜌 +
𝜌(1 − 𝜌)2𝜏2

1 − 𝜌2𝜏2

=  𝜌 [1 +
(1 − 𝜌)2𝜏2

1 − 𝜌2𝜏2
 ] 

Eq. (3.64) 
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where 𝜏𝜆 =  𝜏 is the internal transmissivity and ρ is the surface reflectivity, and both are 

wavelength dependent. The direction-spectral transmittance and absorptance are given in 

the same way by [1, 5-15] 

𝑇 =
(1 − 𝜌)2𝜏

1 − 𝜌2𝜏2
   Eq. (3.65) 

𝐴 = 
(1 − 𝜌)(1 − 𝜏)

1 − 𝜌𝜏
 Eq. (3.66) 

where the internal transmissivity is defined by: 𝜏 = 𝑒
−

4𝜋𝑘2𝑑

𝜆cos (𝜃2) 

 It is worth noting that when there is no absorption, the transmissivity and 

reflectivity are independent of layer thicknesses, and for normal incidence, they decrease 

for simpler equations.  For instance the transmissivity in that case is given by: 𝑇 =

2𝑛2

𝑛2
2+𝑛1

2 =
2𝑛2

𝑛2
2+1

 if the first medium is vacuum or air with (𝑛1 = 1) [1, 5-15] 

 Eqs (3.65) and (3.66), namely the field reflection and transmission, can be 

expressed for three-layered thin films as follows: 

 

𝑟 = 𝑟12 + 
𝑡12𝑡21𝑟23𝑒

2𝑖𝛽

1 − 𝑟21𝑟23𝑒2𝑖𝛽
     Eq. (3.67) 

𝑡 =  
𝑡12𝑡23𝑒

2𝑖𝛽

1 − 𝑟21𝑟23𝑒2𝑖𝛽
 Eq. (3.68) 

The reflectance can be estimated by:  𝑅′ = 𝑟𝑟 ∗ =  |𝑟12 + 
𝑡12𝑡21𝑟23𝑒2𝑖𝛽

1−𝑟21𝑟23𝑒2𝑖𝛽        |2 
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 For an s-polarized or p-polarized electric or magnetic field and a lossless medium, 

the transmittance in medium 3 can be calculated as follows: [1, 5-15] 

𝑇′ =  
𝑛3cos (𝜃3)

𝑛1𝑐𝑜𝑠 (𝜃1)
 𝑡𝑡 ∗   𝑓𝑜𝑟 𝑠 𝑝𝑜𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 Eq. (3.69) 

𝑇′ =  
𝑛1𝑐𝑜𝑠 (𝜃3)

𝑛3𝑐𝑜𝑠 (𝜃1)
 𝑡𝑡 ∗   𝑓𝑜𝑟 𝑝 𝑝𝑜𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 Eq. (3.70) 

 If the layer or film is slightly absorbing with low decay coefficients, the 

transmittance can be approximated by: [1, 5-15] 

𝑇 =
(1 − 𝜌)2𝜏

1 + 𝜌2𝜏2 − 2𝜌𝜏cos (2𝛽)
  Eq. (3.71) 

 

where 𝛽 = {
𝑚𝜋                 𝑓𝑜𝑟 𝑝𝑒𝑎𝑘𝑠 

(𝑚 +
1

2
)𝜋    𝑓𝑜𝑟 𝑣𝑎𝑙𝑖𝑒𝑠 

  with m is a non-negative integer. [1, 5-15] 

 

D. Kramers-Kronig Method and Relations: 

 The Kramers-Kronig method or relation, which is a linearized simple way of 

estimating the dielectric response function of various structured materials, including 

amorphous, polycrystalline, single crystalline, and many others, is another powerful 

method devised by scientists. This method converts complex relations into linear response 

functions with real and imaginary parts that can be calculated and related to each other 

using Cauchy integrals. In recent studies, FTIR spectroscopic analysis was used, which 

produced acceptable and accurate results when compared to other techniques. The 

evaluation of Cauchy integrals or the difficulty in developing programs that can estimate 
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such integrals is one limitation of this method or analysis. However, these are technical 

issues that have been solved or will be resolved as technology advances. This section will 

construct the Kramers-Kronig analysis. [1, 5-15] 

 The reflectance of any structured material is made up of amplitude and argument, 

which can be related to the index of refraction and decay coefficients using Eq. (2.36), 

Eq.(2.37), and  Eq. (2.40). Linearizing the reflectance entails the following steps: [1, 5-15] 

ln(𝑟(𝜔)) = ln ( √|𝑅 = 𝑟𝑟 ∗|) + 𝑖𝜃(𝜔)          Eq. (3.72) 

 Let us first introduce the Kramers-Kronig, which will be used to calculate the real 

and imaginary parts of the reflectance given in the preceding expression Eq. (3.72). As a 

result of the Kramers-Kronig relation, the response function of a damped harmonic 

oscillating system is represented by 𝛼(𝜔) = 𝛼1(𝜔) + 𝑖𝛼2(𝜔) where α1(2) is the real and 

imaginary part of the response function respectively, defined by: 

𝑥(𝜔) = 𝛼(𝜔)𝐹(𝜔)                                     Eq. (3.73) 

F(ω) is the total force of the harmonic system given by: 

𝑚𝑗

𝑑

𝑑𝑡
(
𝑑𝑥

𝑑𝑡
) + 𝛾𝑗

𝑑𝑥

𝑑𝑡
+ 𝜔𝑗

2𝑥 = 𝐹(𝜔)       Eq.(3.74) 

 Where j denotes the number of oscillators in the system, and m and are the mass and 

damping coefficients, respectively. As a result, the response function, as in Drude and 

Lorentz oscillators, can be written as: [1, 5-15] 

𝛼(𝜔) =  ∑
𝑓𝑗

𝜔𝑗
2 − 𝑖𝛾𝑗𝜔 − 𝜔2

  

𝑁

𝑗=1

= ∑
𝑓𝑗 (𝜔𝑗

2 + 𝑖𝛾𝑗𝜔 − 𝜔2)

(𝜔𝑗
2 − 𝜔2)2 + (𝛾𝑗𝜔)2

       Eq.(3.75) 
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where 𝑓𝑗 =
1

𝑚𝑗
 𝑖𝑠 𝑎 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡, and j runs over the number of oscillators or atoms, assuming 

there are N atoms represented as oscillators within the given system. 

To apply the Kramers-Kronig relation, the function has to satisfy the following conditions: 

[1, 5- 9, 12-15] 

 The poles of the response function should be located entirely below the real axis. 

 The integral of 
𝛼(𝜔)

𝜔
 should vanish as ω approaches to ∞ in the upper semi-infinite 

complex ω-plane, with α(ω)→0 as ω→± ∞ 

 The real and imaginary parts of the response function ( namely α1(ω) and α2 (ω)) 

should be even and odd with respect to ω respectively. 

 

 After satisfying the preceding condition, the response function can be evaluated using 

the Cauchy Integral, as shown below: 

                        𝛼(𝜔) =
𝑃

𝑖𝜋
 ∫

𝛼(𝑠)

𝑠 − 𝜔
 𝑑𝑠                        

∞

−∞

 
Eq.(3. 76) 

𝑤ℎ𝑒𝑟𝑒 𝑃 𝑑𝑒𝑛𝑜𝑡𝑒𝑠 𝑡ℎ𝑒 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑙𝑒 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑙 𝑔𝑖𝑣𝑒𝑛 𝑏𝑦: 

  

∫
𝛼(𝑠)

𝑠 − 𝜔
 𝑑𝑠  →  𝛼(𝜔) ∫

𝑖𝑢𝑒𝑖𝜃

𝑢𝑒𝑖𝜃
 𝑑𝜃 =  −𝑖𝜋𝛼(𝜔)         

0

𝜋

 

    

∞

−∞

 

𝑤𝑖𝑡ℎ 𝑠 = 𝑤 + 𝑢𝑒𝑖𝜃 

Eq.(3.77) 
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Figure 13:  the segments and the upper semi-infinite complex plane for Cauchy  

integral [9] 

 

𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑖𝑛𝑔 𝑜𝑣𝑒𝑟 𝑡ℎ𝑒 𝑠𝑒𝑔𝑚𝑒𝑛𝑡 (1)𝑎𝑛𝑑 (3) (−𝑅 𝑡𝑜 𝑅: 𝐴𝐵𝐶  𝑖𝑛  𝑓𝑖𝑔𝑢𝑟𝑒 𝑏𝑒𝑙𝑜𝑤): 

∫(1) + ∫(3) ≡ 𝑃∫
𝛼(𝑠)

𝑠 − 𝜔
 𝑑𝑆𝑖𝜋𝛼(𝜔)                 

∞

−∞

 Eq.(3.78) 

Using the even and odd properties of the response function's real and imaginary parts, the 

above Eq. (3.78) integral can be separated into [1, 5-15] 

𝛼1(𝜔) =
𝑃

𝜋
 (∫

𝛼2(𝑠)

𝑠 − 𝜔
 𝑑𝑠 +  ∫

𝛼2(𝑝)

𝑝 − 𝜔
 𝑑𝑝  

∞

0

   
∞

0

)       Eq.(3.79) 

𝛼2(𝜔) = −
𝑃

𝜋
 (∫

𝛼1(𝑠)

𝑠 − 𝜔
 𝑑𝑠 −  ∫

𝛼1(𝑝)

𝑝 − 𝜔
 𝑑𝑝  

∞

0

   
∞

0

)      Eq.(3.80) 

 

 In the preceding Eqs. (3.79) and (3.80), p is a dummy variable that can be replaced 

by s, and the integrals can be further reduced to [1, 5-15] 
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1

𝑠 − 𝜔
+

1

𝑠 + 𝜔
= 

2𝑠

𝑠2 − 𝜔2
     Eq.(3.81) 

1

𝑠 − 𝜔
−

1

𝑠 + 𝜔
= 

2𝜔

𝑠2 − 𝜔2
      Eq.(3.82) 

𝛼1(𝜔) =
2𝑃

𝜋
 (∫

𝑠𝛼2(𝑠)

𝑠 − 𝜔
 𝑑𝑠   

∞

0

)     Eq.(3.83) 

    𝛼2(𝜔) = −2𝜔
𝑃

𝜋
 (∫

𝛼1(𝑠)

𝑠 − 𝜔
 𝑑𝑠   

∞

0

)            Eq.(3.84) 

 

 Now that the Kramers-Kronig relations have been applied to the reflectivity, we can 

calculate the phase of the reflectance based on its amplitude, which can be measured 

experimentally: [1, 5-15] 

 

𝜃(𝜔) = −𝜔
𝑃

𝜋
 (∫

ln(𝑅)

𝑠 − 𝜔
 𝑑𝑠   

∞

0

)   =
−𝜔

𝜋
 ∫

ln(𝑅(𝑠′))

𝑠2 − 𝜔2
−

ln(𝑅(𝑠))

𝑠2 − 𝜔2
 𝑑𝑠   

∞

0

 

𝜃(𝜔) = −
1

2𝜋
 (∫ ln (|

𝑠 + 𝜔

𝑠 − 𝜔
|) 

𝑑𝑙𝑛(𝑅(𝑠))

𝑑𝑠
𝑑𝑠   

∞

0

)    

Eq.(3.85) 

 

 Using the modified equations below, Kramers-Kronig relations have been used to 

obtain the optical response function for low-dimensional materials such as quantum wells 

or quantum dots: [13] 

𝜎1(𝜔) =  
2𝜋𝑒2ħ

𝑚2Ω
  ∑ |< 𝑗|𝑒. 𝑝|𝑖 > |2

𝑓(𝐸𝑖) −  𝑓(𝐸𝑗)

𝐸𝑗 − 𝐸𝑖
 𝛿( 𝐸𝑗 − 𝐸𝑖 −  ħω)

𝑖𝑗
 Eq.(3.86) 
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And  𝜎2(𝜔) = − 
2𝜋𝑒2ħ

𝑚2Ω
  ∑ |< 𝑗|𝑒. 𝑝|𝑖 > |2

𝑓(𝐸𝑖)− 𝑓(𝐸𝑗)

𝐸𝑗− 𝐸𝑖
 𝑃

1

( 𝐸𝑗− 𝐸𝑖− ħω)𝑖𝑗  Eq.(3.87) 

 

 The last equations' details can be found elsewhere [14]. Other methods, such as the 

Kane Model and spin effects on nanomaterials and low-dimensional structures, provide 

optical properties and demonstrate quantum effects such as magnetic and spin-orbital effects, 

leading to fascinating technological applications such as spintronics, magnetrons, and many 

others. They have also found a role in many applications related to nanomaterials, such as 

lasing materials and plasmonics. [13] 
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SECTION II 

 

LITERATURE REVIEWS 
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CHAPTER IV 

 

LITERATURE REVIEWS ZINC OXIDE  
INTRODUCTION, GROWTH AND ITS OPTICAL PROPERTIES 

 

 Zinc Oxide is proposed to be deposited in this thesis as a potential hyperbolic 

material to be vehicle glasses, to reduce solar radiation heating of the enterior of the 

vehicle. To that end, this script will introduce the reader to zinc oxide as a nanomaterial, 

shedding light on its growth techniques as well as its properties, while also serving as a 

review of previous scholarly work on zinc oxide. 

 

A. Introduction to Zinc Oxide  

 ZnO is an II-VI semiconducting material having hexagonal, wurtzite, zinc-blende, 

and rock salt structures, the stability, and formation of these structures depend on 

deposition conditions and handling processes. For instance hexagonal zinc oxide is reported 

to have C6mc group structure with lattice parameters a= 0.3296nm and c= 0.52065nm [3]. 

Zinc oxide is characterized by a relatively large bandgap of 3.37 eV at room temperature,  

excitonic energies of 65 meV, larger to GaN (26 meV), good electrical and optical 

properties, high thermal stability, good thermal conductivity [3] compared to indium tin 

oxide (ITO), and other properties. 
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Figure 14: figure illustrating the different crystalline structures of Zinc Oxide namely (a) 

Rocksalt, (b) Zinc Blende, and (c) Wurtzite crystalline structures [3]. 

 

 

Figure 15: Schematic representation of a crystalline structure of ZnO [26] 
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Figure 16: schematic representation of polar crystalline structures of ZnO [27] 

  

 Zinc oxide (ZnO), with its unique and promising properties, has been incorporated 

in optical devices such as light-emitting diodes, optically pumped lasers, transparent 

conducting oxides, and transparent filmed transistors, among others, as well as 

piezoelectric devices, sensors, and solar cells, such as gas sensors, biosensors, solar cells, 

optoelectronic and thermal devices, and surface acoustic wave (SAW) applications, and 

many other systems and technologies.. [3, 28-31] 

 

B. Growth and Properties of  Zinc Oxide:  

 Transparent conducting oxides (TCO) have attracted scientist interests due to their 

application in optoelectronics, electronic, and communication devices and technologies. 
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These properties have been used in different industries such as aircraft and spacecraft 

coating, optoelectronic, electronic ad surface acoustic wave (SAW) devices. [3, 24-28] 

 TCO has been fabricated by using various techniques, namely metal-organic 

chemical vapor deposition (MOCVD), chemical vapor deposition (CVD), physical vapor 

deposition (PVD), RF and magnetron assisted sputtering, molecular beam epitaxy (MBE), 

sol-gel, and pulsed laser deposition (PLD). Of all the deposition techniques,  it was reported 

that the PLD is the most efficient, such as Ga2O3–In2O3, In2O3–ZnO, In2O3–SnO2, ZnO–

SnO2, In2O3 –MgIn2O4, MgIn2O4–Zn2In2O5, ZnSnO3–ZnIn2O5, and ZnIn2O5–GaInO3 [24, 

25], have been manufactured or deposited using the PLD technique. 

 It is reported that oxides can be deposited at low temperatures, around 300 ºC with 

good grain size and properties. Moreover, the films deposited under vacuum or low oxygen 

pressures showed oxygen vacancies. On the other hand, films deposited under high oxygen 

pressures, up to 100 mbar, solved the issue of oxygen vacancies but showed defects and 

impurities problems. The thickness of the obtained films depended largely on the type of 

the laser used, the laser fluence or energy, the density of the materials, and pressure within 

the chamber. [24, 25] 

 Because zinc is less expensive and more abundant in nature than indium, many 

deposition techniques have been proposed to synthesize ZnO nanostructures for various 

applications and on various substrates, including chemical vapor deposition (CVD) [3, 29], 

metal-organic chemical vapor deposition (MOCVD) [3,35], laser evaporation, physical 

vapor deposition (PVD), molecular beam epitaxy (MBE) [3,36], magnetron sputtering (of 



 

65 
 

different types such as RF sputtering methods) [3, 37 – 40, 45], sol-gel [3, 32, 38], pulsed 

laser deposition (PLD, introduced in the next chapter)[3, 24, 25,44-56, 64-78], and others 

[3,30, 31, 42]. 

 Much research has been done into depositing ZnO thin films on various substrates 

and determining their properties to better understand and improve the aforementioned 

technologies. To that end, this subsection examines some recent publications in which ZnO 

has been successfully deposited and analyzed. 

 Valerini and co-workers, [44] deposited ZnO on silicon Si (100), with the following 

conditions, KrF (248 nm) or ArF (193 nm) excimer lasers, at energies 181 milliJ, with 

temperature variation ranged between  500-700 ºC, and at oxygen partial pressures of 1,5, 

50 and 100 Pa. The obtained samples underwent XRD, SEM, and PL investigations. XRD 

data showed peaks at (002) and (004) at angles of about 35º, and 72º, respectively, which 

were attributed to ZnO, and a peak at an angle of about 70º which was attributed to silicon. 

The obtained nanostructures revealed smooth and rough morphologies, which varied with 

deposition conditions under SEM analysis. PL investigation revealed a jump or peak in its 

intensity at energies of 3.0-3.2 eV. This peak was sharp when the PL investigation occurred 

at temperatures higher than that of Room temperature, which shows the effect of 

temperature in improving their optical properties.  

 Zhu and co-workers, [45] studied the effect of thickness on the structural properties 

of ZnO thin films grown on Glass, with pulsed laser deposition under the following 

conditions, laser (KrF (248 nm)) energy 348 mJ/pulse, at frequencies of 5 Hz, under 

oxygen pressure of 12 Pa and at temperatures of 350 ºC, with varying deposition time 1.5 to 
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20 min. The authors registered highly transparent films, with increasing roughness 

(exponentially) and thickness (linearly) with increasing time of deposition. All the samples 

exhibited XRD peaks at 35 º which corresponds to the (002) crystallographic orientation. 

Moreover, these peaks showed an increase in height and decrease in FWHM with 

increasing time or thicknesses. The authors also investigated the electrical properties of 

these samples and analyzed their variation with varying deposition parameters, in particular 

variations in mobility, charge density, and resistivity were studied with increasing 

thicknesses.  In addition, the authors realized the blueshift of absorption edge with 

decreasing thicknesses which were speculated to be due to roughness and stress.  

 Ohshima and co-workers [46] deposited ZnO on different samples namely, Si (100), 

Silica glass, α-Al2O3 (0001), and Corning 7059 Glass, using pulsed laser deposition with 

energy fluence 2 J/cm2 , for 15 min, under oxygen environment of pressures 6.67*10-3 to 

26.7 Pa and varying temperatures from room temperature to 700º C. The XRD analysis 

showed (002) and (004) orientations. . The intensities and widths of the XRD peaks related 

to these orientations were fount to vary with pressure and temperature. The obtained 

samples showed high quality when examined with AFM and photoluminescence 

spectroscopy. 

 Young Rae Jang and co-workers [47], and Shatha Kassamani and co-workers [14], 

deposited ZnO on Si (100) and Sapphire substrate respectively. The samples deposited on 

Si (100) [47], were grown using, Nd Yag laser with an energy fluence of 1 J/cm2 and 

frequency of 10 Hz. The system was kept under oxygen partial pressure of 1 mTorr and  1 

Torr, with varying temperatures within the range of RT to 800º C. the GIXRD analysis 
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showed strong (002) and (103)  peaks with weak ones at (101), (102), (112) and (004) 

orientations. SEM analysis showed small grains for samples deposited at 1 mTorr and 

larger gains for those deposited at higher oxygen pressures (1 Torr). XPS and UV  PL 

spectroscopic measurements revealed the visible emission for optimal temperature and 

pressure, in addition to strong colleration between the (103) peaks and the UV emission 

intensities. Shatha Kassamani studied the effect of temperature and oxygen pressures on the 

ZnO films deposited on a sapphire substrate. She deposited samples at 725, 825, and 925 

degrees Celsius at oxygen partial pressures of 10, 25, 75, 100, 200, and 500 mTorr with 

laser energy kept at 400 mJ and repetition frequency of 20 Hz. All deposition were made 

for 20 min. The deposited samples underwent XRD and SEM analysis and showed (002) 

peaks depending on the average stain which change with increasing oxygen partial 

pressures and revealed variation of FWHM  with varying temperatures and pressures. SEM 

analysis showed larger and rougher grains as the pressure of the oxygen increased, 

revealing the optimal temperature for good quality films. Finally, Uv-Vis and infrared 

FTIR reflection studies were conducted from which optical properties were deduced.  

 

C. Review on Optical Properties of ZnO 

 Optical properties and physical processes in zinc oxide were studied extensively 

over the past few years. The determinants of these properties were found to be related to 

intrinsic and extrinsic effects in semiconductors, such as the transmission of electrons and 

holes between the conduction band and valence bands, excitonic formation, and its 

interaction with electrons and molecules found around it … [3]. Dopants were used to 
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further improve the properties of zinc oxide and manufacturing p-type and n-type zinc 

oxides. These dopants showed effect on excitonic phenomena leading to new concepts such 

as bound-accepter excitons, bound-donor excitons….[3]. With the era of lasers and lasing 

applications, zinc oxide found its role within this community, due to its stimulated, or 

spontaneous emissions within it. The excitonic, dopants, and emission directly affected the 

photoluminense properties of zinc oxide, which in turn were dependent on temperature 

during the experiments. The above-mentioned, properties and phenomena can be found 

elsewhere [3]. The important properties that this chapter will focus, are the 

photoluminescence, index of refraction, shifts within the spectrum, and nonlinear 

susceptibilities and properties.  

 M. Mosca et al [48] have deposited zinc oxide on different substrates; randomly-

oriented quartz (fused silica), sapphire, or GaN templates using PLD techniques. The 

obtained films were of high crystalline quality and exhibited good photoluminescence and 

emission properties on sapphire and GaN. The authors realized the effect of oxygen, zinc, 

and other defects, and dislocations on these properties. The article also reported the 

improvement of these properties with increasing temperature, in particular at  450, 600, and 

675 ºC and 1 Pa of oxygen partial pressure.  

 Millon et al [49] deposited various structured zinc oxides on various substrates with 

varying laser type and deposition conditions. The samples with several nanostructures, 

sizes, and thickness underwent thermal, optical, and electronic investigations.  The authors 

reported on  stress and mismatch affecting the optical properties. They further realized that  

zinc or oxygen vacancies were responsible for absorption and shift in the emission 
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spectrum such as green-level emission that were observed in photoluminescence 

experiments. The samples underwent a cathodoluminescence experiment which further 

emphasized the dependence of excitonic emission and optical responses on crystalline 

quality, defects, and structural imperfections. It also showed improvement in near band 

edge emission and limited the broadening of excitation level upon annealing the samples 

under oxygen gas at 800º C [49]. 

 M. Novotny and co-workers, [50] studied the characteristic of zinc oxide thin films 

grown on various substrates; MgO, polished sapphire, Fused silica by using PLD 

techniques. The samples were annealed in 10 Pa of oxygen atmosphere at 750 ºC. The 

structural, optical, mechanical, spectroscopic measurements were conducted on the 

samples. The authors reported reflectance and transmittance using numerical methods and 

analyzed them using the Cauchy dispersion relations. The samples showed transparent 

layers with multiple interferences that varied with film thickness and substrates. Moreover, 

the refractive and decay coefficients were evaluated using the reflectance and transmittance 

data.  The bandgap was also estimated, using Tauc’s plot method, which led to 3.28± 0.05 

eV regardless of the substrate type. Corrections on the bandgap energy were done to 

account for the Coulomb interaction and other effects within the film, which led to 3.38 ± 

0.01 eV for MgO and Fused silica and 3.41 ± 0.01 for sapphire. XRD and SEM revealed 

that ZnO deposited on MgO were single crystallized with basal orientation ZnO (0001) 

parallel to substrates.  On the other hand, the films deposited on sapphire were single 

crystal but their orientation was not basal and was shifted by 36º to the substrate. 

Spectroscopic studies were conducted by using slow positron implantation spectroscopy 
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(SPIS) which showed the defects and their concentration vs thickness, depth, energy, and 

substrate type. [50]. 

 Lei Zhao and co-workers [51] studied the structural and optical properties on ZnO 

deposited on quartz-glass, glass and Si (100) and quartz-glass substrates by PLD. In Ref. 

[51], the obtained samples underwent XRD analysis revealing c-axis (002) peak and peak 

corresponding to the (103) plane of the hexagonal structure. The temperature increased 

from 100 to 250 ºC at a step of 50 ºC, which showed an increase in the peaks and decrease 

of the FWHM. Furthermore, the films showed an increase in thickness with temperature. 

Photoluminescence spectra revealed UV emission within the range  100 - 250 ºC. This UV 

emission was speculated to be due to NiO sublayer between sapphire and ZnO. 

Furthermore, the deep-UV-level emission varied with defects, oxygen and zinc vacancies in 

particular. The samples were highly transparent with direct bandgap energy of 3.26, 3.26, 

3.36, 3.28 eV at deposited temperatures of 100, 150, 200, and 250 ºC respectively. [51]. 

The obtained samples, after annealing at a high temperature showed a drastic increase in 

intrinsic defects, which caused violet emission. In Ref [52], the obtained samples showed 

(002) orientation under XRD analysis. As the annealing temperature increased from 25 to 

150 ºC and the deposition time increased from 10 min to 2 hr,  the peak intensity and width 

of (002) plane decreased. Further increasing the annealing temperature to  300 and 450 ºC 

led to an increase in the (002) peak and decrease in its width. Note that the samples were 

deposited at a varying temperature within the range of RT to 500 ºC under oxygen partial 

pressure of 12 Pa). The authors studied the variation of FWHM and grain size with varying 

deposition temperature as mentioned above. Bandgap energy was measured to be of  3.29, 
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3.31,3.27, and 3.28 for deposition temperatures of RT, 200, 350. and 500 ºC respectively. 

Photoluminescence measurements were done with varying deposition temperature and 

annealing temperature. At RT the near band edge band at 3.18 eV was reported with no 

other peaks registered. In Ref. [53] the obtained samples showed (002) peaks with varying 

deposition temperature and oxygen pressures. The obtained samples were of wurtzite 

crystal structures. The authors also studied the variations of the film thickness versus 

deposition rate and showed a linear behavior with an average deposition rate of  3.5 

nm/min. Optically the samples showed high transmission (of 70%) in the visible range of 

the spectrum. The authors studied also absorptivity versus photon energy using the Eq. 

(4.1). [32-56] 

𝛼2 = 𝐴(ℎ𝛾 − 𝐸𝑔) Eq. (4.1) 

where Eg is the optical band gap, A is a constant, hγ is the photon energy,  

 α  is the absorptivity which is related to the transmittance by 𝑇 = 𝑒−𝛼𝑑  , where d is film 

thickness. Bandgaps of 3.25-3.27 eV were found,  which is in agreement with that of the 

bulk gap. The temperature and oxygen pressure showed smalled effects on the optical 

bandgap. On the other hand, the oxygen gas and pressure had a drastic effect on electronic 

properties, especially with the decrease of oxygen vacancies and hydrogen as an impurity 

within the film, and the increase of resistivity [53].  

 In a similar fashion Refs [3, 54-56], studied the relation between conductivity and 

photoluminescence properties of undoped ZnO grown by PLD on glass at varying pressure 

[54], and deposition temperature [55]. In  Ref [54], the obtained ZnO samples were smooth 

and showed c-axis orientation under XRD analysis, with high thermal conductivity. 
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However, the electrical and optical properties, in particular, surface conductivity were 

affected by oxygen vacancies leading to the formation of n-type ZnO. Photoluminescence 

measurements revealed near band emission at 2.2-2.5 eV corresponding to green-yellow 

luminescence which was attributed to deep level excitation, on the other hand, the green-

yellow band peaks decreased with increasing oxygen pressures during the deposition phase. 

The transmission of the samples improves from 60 to 90 % with the increase of oxygen 

pressures, leading to enhancements in their transparency. Moreover, direct bandgap energy 

measurement revealed the decrease of band energy from 3.34 to 3.30 eV when the oxygen 

pressure increased from 40 to 150 mTorr. The Moss-Burstein Shift was realized in these 

samples due to the widening of the bandgap with varying concentrations of defects [54]. In 

Ref. [55], apart from measuring the direct bandgap  using the above relation, given in  Eq. 

(4.1), the resistivity and refractive index were analyzed numerically using Sellmeir 

dispersion equations given below: [3, 32-56] 

𝜌 =
𝑅𝑝

𝑅𝑠
= 𝑇𝑎𝑛(Ψ)𝑒𝑖∆ Eq. (4.2) 

 

where Rp and Rs are complex reflection coefficients for p-polarized and s-polarized light 

waves respectively, Ψ and ∆ are ellipsometric parameters that are dependent on photon 

energy. [2, 32-56] 

𝑛(𝜆)2 − 1 = 𝑎 + ∑
𝑏𝑘𝜆

2

𝜆2 − 𝜆𝑜2

𝑘

 Eq. (4.3) 

The Eq. (4.3) is approximated as 
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𝑛(𝜆)2 = 𝐴 + 𝐵(
𝜆2

𝜆2 − 𝜆𝑜2
) Eq. (4.4) 

where A is the same as the refractive index at long wavelengths, B is the oscillator strength 

and λo is the resonance wavelength. [3, 32-56] 

 The measured refractive index of the obtained samples, grown at high temperatures, 

were within the range of 1.9-2.1, with lower values for the samples grown at low 

temperature due to their poor crystalline qualities. Near--Band, edge emission was realized 

with Photoluminescence measurements.  The measurements showed small peaks of deep 

level emission, at higher temperatures and no emission at room temperature,  which 

indicated amorphous ZnO at RT, consistent with XRD analysis. These experiments showed 

enhancement of optical qualities of ZnO films with varying temperatures, further clarifying 

the background of these emissions. After annealing, deep level emissions were revealed to 

be related to the concentration of oxygen vacancies within the samples. With the decrease 

of oxygen vacancies, deep level emission decreased and the quality of the film improved. 

Electronic (hall) measurements showed  the decrease of resistivity and increase an of the 

hall mobility with rising temperature [55]. In Ref [56],  ZnO was grown on Si, GaAs, 

corning glass, gold and titanium films, sapphire (c plane) substrates by CO2 laser 

evaporation technique with varying oxygen partial pressures. The XRD measurement 

revealed that most of the grown films are of (0002) orientations, with good crystalline 

qualities. Apart from electrical, acoustical, and transmission measurements, the samples 

refractive indices were measured using the following expression: 
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1

2𝑛𝑡
=

1

𝜆𝑖
−

1

𝜆𝑗
 Eq. (4.5) 

 

where λi(j) are the adjacent maxima and minima and t is the thickness measured by 

profilometric techniques [56]. The recorded value for n was 1.98-2.04 in the range of 550-

650 nm.  Moreover, thermodynamic measurement allowed the visualization of Zn and O 

isotopes within the obtained samples, clarifying the stoichiometric ratios of the constituents 

within the films and their impact on the sample properties with n-type conductivities. Note 

that for Si (100), infrared transmissivity was measured with an absorption band near 25 μm 

which was attributed to Zn-O stretching band.  

The measurements results will be summarized in the upcoming subsections that cover the 

optical properties of ZnO nanostructures deposited on various substrates and using different 

techniques.  

 

1. Refractive index of ZnO and like films: 

 Experiments conducted on ZnO showed anisotropic optical properties, the dielectric 

functions were studied using Kramers-Kronig relations. Zinc oxide thin films were deposited 

on different substrates and their index of refractions for both directions were measured. 

Numerical and simulations were also performed to better visualize the variation of the index 

of refraction. The best fit for the ordinary index was obtained using: [3] 

𝑛(𝜆)2 = 𝐴 + 
𝐵

𝜆2
+

𝐶

𝜆4
 Eq. (4.8) 
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where A, B, and C are numerical parameters  

 The Kramers-Kronig technique has been widely used to deduce the dielectric 

constants and the index of refraction of ZnO. Some authors used the first-order Sellmeir 

equation given below: [3] 

 

𝑛(𝜆)2 = 𝐴 + 
𝐵𝜆2

𝜆2 − 𝐶2
 Eq. (4.10) 

where A, B, and C are fitting parameters and λ is the wavelength 

 Many other experiments have been performed in studying and measuring the 

refractive index of ZnO. In addition, dopants were also added to study their effect on the 

dielectric and optical properties. [3]. 

 

2. Infrared optical properties of ZnO: 

 Although many studies on ZnO and its optical properties have been conducted, the 

majority of these studies have focused on UV and visible ranges of the spectrum, with few 

studies dedicated to mid or far-infrared optical properties. The majority of these infrared 

measurements were made with spectroscopic ellipsometry, which focuses on measuring 

equation 4.2 and extracting dielectric function and optical properties [32-43]. According to 

the literature, zinc oxide deposited on various substrates, most notably glass, sapphire, and 

silicon, has high UV absorption with almost no or low absorption in the visible and mid-
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infrared regions; in other words, zinc oxide can be considered transparent or with high 

transmissivity in the visible and mid-infrared regions. The literature also emphasizes that 

glass is the best candidate among the other substrates for depositing zinc oxide that 

possesses interesting properties and for a variety of applications or purposes. [3 ,32 - 43].As 

a result of reviewing recent articles on the infrared optical properties of zinc oxide, there is 

still a gap in addressing the infrared dielectric functions using Fourier transform 

spectroscopy (FTIR) [39], as well as the lack of manufacturing oxide reflectance or oxide 

hyperbolic metamaterial [57 - 59], and these are the points or research gaps that this thesis 

attempts to address.  

 

D. Impurities and Dopants in ZnO:  

 The optical and electrical properties are affected by point defects, vacancies, 

interstitials, impurities, antisites, dislocations, and other complexes formed during the 

deposition process. It is reported that the formation of defects can be visualized using the 

following relation: [3] 

𝑐 = 𝑁𝑒−
𝐸𝑓
𝐾𝑇  Eq. (4.11) 

where c: is the concentration of impurities or defects 

 N: concentration of the sites in the crystal where defects can form  

 Ef: formation energy of the point defect given by:  

𝐸𝑓(𝑞) =  𝐸tot(𝑞) − 𝑛𝑍𝑛𝜇𝑍𝑛 − 𝑛𝑂𝜇𝑂 − 𝑞𝐸𝑓𝑒𝑟  Eq. (4.12) 
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 Ef(q): formation energy of a point defect with charge state q  

 Etot(q): total energy of the system  

 nZn(O): number of zinc and oxygen atoms respectively 

 μZn(O): chemical potential for zinc and oxygen respectively  

 Efer: fermi energy 

 K: boltzmann constant  

 The formation of defects is governed by the chemical potential of zinc and oxygen 

respectively. It was shown that the most common defects or impurities arising in ZnO-based 

materials are zinc and oxygen vacancies, sometimes these defects lead to the formation of p-

type, or n-type effects, depending on the dominant impurities and their concentration. 

Experiments have revealed that n-type ZnO contains a high level of Zn leading to oxygen 

vacancies, on the other hand, p-type showed the opposite trend, i.e. Zinc vacancies are 

formed. To further understand and reduce these defects or impurities, theoretical methods 

have been developed. Scientists used the density functional theory with local density 

approximation and Hubbard models to predict the probability of defect formation, the energy 

levels of these impurities or defects, and their spread within the materials [3]. 

 First; principle calculations provided data on the mobility of these defects and their 

flow within the material with changing temperatures. These calculations revealed the 

introduction of annealing after deposition as a means to reduce these impurities or 
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compensate for the low level of oxygen or zinc.  However, not all impurities are related to 

oxygen or zinc. The optical and electrical properties were majorly affected with oxygen/ zinc 

vacancies or defects, emphasizing the limited effect of hydrogen or other defects on these 

properties up to certain concentrations [3,60-63].  

 Photoluminescence have been widely to study the defects in semiconductors [3]. It 

showed quantitative and qualitative data on the above-mentioned defects and impurities, in 

addition, it provided information on quantum efficiency, charge states, excited states ….[3]. 

These experiments allowed scientists to conclude that oxygen vacancies can lead to a green 

luminescence band in the emission spectrum of undoped ZnO materials [3]. 

Dopants have been used to enhance the properties of ZnO, some of these dopants are; Al [3, 

66-69], Ti [3], Nb [71, 72], Zr, Sn [69], WO3, Ga [68], Li [65] , Fl [70], and others [3, 24, 

73-78],. However, these dopants in their turn affected the optical properties that led to the 

emission of green, red, violet, blue and yellow luminescence bands [3, 24, 64-78].  

 

E. Summary  

 This script introduced the reader to zinc oxide (ZnO), discussing its various 

crystalline orientations and structures, as well as some of the different deposition 

techniques. Finally, and perhaps most importantly, it discussed the infrared optical studies 

of the deposited samples.  Therefore, it is, a brief review of recent research on this 

fascinating material and its applications. The review also discussed some of the defects that 
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may be present in most zinc oxide nanostructures, as well as dopants that can reduce these 

defects and even improve the ZnO film properties, particularly their optical properties. 
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SECTION III 

 

EXPERIMENTAL TECHNIQUES, INSTRUMENTS AND 

PROCEDURES 
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CHAPTER V 

INTRODUCTION TO PULSED LASER DEPOSITION 

TECHNIQUE AND DEPOSTION CONDITIONS 

 

Technological advances and developments in the solid state, materials, electronics, 

and energy delivery sectors have led to a renewed interest in the deposition of nanoscale 

and nanostructured materials for a wide range of applications. As a result, new deposition 

techniques have emerged, including the pulsed laser deposition technique. The rediscovery 

of PLD in the 1970s and 1980s paved the way for new scientific discoveries, advances, and 

new branches in physics, chemistry, materials science, and other fields. Therefore, this 

chapter will focus on the introduction of this technique while ignoring the theoretical 

concepts underlying sputtering and deposition, which can be found elsewhere [3,15,16, 24, 

25, 79-85 ]. It will begin by introducing the pulsed laser deposition system and its various 

components, which are the building blocks of PLD, followed by brief historical overviews 

and the majority of the achievements of this technique. In the following sections, the 

review will focus on the deposition of oxides, particularly transparent conducting oxides 

(TCO) such as indium tin oxide (ITO) and ZnO thin films and nanostructures [24,25]. To 

provide insight into the optimal functional and experimental parameters for achieving 

efficient oxide deposits. This will lead to a comparison of PLD with other deposition 

techniques, revealing some of the advantages and disadvantages of PLD. Finally, the 

chapter anticipates future areas and developments that may result from the use of pulsed 

laser ablation techniques 
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A. Pulsed Laser Deposition - introduction and equipment: 

 The emergence and acceptance of pulsed laser deposition, PLD, as one of the 

efficient deposition techniques are based on its applicability and versatility in comparison 

to other techniques. PLD is defined as “a physical vapor deposition process that is 

performed in a vacuum system and shares some process characteristics with molecular 

beam epitaxy and some with sputter deposition” [24]. As shown in the figs (17) and (18) 

below, a system consists of lasers and chambers where deposition takes place under high 

vacuum atmospheres or using high purity gases. 

 

Figure 17 : figure showing pulsed laser deposition (PLD) apparatus [191] 
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Figure 18: schematic representation of PLD system and deposition process [190] 

 

The PLD apparatus consists of the following main parts or components: 

1. Laser: It plays a significant role in depositing high crystalline and efficient films. 

Lasers impinging on the targets provide the surface of the target with suitable 

vaporizing energy. The vaporized or ablated energetic particles, forming the 

plume, tend to spread within the chamber. The evaporation and the kinetic 

distribution of the ejected particles or plume, highly depend on the wavelength of 

the incoming photons or lasing light, to that end different types can be used for 

different material deposition. The choice of the laser type depends on many 

factors, such as target type, target-laser interaction [15, 16, 24,25], energy 

fluence, the density of the material, and flow fluency within the chamber… each 
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of these underwent thoroughly investigation [15, 16, 24,25]. Some of the 

available and used lasers are ND-YAG (1064 nm, 533 nm), XeCl (308 nm), KrF 

(248nm), and ArF (193 nm) excimer lasers reaching UV and high energy lasers. 

[15, 16, 24,25]. 

 

Figure 19: schematic showing the different pulsed lasers and their effect on the target. 

[188] 

 

Figure 20: figure showing the different laser types that can be used in PLD along the 

spectrum. [189] 
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2. Optics: including lenses, mirrors, laser windows, quartz and beam splitters, and 

apertures. They aim to direct the lasing light, with minimum absorption and 

distortion, onto the targets. In some PLD apparatus, these lenses and apertures 

can be adjusted at suitable angles to align the laser onto the target, providing the 

most efficient alignments. [24, 25] 

  

3. Chamber: It is one of the main PLD parts, where the majority of the deposition 

process takes place. Starting with the ablation of the targets that forms a directed 

forward plume of ejected particles, which is deposited on the substrate. To that 

end, the chamber should be clean and sealed to avoid contaminants and wastes 

from entering within the film. Moreover, the chamber can handle high vacuum 

pressures or high pressures, this gives the privilege to deposit at ultra-high 

vacuum (10-7-10-6 mbar) or under a gaseous atmosphere with pressures reaching 

200 mbar. [15, 16, 24,25] 

 

4. Target holder: this includes manipulators or carousals capable of holding several 

targets, for multi-component deposition. The target can be rotated to avoid 

damaging or piercing from the energetic laser light and to obtain a uniform 

plume or homogeneous target vaporization. [15, 16, 24,25] 
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5. Substrate holder and heaters: this includes manipulators or holders, where the 

substrate(s) is (are) attached. In our case, the substrate is either held by 

Aluminum strips or using glues that can sustain high temperatures. The heater is 

attached to the substrate by non-oxidizing tubes and plates that radiate heat thus 

raising the temperature of the substrate up to 1000ºC. In addition, a substrate 

shutter is also attached to this holder, to seal the substrate from contaminants 

during the target-cleaning phase or protect it from any scratch or damage during 

alignment or target placement phases. The substrate can be moved vertically, 

thus changing the target-substrate distance.[15, 16, 24,25] 

6. Pumps: one of the advantages of PLD is to deposit thin films under ultra-high 

vacuum or gaseous atmospheres of high purity, with varying pressures. To that 

end, turbo-pump are used to pump the chamber down to 10-7-10-6 mbar and to 

introduce the adequate gases with controllable and varying pressures, some 

reaching up to 200 mbar. [15, 16, 24,25] 
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Figure 21: schematic shown PLD apparatus along with its equipment and deposition 

process [187] 

B. Historical Overview of Pulsed laser deposition: 

 The historical developments of pulsed laser deposition both theoretical and 

experimental, are divided into three chronological periods: [16, 25] 

 The 1960s:  Rudimentary experimental work was conducted during this period 

because the technology base for PLD was in its initial phase and not fully developed. For 

example, some of the lasers available during this period were ruby lasers, Nd glass lasers, 

and CO2 lasers used at the end of this period. Even with low power and primordial lasers, 

thin films, on various substrates, semiconductors, insulators, dielectrics, chalcogenides and 

organic materials were deposited. However, PLD has remained in the laboratories and is 

being researched for further improvements and developments. [24,25] 

 The 1970s: a major advancement occurred during this period due to the electronic 

development and availability in further improving this system and incorporating it into new 
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areas. Another advancement in the technical areas is the development of highly efficient 

second harmonics used for short wavelength radiation, further improving the deposition by 

reducing splashing and obtaining congruent evaporations. These further improved film 

qualities, and opened doors for new films deposition on various materials, such as III-V 

semiconducting thin films and high T superconductors. [16, 24,25] 

 The 1980s:  major improvements were done during this period with the discovery and 

availability of laser, which improved the quality of films drastically and opened the door for 

new material deposition. As such,  II-VI compound semiconductors were deposited using  

ND-YAG laser. In addition, single crystal and heteroepitaxial growth of thin films was 

performed, compared to molecular beam epitaxy (MBE) and other available deposition 

techniques. Superlattices, silicon semiconductor films and III-V semiconductor films 

continued to be studied and deposited. In summary, during this period, a large number of 

films and nanostructures were prepared, such as nitrides, oxides, and fluorides to name a few, 

with improved crystalline, mechanical and optical properties. [16, 24, 25] 

 From the 1990s to the present day, PLD saw drastic improvements both theoretically 

and experimentally. New complex materials with high purity were deposited such as Nitrides, 

Oxides, superconductors, optoelectronic devices, Perovskite, and biological materials. 

Moreover, with the technological development, these PLD-deposited materials led to the 

development of LEDs, OLEDs, nanowires, nanotubes, Single and multi-wired nanotubes, 

protecting coatings, wideband gap dielectrics, and hybrid systems. In addition, the PLD 

system was improved further, with the use of plasma and ions leading to Plasma assisted 

PLD, ion-assisted PLD, and others. These improvements further assisted and facilitated in 
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depositing films that were considered hard or impossible, such as boron nitrides (BN), 

hexagonal-AlN and super-lattice structures, polymers ceramics, and organic or inorganic 

materials for biosensors and related nanotechnologies, just to name a few. Theoretically, 

Monte Carlo and Molecular simulation improved our understanding and vision about thin 

films and their properties such as solving Green’s equation to visualize the thermal 

conductivity of thin films or related materials, or the Matrix method for detecting optical and 

electrical properties of various systems [1,3, 81-86]. As we continue to improve our 

technologies, we will further improve PLD systems and discover new ways of deposition, or 

even new material depositions, such as room temperature superconductors, ferroelectric and 

magnetic materials, and nanotechnologies. [4, 15, 16, 24, 25] (and references mentioned in 

the previous chapter IV) 

 

C. Advantages and disadvantages of Pulsed laser deposition: 

 PLD, like any other technique, has advantages and disadvantages. To evaluate and 

improve PLD systems, it was compared to other available deposition techniques, such as 

Molecular beam epitaxy (MBE), chemical vapor deposition (CVD), Ion beam deposition, 

physical vapor deposition, ion vapor deposition, metal-organic chemical vapor deposition 

(MOCVD), physical-chemical vapor deposition (PECVD), and sputtering (RF-sputtering, 

magnetron, and neutron sputtering technique). This qualitative comparison revealed that 

PLD has the following benefits: [16, 24, 25] 

• Can be used for epitaxial growth 

• Can be used for hetero-structural deposition 
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• Possessed relatively high deposition rates compared to other deposition 

techniques 

• Can deposit material at low temperatures 

• Has good adhesion or improved film deposition using energetic deposition 

processes 

• Low cost  

• Easy material change during experiments or maintenance 

• Efficient deposition of materials on the substrates using different targets 

It also reflected the following drawbacks or disadvantages:  

• The deposited films by PLD does not have large areas 

• Particulates and impurities can be introduced within the film from the chamber, 

or the gases used during deposition.  

 However, the disadvantages listed above can be mitigated or controlled by using 

ultra-pure materials or cleaning techniques. Furthermore, the benefits far outweigh the 

drawbacks, making it a promising technique for depositing various nanostructures. These 

disadvantages or drawbacks must be addressed before PLD can be used commercially and 

industrially to replace other deposition techniques, but for the time being it remains a 

research and development technique [3, 16 24]. 

 To demonstrate the benefits and drawbacks of PLD in comparison to others, we 

have summarized all necessary positive and negative points in the table below: 
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Advantages of PLD Disadvantages of PLD 

The stoichiometric similarity concerning 

the targets 

Splashing or degradation of the film 

Low costs Small area coverage 

Controllable temperature, pressure, 

The energy of the laser and target-substrate 

distances 

Particles, impurities, and defects within the 

deposited materials 

Deposition at lower temperatures Film fluctuation especially at edges 

Easy change of parts  

Various laser types  

High deposition rates  

Multi-layer and hetero-structure deposition  

Table 1: Table summarizing some of the advantages and disadvantages of pulsed laser 

deposition compared to other deposition techniques [16, 24, 25] 

 

D. Growth and deposition experiments: 

 As previously stated, PLD is a device that can be used to fabricate and grow various 

materials and structures. As noted previously, it is a process that has similarities to 

molecular beam epitaxy and sputtering techniques. To that end, our PLD apparatus, which 

is depicted below, is made up of a KrF excimer laser ( of 248 nm in wavelength, 20 ns 

pulse duration). The excimer laser energy can be adjusted from 100 to 600 milliJoules, as 

well as the frequency, which can be set to as low as 1 Hz or as high as 50 Hz. The laser 

light is focused onto the target ceiled into the ultra-clean chamber via lenses and quartz 

mirrors. 
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Figure 22: figure showing our pulsed laser deposition [199] 

 The Growth of ZnO thin films on glass substrates consists of several stages and 

phases which are elaborated below: [15, 16] 

 

1. Cleaning and substrate preparation: the glass substrates are cleaned to remove any 

contaminant present on its surface. The cleaning procedure starts by placing the 

samples into pure acetone heated to 55 ºC for about 10 min. Afterward, the samples 

are placed within pure methanol, heated to 55 ºC for about 10 min as well. Then the 

substrates are rinsed with deionized or distilled water for about 2 min and finally 

dipped in pure methanol for about 5 seconds.  Lastly, the cleaned substrates are 

removed from the methanol, dried by nitrogen gas, and placed into the chamber, by 

mounting it onto a silver plate (serving as substrate holder).  

2. Target installation and alignment: the laser and PLD system is turned on before the 

cleaning phase. After placing the substrate, the substrate shutter is closed to avoid 

contaminants during the alignment from falling on its surface. Plexiglass is replaced 
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in place of the target, and the laser is adjusted at a maximum HV of 27 kV and a 

frequency of 1 Hz. The laser hits a point on the plexiglass, which is marked. A 

needle is placed on this marked spot, showing the position of the plume that hits the 

substrate, to which the substrate is rotated to maintain maximum alignment between 

the needle and the target. This alignment is done to maximize the deposition of the 

target on the substrate. Before replacing the ZnO target, the chamber is cleaned with 

pure isopropanol and dried with nitrogen gas.  

3. Vaccumization: the target is placed into the PLD chamber, after drying the chamber 

with nitrogen gas. Then the chamber is ceiled by a wooden clamp. The chamber is 

then pumped, reaching high vacuum pressures up to 10-5-10-7 mbar.  

4. Heating and pressure adjustment: The thermostat is adjusted to the desired 

temperature. In our experiment, the substrates are heated to 350 ºC, at a rate of 700. 

After stabilizing the temperature, oxygen gas is injected into the chamber to reach 

the required pressures. To maintain these pressures the flow rate of the gas is 

adjusted. In our procedure, the deposition was performed under a partial oxygen 

pressure of 0.12 mbarr, with an adjustable flow rate of   315-320 sccm. [45] 

5. Cleaning the target: once the required pressure is adjusted and maintained, the laser 

is set on a maximum HV of 27 kV with a repetition rate (frequency) set at 10 Hz. 

Then the substrate shutter is closed and the target is cleaned pulsed, for about 5 to 

10 mins.  

6. Deposition: after pulsed-cleaning of the target, the substrate-to-target distance is set, 

which in our case is 5 cm. The laser mode is replaced under ENG-NGR mode, 

which is the energy mode, and through a laser controller, the energy of the laser and  
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its frequency is adjusted. Finally, the substrate shutter is open, and deposition is 

executed for a specific period. In our procedure, the samples were deposited with 

laser energy of  350 mJ at a repetition rate of 5 Hz.  The deposition time was varied 

from 15 min to 2 hour and 30 min, to study the effect of thickness on the properties 

of zinc oxide. [45] 

7. Cooling and characterization: lastly, the samples are cooled down under oxygen 

partial pressure of 0.12-0.14 mbarr, to room temperature. Afterward, the chamber is 

ventilated and the samples are extracted to be analyzed. The characterization 

techniques and experimental devices will be introduced in the upcoming chapters.  
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Deposition 

conditions 

 

Sample 

2 

 

 

Sample 

3 

 

 

Sample 

4 

 

 

Sample 

5 

 

 

Sample 

6 

 

 

Sample 

7 

 

 

Sample 

8 

 

Laser energy 

(milliJoules) 
340 348 348 348 348 348 348 

Repetition 

frequency 

(Hz) 

5 5 5 5 5 5 5 

Vacuum 

pressure 

(mbar) 

3*10-5  3*10-5  3*10-5  3*10-5  3*10-5  3*10-5  3*10-5  

Oxygen 

partial 

pressure 

(mbar) 

1.4*10-1  1.2*10-1 1.2*10-1  1.2*10-1  1.2*10-1  1.2*10-1  1.2*10-1  

Oxygen flow 

rate (sccm) 

332 

 - 

334 

315  

- 

322 

315 

 - 

320 

315 

 – 

320 

314 

- 

320 

315  

-  

325 

310 

- 

320 

Temperature 

(ºC) 
350 350 350 350 350 350 350 

Deposition 

duration 

(min) 

About 

 30 

About 

35 

About 

40 

About 

45 

About 

50 

About 

60 

About 

75 

Table 2: Table summarizing the conditions used for depositing samples 9  to 11 and 17 to 

19 by pulsed laser deposition  
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Deposition 

conditions 

 

Sample 9 

 

 

Sample 10 

 

 

Sample 11 

 

 

Sample 

17 

 

Sample 

18 

 

Sample 

19 

 

Laser energy 

(milliJoules) 
348 348 348 348 348 348 

Repetition 

frequency (Hz) 
5 5 5 5 5 5 

Vacuum 

pressure (mbar) 
3*10-5 3*10-5 3*10-5 3*10-5 3*10-5 3*10-5 

Oxygen partial 

pressure (mbar) 
1.2*10-1 1.2*10-1 1.2*10-1 1.2*10-1 1.2*10-1 1.2*10-1 

Oxygen flow 

rate (sccm) 

319 

- 

325 

319 

- 

325 

319 

- 

325 

150  

- 

160 

150  

- 

160 

150  

- 

160 

Temperature 

(ºC) 
350 350 350 350 350 350 

Deposition 

duration 

(min) 

 

About 

55 

 

 

About 

15 

 

 

About 

120 

 

 

About 

90 

 

 

About 

115 

 

 

About 

150 

 

Table 3: Table summarizing the conditions used for depositing samples 9  to 11 and 17 to 

19 by pulsed laser deposition  
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E. Summary and future trends of PLD: 

 PLD has been and will be used for the future deposition of oxides, nitrides, and 

other complex nanostructures. Anticipated application areas for PLD include nano-sized 

wires, large-area coatings, multilayer and heteroclastic structures, and p-type and n-type 

doped oxides. Not to mention biological materials, ferroelectric and magnetic oxides and 

similar materials. Plasma-assisted PLD and ion-assisted PLD promise a reduction in film 

inhomogeneity, film fluctuation, and an improvement in film quality by avoiding or further 

reducing impurities and particles that reach the substrate during the deposition phase. As 

the technology develops, new accessories will be manufactured to further enhance the PLD 

system and make it available to commercial and industrial markets. 
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CHAPTER VI 

X-RAY DIFFRACTION (XRD) 

 

 X-ray diffraction (XRD) is a technique used to characterize the crystal structure of 

various nano/micromaterials, as well as to study the size of particles and deduce some of 

their properties. It can also be used to characterize electrical and liquid solutions. When 

electromagnetic radiation falls on any periodic structure with a specific orientation and 

geometric variation, diffraction patterns and effects are visualized. This diffraction 

phenomenon is affected by the interatomic distance between the crystals or planar arrays 

that form the geometric structure under study, which is usually between 0.15 and 0.4 nm, 

corresponding to an electromagnetic spectrum with energies ranging from 3 to 8 keV, and 

therefore the use of X-ray diffraction [16, 120,127-129]. To this end, after defining X-ray 

diffraction, this section will focus on the phenomenon and techniques of diffraction, 

mentioning the different types of radiation used, concisely covering the theoretical 

background necessary to understand the X-ray diffraction process, and finally covering the 

experimental procedures followed during our characterization measurement and X-ray 

diffractometry apparatus. Finally, the script will provide a summary of the descriptive 

analysis as well as a list of references used. 

 

A. Types of radiation used in diffraction 

  Three types of radiation are commonly used in diffraction processes and 

characterization: X-rays, electrons, and thermal neutrons. [9, 96 , 118-120] 
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 X-rays with photon energies ranging from 10 to 100 KeV can penetrate the crystal 

and are easily scattered by electrons. X-rays can determine a variety of characteristics and 

structural studies, but they can't pinpoint the location of light atoms like hydrogen or 

helium, and they can't tell the difference between different isotopes. The X-ray diffraction 

mechanism focuses on scattered radiations that are coherent and in phase with the incidence 

radiation, with no significant changes in its wavelength.[ 9, 96 , 118, 119] 

 Electrons' interactions with interatomic particles and molecules are highly 

dependent on the charge of the molecules that make up the investigated samples, so 

electrons can only penetrate a few Angstroms within crystal layers. Thus, the use of 

electron diffraction is well-known for the surface layer and surface crystalline studies; 

typical applications for such surfaced analysis include thin films. [10, 96 , 118, 119] 

 Slow-moving neutrons (typically thermal neutrons) with wavelengths compatible 

with interatomic distances can interact with the investigated samples in a variety of ways. It 

can penetrate deep into non-magnetic materials, reaching the nuclei. Furthermore, neutron 

elastic and inelastic scattering can provide a wealth of information about the samples being 

studied and can distinguish between isotopes of the same element. Because neutrons have 

no charge, their interaction is highly dependent on their energy; thus, measurements 

registering any change in neutron energy and direction of its inelastic scattering are 

commonly used in studying and characterizing that are based on neutrons. Materials with 

magnetic fields, on the other hand, can affect the depth and interaction with the incoming 

neutrons; for example, a neutron scattered elastically can provide data on the magnetic 

moment distribution within the examined samples. [9, 96] 
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Figure 23: Sketch showing X-ray diffraction process [123] 

 

Figure 24: Sketch showing electron diffraction process [121] 

 

Figure 25: Sketch depicting Neutron Diffraction process [124, 125] 
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Figure 26: Figure illustrating the difference of X-ray, electron, and neutron diffraction 

patterns [130] 

 

 

B. Bragg Diffraction Law 

 The reflected diffraction of monochromatic rays incident on a crystalline sample's 

surface is highly dependent on the wavelength and geometric structure of this surface. 

W.L.Bragg proposed and presented a simple picture and a simple equation describing these 

diffraction conditions in the 1913s to establish the conditions where diffraction is noticed. 

As a result, the crystalline structure is represented by a set of planes containing the crystal's 

atoms, with each plane separated by a distance known as interatomic or interplanar 

distances, as shown in the fig. (27) below. [9, 96, 118-120] 

 

Figure 27: Sketch depicting the diffraction process from a set of planes arranged along 

with the crystalline samples [9, 118] 
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 The incident radiation is reflected from the set of planes that make up the samples, 

as shown above, much like a light ray is reflected from a mirror surface!! The reflection in 

this Bragg's image is specular, which means that the incident angle of the incoming rays 

must be equal to the reflected angles. The reflected rays continue along their path and are 

interfered with each other at the detector. According to the interference phenomenon, only 

constructive interference can attribute to physical reflection patterns, whereas destructive 

interference will prevent any reflected beam from appearing. As a result, constructive 

interference necessitates that the path difference between the rays is an integer multiple of 

the wavelength, as shown in the Eq. 6.1 below: [9, 96, 118-120] 

2𝑑 sin(𝜃) = 𝑛𝜆 Eq. (6.1) 

  Where d denotes the interplanar distance, n denotes the order of reflection, 𝜆 is the 

wavelength of the incoming x-rays, and 𝜃 is the angle between the plans and the incident or 

reflected rays, as shown in fig. 28 above. This is Bragg's equation for diffraction, which 

holds for all wavelengths up to and including to 𝜆 ≤ 2𝑑. [9, 96, 118-120]  

 As previously stated, the Bragg conditions show that the diffraction is heavily 

influenced by the wavelength and angle, i.e. the geometric structure of the sample. As a 

result, either the wavelength or the angle can be varied until the above condition is met, 

providing new information about the structure and crystallinity of the samples under 

investigation. Typically, for a given set of incident wavelengths, the angle is varied by 

rotating the sample, revealing previously unseen features that are revealed by crystal 

symmetries and satisfying diffraction conditions. [9, 96, 118-120]  
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 Finally, the Bragg diffraction conditions are a simple and crude model that explains 

the diffraction process without mentioning anything about scattering phenomena, and 

structure factor of the atoms that compose the crystal,  which must have a high influence on 

the diffraction patterns or must have information about the various crystalline-

properties under examination. [9, 96, 118-120] 

 

C.  Diffraction Condition and Scattering Factor  

 The crystal properties are invariant under translation of the form T=ua+vb+wc, 

where (u,v,w) are integers and (a, b, c) are unit vectors along the axes of the crystal. Since 

any physical property of any crystal can be deduced from the electronic density of states, 

then the density of states should be invariant as well under this translation. [9, 96, 118-120]  

𝑛(𝑟 + 𝑇) = 𝑛(𝑟) [9] Eq. (6.2) 

where n is the density of states and r is a vector represented in Cartesian coordinates by 

r=xa+yb+zc. For the sake of simplicity, we will limit ourselves to one dimension and then 

generalize it to higher dimensions. One can demonstrate that the density of states can be 

expanded in a Fourier Series with the Reciprocal Space (Refer to the  Appendix A) as 

follows: [9, 96, 118-120] 

 𝑛(𝑥) =  ∑ 𝑛𝑝𝑒
𝑖
2𝜋𝑝

𝑎
𝑥        [9]𝑝  Eq. (6.3) 

 Here the density of state was expanded over the Reciprocal Space using the 

Complex Fourier Series, with  
2𝜋

𝑎
 denoting the length of the Brillouin Zones (also refer to 

the Appendix A). Since n is used to derive the physical properties of the crystal as 
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mentioned, it should denote a real function. Thus, it should satisfy the following condition: 

[9, 118] 

𝑛𝑝 =  𝑛−𝑝
∗     [9] Eq. (6.4) 

where the * denotes for complex conjugate. This can be extended to high dimension as 

follows: [10]  

𝑛(𝑟) =  ∑𝑛𝐺𝑒𝑖𝐺𝑟        [9]

𝐺

 Eq. (6.5) 

where G denote the lattice vectors in the reciprocal space or Fourier Space (Refer to the 

Appendix  A) [9, 118].  

 Consider the incident x-rays falling on the sample, which are represented by 𝑒𝑖𝑘1𝑟  

where k1 is the incident wavevector ( where the amplitude and time component of the 

incoming beams or waves, are dropped for the sake of simplicity). Similarly, scattered 

waves are denoted by 𝑒𝑖𝑘2𝑟  where k2 represents the scattered  wavevector. [9, 118] 

 Given that the amplitude of a wave scattered from a space within a volume V 

sample is proportional to the electron local density of states, it can be demonstrated that the 

amplitude of  theelectromagnetic scattered waves is proportional to the following: [9, 118] 

𝐹 =  ∫𝑛(𝑟) 𝑒𝑖(𝑘1−𝑘2)𝑟𝑑𝑉= ∫𝑛(𝑟) 𝑒−𝑖∆𝑘𝑟𝑑𝑉  [9]  Eq. (6.6) 

 

where ∆k = k2-k1 or k1+∆k = k2 [9, 118],  and is defined as the change in the scattered 

wavevector or changes to the wavevector caused by scattering processes. By plugging 

equation Eq. (6.5) into equation Eq. (6.6), one obtains: 
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F= ∑ ∫ 𝑛𝐺𝑒𝑖(𝐺−∆𝑘)𝑟   𝑑𝑉     [9]𝐺  Eq. (6.7) 

 The above equation should satisfy the following 𝐺 = ∆𝑘, and Eq. (6.7) reduces to       

𝐹 = 𝑉𝑛𝐺  [9], showing that the scattering factor is independent of the directional  charge 

distribution, and the magnitude of the wavevector reduces to:  

(𝑘1 + 𝐺)2 =  𝑘22 Eq.(6.8) 

 

 The conservation of energy must be satisfied during the scattering process, which 

means that the incident and reflected or scattered rays must have the same energy. As a 

result, the incident and scattered wavevectors must have the same wavevector, in other 

words, k1=k2=k. This reduces the above equation, Eq. (6.8) into:[9, 96, 118-120] 

2𝐾. 𝐺 = 𝐺2 [9]  Eq. (6.9) 

 Note that –G and G both represent the same reciprocal lattice vectors and their 

amplitudes are the same. As a result, G can be denoted as G = hb1 + kb2 + lb3, where (b1, 

b2, b3) are the reciprocal unit vector and (h,k,l) are integers known as miller indices, which 

are the indices of the crystallographic plane where the diffraction processes take place. 

Having the angle between k and G to be 𝜃, the above last equation reduces to the Bragg 

Diffraction law, with d representing the interatomic distance along the [hkl] direction or 

parallel to the plane (h/n, k/n, l/n) and n here being the integer denoting the order of the 

diffraction. [9, 118]  

 The classical scattering theory predicts that as the angle 2𝜃 between the incident and 

scattered  waves increases, the scattering efficiency decreases, which is attributed to the 
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electron distribution over a volume with a diameter compatible with the x-ray wavelength 

[118]. As a result, the scattering radiation of a single electron or particle after accounting 

for the surrounding interferences is of the form 

𝑓𝑖 = ∫𝑛𝑖(𝑟)𝑒
−𝑖𝐺𝑟𝑑𝑉  [118] Eq. (6.10) 

where index “i” refers to the i-th atoms within the crystal.  

 Assuming that α is the angle between r and G, one obtains for fi expressed in Eq. 

6.10 considering spherical coordinates within the integration:  

𝑓𝑖 = 2𝜋 ∫𝑛𝑖(𝑟)𝑒
−𝑖𝐺𝑟𝑐𝑜𝑠(𝛼)𝑟2𝑑𝑟𝑑(cos(𝛼))  [9, 118] Eq. (6.11) 

𝑓𝑖 =  4𝜋 ∫𝑛𝑖(𝑟)𝑟
2𝑑𝑟 

sin(𝐺𝑟)

𝐺𝑟
  [9, 118] Eq. (6.12) 

 

with 𝐺𝑟 =  
4𝜋 sin (𝜃)

𝜆
 

Finally, upon performing the integration  the atomic scattering factor reduces to:  

𝑓𝑖 =   𝑍
sin(𝐺𝑟)

𝐺𝑟
 [9, 118] Eq. (6.13) 

 

 where Z is the number of the atomic electrons within the crystal. [9, 96, 118-120] 

 For small Gr, which is often the case, the atomic scattering factor reduces to the 

electron number. As a result, the atomic scattering factor can be calculated using the charge 

density distribution, as demonstrated by the Hartree-Fock self-consistent distribution 
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function [118]. Although atomic bonding can change the electron charge distribution, the 

scattering is close to the Hartree-Fock expression, which can be investigated by changing 

the angle in the Bragg Law without changing the X-ray wavelength. Because mass is in the 

denominator in the scattering theory, and because neutrons are heavier than electrons, X-

ray scattering by neutrons is usually negligible and will not influence the electronic x-ray 

data.[118] 

 The diffraction theory that is expressed as ∆k =  G may further be restricted by the 

geometrical representation, which is expressed through the Laue Eqs. (6. 14) as shown 

below:  

𝑎. Δ𝑘 = 2𝜋𝑢 

𝑏. ∆𝑘 = 2𝜋𝑣 

𝑏. ∆𝑘 = 2𝜋𝑤 

 

Eq. (6.14) 

where again (a, b, c) are the unit vectors along the axis, and (u, v, w) are integers presenting 

the magnitude of the vector. [9, 118] 

 The first equation of the preceding expression, namely Eq. (6.14), confines ∆k 

within a cone along the direction a. Similarly, the second and third equations of the 

preceding expression limit the ∆k within a cone along b and c, respectively. As a result, ∆k 

must satisfy the three previously stated conditions, which are maintained by varying and 

searching for an appropriate wavelength or crystal orientation, the latter by rotating the 

samples or changing the angle 𝜃. [9, 118] 
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Figure 28: sketch illustrating the Laue diffraction conditions, showing the cones along 

the different orientations [126] 

 

D.  Structure Factor  

 The structure factor considers the impact of the various types of atoms and 

molecules present in the crystal, as well as defining the positions of the atoms within the 

unit cell. Defects or different atoms within the crystal can scattered incoming radiation out 

of phase with that scattered by the main atoms composing the crystal, along with certain 

(hkl) directions. [9, 96, 118, 119] 

 Consider a solid with N atoms in its basis. Assume that all of these atoms are placed 

along the (hkl) plane, with no atoms above or below these planes, and are separated by dhkl. 

The first-order x-ray reflection has the highest and maximum efficiency; however, all 

remaining planes reflect with an angle of 2π lag in phase compared to the prior plane. 

However, in practice, some atoms usually occupy positions along with the above and below 

(hkl) planes, resulting in scattered waves from each atom that are out of phase with each 

other. [9, 96, 118, 119] 
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 As the diffraction condition codified as ∆k = G is satisfied the scattering factor, 

mention in the previous section, for such crystal with N atoms or cells can be written in the 

following manner:  

F = 𝐹𝐺 =  𝑁 ∫𝑛(𝑟)𝑒−𝑖𝐺𝑟   𝑑𝑉 = 𝑁𝑆𝐺   [9] Eq. (6.15) 

 

 In the above equation, the integration runs over a single cell, and SG is the structure 

factor. As can be seen, the scattering factor from each atom or cell is proportional to the 

structure factor, which is coded in the preceding expression [9, 118]. The structure factor 

further reduces the intensities of the scattered rays in various materials by imposing 

additional restrictions in addition to the diffraction conditions, for example, for the BCC 

lattice the structure factor is zero when the sum (h+k+l) is an odd integer, whereas for the 

FCC lattice the structure factor is non-zero when h, k, and l are either all even or all odd. [9, 

96, 118, 119] 
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E. Our X-ray Diffractometer and Experimental procedure 

 

Figure 29: figure showing our Bruker AXS D-8 Advance Bragg Brentano diffractometer 

[129, 199] 

  

 The X-ray measurements and analysis were carried out using the D-8 Advanced 

AXS Bruker Bragg-Brentano available at our CRSL labs, with an analysis mode-locked at 

θ/2θ mode, which corresponds to the variation of the output beam angle coupled at the 

same time with the incident angle, in other words, the incident and scattered angles are 

equally varied, with a constant specified wavelength at all times during the measurement. 

The D-8 Advance AXS XRD diffractometer is outfitted with a copper x-ray tube that emits 

Kα and Kβ radiations, the latter is eliminated using Nikel filters, and the former includes Kα1 

and Kα2 which is removed by the EVA software. After passing through Nickel filters and 

focusing mirrors, x-rays with wavelengths of 1.5418 Angstrom are directed towards the 

samples under investigation. The scans were carried out using Bragg-Brentano geometry 

and the following experimental parameters: The copper tubes were set to 40 KV voltage 

and 40 milliAmpere current, and the angle 2θ was varied in increments of 0.02 degrees 

from 5 to 90 degrees, with scan speed for each step set to 1 sec. [16, 129]  
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 Following the measurement, the obtained data is collected by the detector and 

analyzed by the EVA software, displaying the crystallinity and any defects found within the 

sample. A search and match analysis performed by the EVA software and the International 

Center for Diffraction Data (ICDD) identifies the XRD patterns [16, 129]. XRD 

measurements were performed separately on the ZnO targets, the substrates used, and the 

various thin films deposited on the substrates to assess the crystallinity and to compare the 

XRD patterns of the samples with those of the target and substrate. It should be noted that 

the obtained XRD patterns were normalized, which eliminated the background noise 

present during the experiment, and that the total width at half maximum (FWHM) was 

calculated by selecting an area in the EVA software that contained the required peak. [16, 

129] 

 

Figure 30: figure showing sample holder used in our XRD measurements [129] 
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Figure 31: figure representing the EVA software used in identifying the obtained peaks 

[129] 

 

 

 

Figure 32: Figure showing an example of FWHM measurement with EVA software 

[129] 
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F. Summary  

 This chapter introduced the reader to the technique of X-ray diffraction (XRD), 

covering the different types of radiation used for diffraction and diffractometers, as well as 

some of the theoretical underpinnings of the apparatus, such as Bragg diffraction 

conditions, Laue equations, structural and scattering factors. Finally, and perhaps most 

importantly, this chapter described the experimental procedures and steps we followed 

during our experiments, as well as our X-ray diffractometer (Bruker apparatus). 
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CHAPTER VII  

SCANNING ELECTRON MICROSCOPY (SEM) 

 

 Scanning electron microscopy (SEM) is a technique that uses electron beams to 

scan the surface of nanomaterials and produce an image of the sample surface. SEM can 

provide a three-dimensional perspective as well as a morphological view of the samples 

being studied. Therefore, SEM can be used to visualize small samples with nanometer 

scales ranging from 10 to 20 nm in diameter [96]. This section will start by presenting the 

scanning electron microscopy system, briefly introducing its different parts, and then it will 

present some of the applications in which the SEM plays a crucial role; moreover, it will 

predict the future areas and developments that could follow the incorporation of the SEM 

or similar devices [99, 113]. 

 

A. Scanning Electron Microscopy - introduction and equipment: 

 The advent of electron optics in the 1930s prompted the search for new electron-

optical instruments of various types [87-99]. Transmission and scanning electron 

microscopy were some of these devices. The word microscope is etymologically derived 

from the Greek words micros, which means small, and skopeo, which means to look at 

[87]. As the name implies, electron-scanning microscopy examines or enlarges materials or 

devices that are invisible to the naked eye [87-99]. Because electrons have shorter 

wavelengths than optical lights, they can be focused or impinged on materials at nanometer 
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scales, revealing more material features than optical microscopes [87-89, 92, 96]. Images or 

features are obtained in a scanning electron microscope (SEM) by analyzing a high-energy 

electron beam on the sample surface, thus the name scanning electron microscope (SEM) 

[87, 88-98]. Modern SEMs can enlarge or magnify the investigated objects to the point 

where they can resolve or reveal features smaller than one nm in dimension. Furthermore, 

the impinging electrons emit x-rays with specific energies that can be used to detect the 

composition of the investigated materials. In summary, “SEM is a material characterization 

tool that provides information about surface or near-surface structure, composition, and 

defects in bulk materials” [87]. To that end, it has accompanied scientists in their 

experimental work since its inception, and with its continued advancement, the SEM is now 

used in a wide range of disciplines and industries. [87-98]  

 

 

 
Figure 33: figure showing scanning electron microscopy apparatus [108, 114] 
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Figure 34: schematic representation of scanning electron microscopy [108] 

 

 

 The electron column, chamber, and controlling system are the main components of 

SEM, as shown below, in addition to other instruments or parts, such as optical lenses, 

apertures, aberration systems of various types, Stigmators, scanning coils, magnifiers, 

chambers, pumps, heaters, chillers,  stages, sample holders, infrared cameras and detectors,  

that function as basic but play an important role in achieving highly demanding 

microscopic applications [16, 87-98, 115, 116]. As a result, this script will summarize the 

essential components and parts of the SEM system: [87-98] 
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Figure 35: Sketch showing the constituent parts of an SEM [114] 

 

1. Electron Column: it is a long cylindrical body located above the chamber that contains 

electron guns or sources, lenses, coils, and apertures to focus the incoming electron on 

the investigated samples [87-98]. 

 

Figure 36: figure showing electron column located in an SEM along with its 

constituting parts. [200] 
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2. Electron Guns or Sources: The primary function of electron sources is to generate 

electrons and accelerate them towards samples for various applications. Electrons are 

aligned towards the investigated samples by electromagnetic forces using voltages 

ranging from 2 to 30 kV depending on the type of investigation and required 

parameters. To ensure that a large number of electrons reach the samples, the electron 

gun is usually stored in a highly vacuumed environment to avoid electron interaction 

with molecules in the ambient air [1]. Various types of electron guns used in SEM, 

which are usually classified as thermionic emission or field emission, and are briefly 

summarized here; further information on electron guns can be found elsewhere [87-98]: 

          2.1- Tungsten Filament: The emitting filaments in such guns are made of tungsten 

wires that have been annealed strain-free and have a V-shaped "Hairpin" shape. 

The use of tungsten wires is attributed to its properties, most notably its high 

melting points, low vapor pressure, low thermal coefficient of expansion, and 

high tensile strength, which allow tungsten to withstand extreme heat and 

pressure. Tungsten electron thermionic emitters are low-cost and dependable, 

making them popular for low-magnification imaging and micro-chemical 

analysis. On the other hand, it has some disadvantages, such as a short lifetime 

(depending on the emission current used, it can last up to 100 hours for 

moderate currents), oxidation of tungsten wires, which can drastically hinder 

electron production; however, this can be avoided by storing such guns or 

systems at low vacuums of 10-3 Pa. Furthermore, tungsten electron guns require 

a high working function (typically 4.5 eV), low brightness, and a large energy 
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spread (1.5-2.5 eV). All of these characteristics make tungsten guns unsuitable 

for low-energy microscopy applications (1-5 kV). [87, 88-99]  

2.2- Lanthanum Hexaboride emitters: Lanthanum Hexaboride (LaB6), emitting 

filaments in such guns, have a purple-violet color and a high melting point. 

Similarly, such sources are chosen due to properties such as low working function, 

high melting points, low vapor pressure, chemical, and thermal stability. Because of 

the aforementioned properties, lanthanum hexaboride is brighter than tungsten 

filaments and has a longer lifetime, which improves the quality of microscopic 

images. However, such systems are expensive and require a high vacuum (typically 

of 10-5 Pa) to prevent the oxidation of lanthanum hexaboride, which prompted the 

search for alternative sources of LaB6 that are low oxidizing in nature. Finally, 

because tungsten filaments and Lanthanum hexaboride are thermionic emitters, they 

are unsuitable for low voltage and low energy imaging or microscopic applications 

[87, 88-99]. 

2.3- Cold Field Emission Guns:  As an electron emitter, these guns employ single 

crystallized tungsten cathode tips through which electrons are emitted via 

quantum-mechanical tunneling without the use of thermal sources, and which 

are controlled by electric fields that extract and direct the electron towards the 

investigated samples. Because they operate at a lower temperature, such 

systems have a longer lifetime, higher brightness, and a smaller energy spread 

than thermionic systems. These characteristics allow such systems to be used 

for low-energy microscopic imaging and applications. However, such systems 
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are chemically unstable due to their sensitivity to chemical interaction, and their 

application is limited to lower current. Furthermore, it necessitates a high 

vacuum environment at all times to maintain its stability, and lower 

demagnification degrees make it susceptible to fluctuations in electromagnetic 

fields from sources outside the system. All of these disadvantages make 

scanning electron microscopies complex in structure and design, but they are 

used for high-resolution measurements. [87, 88-99]. 

2.4 – Schottky Field emitters: This emitter is a combination of field and thermionic 

emissions, in which the applied electric field is used to reduce the working 

function of tungsten wire or tungsten filament, which emits electrons via 

thermionic processes as described for tungsten filament guns. The tungsten 

filament is sometimes coated to further reduce its high working function. To 

avoid contamination and to maintain stable current and high brightness, such 

emitters must be kept in clear and high vacuum environments, extending their 

lifetime. However, because of thermionic processes, it has a higher energy 

spread, larger tungsten filament tip radius, larger areas, and lower spatial 

resolution or limited resolution with low voltages. Schottky emitters are 

typically associated with applications that require large stable currents, such as 

backscattered diffraction and x-ray dispersive spectroscopy, but they can also 

be used in other microscopic applications [87, 88-99].  
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Figure 37: figure showing tungsten filament 

used in SEM [87-98] 

Figure 38: schematic representation of 

tungsten filament guns used in some SEM 

systems [87] 

 
 

Figure 39: Figure representing LaB6 electron 

emitters used in some SEM systems [87] 

Figure 40: schematic representation  of 

LaB6 electron gun [87] 

 
 

Figure 41: schematic representation of cold 

field emitters used in some SEM [104] 

Figure 42: Schematic representation of (a) 

quantum-mechanical tunneling process, 

(b) the tungsten sharp tip used in cold 

field  emitters, and (c) electron emission 

process with virtual source [87] 
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3. Chambers: a chamber located at the base of an SEM in which samples can be stored 

and which contains many important types of equipment such as infrared cameras, 

sample stages and holders, and others required for microscopic analysis and imaging. 

During SEM operations, the chamber can be vacuumed to high pressures. [87, 88-99] 

4.  Vacuum Pump: attached to the SEM to keep the system under high vacuum while also 

keeping the chamber and samples clean of any impurities from the samples or the 

ambient environment. In addition, the electron beam's path must be cleared of any 

molecules or particles that may interact with it that can avoid or obstruct as it 

approaches the samples or the detectors. [87, 88-99] 

5.  Detectors: The detectors collect the signal that leaves the investigated samples and 

converts it into electrical pulses, which are processed and displayed as an image on 

SEM computers or EDX. SEM can use a variety of detectors, some of which are 

permanently attached to it while others can be dislocated or replaced. The primary 

function of all of these detectors is to collect incoming signals, process or analyze them, 

 

 
Figure 43: schematic representation of 

Schottky Field emitters used in some SEM 

[87] 

Figure 44: Schematic representation of 

Shottky field electron emitter set up [104]. 
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and then display them to users. To that end, different detectors use different constituents 

of the incoming electron beams, such as secondary or backscattered beams, or x-rays, to 

analyze the desired different required features found on the surface of samples. 

Everhart-Thornley, Through the Lens, Backscattered electron, Scintillator 

Backscattered electron, and channel plate detectors are examples of these detectors 

[87]. We will concisely focus on Everhart-Thornley and Backscattered electron 

detectors, as they are widely used in most modern SEMs,  the details of these and other 

detectors can be found elsewhere [87, 88-112].  

 

 5.1- Everhart-Thornley detectors: This type of detector can detect both secondary and 

backscattered electrons, but it is best known for detecting secondary electrons. These 

are scintillator photomultipliers named after their creators, Thomas E. Everhart and 

Richard F. M. Thornley. These detectors are popular among SEM users and installers 

due to their efficiency and benefits. The large solid angle of collection of secondary 

electrons, amplified signals, low noise, high signal efficiency collection even at low 

incident beam energies, low cost, and long working hours are some of the advantages of 

such a detector. [87, 88-112] 

 5.2- Backscattered Electron detector: These detectors, as the name implies, collect 

backscattered electrons, which have higher energies than secondary electrons. However, 

a large proportion of backscattered electrons are scattered, and only a small proportion 

of them reach the detector. As a result, it is recommended to have such detectors in 

addition to the Everhart-Thornley detector to increase its efficiency and improve the 

results obtained. These detectors have several advantages, including low cost, small and 
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simple designs, low sensitivity to low energy backscattered electrons, which improves 

image resolution, and fast response. [87, 88-112] 

 

 

Figure 45: schematic representation of Everhart-

Thornley detector collecting and processing 

secondary electrons leaving the sample surface   

[87]. 

Figure 46: Thomas Everhart one of 

the founding fathers of the E-T 

detector [201] 

 

 

Figure 47: figure showing the Everhart-Thornley 

detector set up [87] 

Figure 48: Sketch showing the 

different types of electron beams 

leaving the sample surface [87] 

 

B. Energy Dispersive X-ray Spectroscopy (EDX): 

 The energy-dispersive x-ray spectroscopy (EDX) technique, which is attached to the 

SEM, is used to perform molecular analysis, or to identify the chemical components that 
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make up or are present in the samples under examination. The electrons with specific 

energies that fall on the surface of the samples interact with the atoms present in the shells 

or energy levels of the compounds that make up the samples, causing energy to be 

transferred to the electrons present in these shells. When the electrons absorb this energy, 

they either jump into higher shells or escape from the atoms, leaving holes in their wake. 

After a while, these electrons return to lower levels or shells by emitting photons with 

specific energies, typically x-rays, which are accelerated and collected by the EDX detector 

for analysis. The detector counts or monitors the number and energies of incoming photons 

and provides a qualitative prescription to the atomic and molecular distribution on the 

samples' surface. It is worth noting that EDX fails or is inaccurate in determining hydrogen, 

helium, or lithium that may be present in the samples, as well as failing to provide 

quantitatively those compositions that have less than 0.2 wetting percent. As a result, the 

obtained results are quantitatively dependent on the initial energy of the electron, the 

electron composition and electronic bonding found on the surface of the samples, and their 

interaction with the incoming electrons. Thus, the results of the EDX analysis can only be 

trusted on a qualitative level. [16, 91, 93, 115, 116] 

 The INCA energy system, which is used by our computer software, is a module that 

controls and monitors the x-ray acquisition and an EDX detector aimed at detecting these 

x-rays, which then analyzes the data or spectrum obtained and provides the users with the 

necessary information or data, which included the elemental composition of the samples, as 

well as their atomic percentage presence. It is worth noting that the EDX system is 

sensitive to infrared light, and all infrared LEDs within the SEM chamber should be turned 
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off at all times during EDX analysis, as mentioned above (infrared cameras bulletin). 

Furthermore, x-ray lights have short lifetimes and can interact with the environment present 

within the chamber; thus, the EDX detector should be placed at a certain distance from the 

sample to collect these x-rays before decaying; additionally, the detector should not be 

placed too close to the sample surfaces, where energetic photons and electrons may damage 

it. As a result, it is recommended that the working distance, or the distance between the 

EDX detector and the samples, be set to 15 mm to ensure the system's safety and the 

quality of the results obtained. [16, 115, 116] 

 

Figure 49: Sketch showing the principle of EDX analysis [113] 
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Figure 50: An example of EDX result obtained by INCA software [116, 117] 

 

C. Experimental Procedure: 

 The samples were placed in the chamber, which was then evacuated by pumping 

them up to 5*10-3 Pa pressures. The beam of electrons emitted by Schokty Electron guns is 

then accelerated and guided towards the samples by a high-accelerated voltage, assigned by 

the users and set at 5 KV. As a first step, the electron gun is automatically centered to 

improve the quality of the images obtained. The type electron beam was used to emit and 

generate an electron gun, which was alternated between Secondary Electron (SE) and In-

beam Secondary Electrons, depending on which produced better images. After selecting the 

resolution mode, which is distinguished by high resolution and low depth focusing, the 

image is magnified by adjusting the magnification and working distance using the 

adjustable knobs found on the SEM's controlling box. By carefully adjusting the stigmators, 

brightness, and working distance, you can improve the working distance, magnifications, 
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and image quality on the computer screen. Following that, the spot is localized and focused 

on the samples by correcting the wobbling of the image that was detected during the 

previously mentioned adjustments. Finally, the high-quality image obtained is ready for 

analysis, such as thickness measurement or EDX analysis to determine its constituents. It is 

worth noting that our samples were non-conductive, and we used a carbon tap to eliminate 

or reduce the charging issue. Another method involves coating the samples with conducting 

film of pre-registered thicknesses, such as gold or platinum, to be observed under the 

electron beam and reduce the charging effects. Furthermore, in addition to the previously 

mentioned steps, the image quality can be improved by tilting or rotating the samples or 

sample stage, allowing  to visualize the different faces or surfaces of the samples from 

various angles. The SEM Mira 3 Computer software controls all of these operations and 

analysies. [16, 115, 116]  

 

 

Figure 51: Figure showing controlling system via computer and our  SEM [199] 
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Figure 52: figure showing sample holder and stabs on which the sample is attached used 

in SEMs [199] 

 

Figure 53: figure showing an example of vertical sample holder (vertical stab) used in 

SEMs [199] 

 

Figure 54: figure showing the Mira 3 software used in our SEM [186] 
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D. Summary and Application of SEM: 

 This text has introduced the reader to scanning electron microscopy, covering in 

detail its experimental setup and mentioning the advantages and disadvantages of some of 

the instruments or parts of it that have been used. It also highlighted and introduced the 

reader to the fathers of modern SEM, those who contributed to its development and 

advancement, and the phases of evolution that SEM went through from its conception to its 

commercialization. Finally, but importantly, it discussed the experimental procedures and 

steps we followed during our experiments. In addition to imaging and microanalysis of 

physical properties, for semiconductors, superconductors or power devices [107], SEM is 

now an essential part of almost every laboratory, contributing to and participating in a 

variety of experiments in different fields and disciplines, such as imaging and 

microanalysis of biological cells, tissues, or bacteria [95], identification of chemicals and 

liquids, determination of the composition of dental products [117], food products [108], and 

micropaleontological products [101], to name a few. Finally, SEM will continue to advance 

and develop and, as previously stated, may contribute to new projects or ideas, leading to 

new experimental devices, such as the point-projection microscope [113], proposed for 

future generations. 
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CHAPTER VIII  

UV-VIS-NIR SPECTROSCPY 

 

 UV-VIS spectroscopy is a technique for studying and examining the optical 

properties of a wide range of materials in the ultraviolet, visible and sometimes near-

infrared regions of the electromagnetic spectrum. These optical properties are derived from 

the analysis and study of the transition of electrons between the energy levels of the 

molecules, ions and atoms that make up the sample being studied. The technique has been 

improved to more efficiently estimate the band gap of the samples and to derive other 

optical properties such as the dielectric function, refractive index, and dispersion relation 

[16, 134, 144-146]. To this end, after introducing UV-VIS spectroscopy, this text will 

briefly focus on the theoretical phenomenon behind these techniques. It will then expand on 

the experimental procedures used in our measurements. Finally, the script will provide a 

summary of the descriptive analysis as well as a list of references used. 

 

Figure 55: Figure introducing the electromagnetic Spectrum [202] 



 

132 
 

 

A. Theoretical Background and Principles: 

  When electromagnetic radiation, i.e. a photon, strikes a molecule or an atom, it 

either collides or interacts with them, elastically a process known as Rayleigh scattering, 

and where the conservation laws are maintained. Alternatively, when photons are collided 

inelastically, they exchange energy with the particles present in the samples. Inelastic 

collisions can cause Raman scattering, which is similar to vibrational spectroscopy and will 

be briefly discussed in the chapter on Fourier transform infrared spectroscopy. Finally, the 

incoming photon may be absorbed by the molecules or particles that comprise the sample 

in a process known as absorbance, which is characterized by total inelastic collision or 

scattering [131,132, 135-138]. 

 

Figure 56: Sketch illustrating the different scattering processes described above [203] 
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Figure 57: Sketch illustrating the various spectroscopic  scattering processes [204] 

  

 The photon entering with an intensity Io interacts inelastically with the particles 

present in the samples, causing a variation in intensity that is related to the number of 

photons initially arriving, the number of different molecules, atoms or species present in the 

sample, and the thickness of the sample, as expressed Eq. (8.1) below: [131-133, 135-138] 

𝑑𝐼 = −휀𝑐𝐼𝑑𝑙    [131, 132] Eq. (8.1) 

where I is the intensity of the incoming photons, dI is the change in intensity after the 

scattering process, c is the sample concentration; comprising the number of different 

species found in the sample, and dl is the infinitesimal part of sample thickness, or the thin 

slab containing the sample (for liquids or gases) [131-133]. The symbol ε denotes the 

amount of radiation absorbed by a sample at a specific wavelength or the probability of 

photon-matter undergoing total inelastic collision [132], which is commonly referred to as 

absorptivity. The minus sign in front of the above equation depicts the decrease in the light 

or photon intensity as it passes or interacts with the matter present [132].  
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Integrating the above equation leads to the following solution: 

log (
𝐼

𝐼𝑜
) = −휀𝑐𝑙   [131, 132] Eq. (8.2) 

 The absorbance is defined as the logarithm of the ratio of the initial intensity to the 

scattered intensity and is a measure of the amount of radiation or light a sample absorbs 

within a wavelength range of the electromagnetic spectrum as described by the famous 

Bouguer-Lambert-Beer law, which is givenin Eq. (8.3) below: 

𝐴 = log(
𝐼𝑂
𝐼
) = 휀𝑐𝑙    [131, 132]  Eq. (8.3)  

  

 Similarly, the Lambert-Beer equation can be used to estimate the transmission of 

the sample, typically measured in percentage, which is defined as the amount of light that 

passes through the sample and is the ratio of the scattered or transmitted intensity to the 

initial intensity of the incident beam, as expressed below: 

%𝑇 =
𝐼

𝐼𝑂
∗ 100 [131-133] Eq. (8.4) 

𝐴 = log(
1

𝑇
) =  휀𝑐𝑙   [131-133] Eq. (8.5) 

 

 Most UV-VIS spectrometers used for quantitative analysis are theoretically based 

on this. Typically, such experiments focus on estimating the physical or optical properties 

of unknown samples by estimating their transmission or absorption. As a result, care should 

be taken to properly calibrate the parameters such as temperature, standard samples chosen, 
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reduction of Stray light, and many others that, if not handled properly, can lead to incorrect 

conclusions and analysis. [132, 133] 

 The Kubelka-Munk equations are used for reflectance measurement because the 

Lambert-Beer equation assumes that the samples do not scatter or reflect light and that the 

intensity of the light is not lost during scattering or reflection processes. The Kubelka-

Munk function, which is shown in the equations below, correlates between the diffuse 

reflecting power, absorption coefficient, and scattering coefficients of the samples under 

investigation.[133] 

𝐹(𝑅∞) =  
(1 − 𝑅∞)2

2𝑅∞
= 

𝐾

𝑆
 [133] Eq. (8.6) 

 

where R∞ implies for a sample of infinite thickness and zero background reflectance, and 

the factor 2 in the denominator is attributed to the absorption in the scattering expression of 

K and S for a finite path length d as depicted  in Eqs. 8.7 and 8.8 below:  

𝑆 =  
2.303

𝑑
∗

𝑅∞

2 − 𝑅∞
2

∗ log(
𝑅∞(1 − 𝑅0𝑅∞)

𝑅∞ − 𝑅0
) [133] Eq. (8.7) 

𝐾 = 
2.303

2𝑑
∗
1 − 𝑅∞

1 + 𝑅∞
∗ log(

𝑅∞(1 − 𝑅0𝑅∞)

𝑅∞ − 𝑅0
) [133] Eq. (8.8) 

 

where R0 is the diffuse reflecting power of the sample for an ideal black non-reflecting 

background; however, there is no such thing as an ideal white background, and the R∞ 
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measured differs from that deduced from the above equation. As a result, R∞ is always 

measured with standard samples, which serve as a white reflecting background:[133] 

𝑅∞ =
𝑅𝑠𝑎𝑚𝑝𝑙𝑒

𝑅𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 
   [133] Eq. (8.9) 

 

 The Kubelka-Munk function is also affected by the absorption coefficient, molar 

extinction coefficient, and concentration of the samples under investigation. Finally, this 

function is influenced by the wavelength and angle of the incidence, which can be changed 

with different experimental setups and tools to investigate their effects on the reflectance. 

𝐹(𝑅∞) ≅  
휀𝑐

𝑆
   [133] Eq. (8.10) 

where ε is the molar extinction coefficient or the absorption coefficient, c denotes the 

concentration and S is the Kubelka-Munk scattering function as defined in Eq. (8.7) and 

F(R∞) is the Kubelka-Munk function. [133] 
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Figure 58: Figure showing an example of absorption spectrum measured by UV-VIS 

spectrometer [141] 

 

Figure 59: Figure showing an example of  ZnO UV-VIS transmission spectrum 
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B. Our Experimental apparatus and Procedures:  

 

 

Figure 60: figure showing our UV-VIS-NIR spectrophotometer [185] 

 

Figure 61: Figure showing our Reflection measurement apparatus that attaches to our     

UV-VIS-NIR spectrometer [185]  
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Figure 62: Sketch illustrating Double Beam UV-VIS detection system [142] 

  

 All of our measurements are carried out with the ARN-475 model Jasco UV-VIS-

NIR spectrometer, which is available at CRSL labs and measures in the range of 200nm to 

2000nm of the electromagnetic spectrum. As previously stated, the light emitted by the 

tungsten-deuterium lamps is polarized by monochromators and grating, and then split into 

two parts, one of which passes through the sample under investigation and the other through 

the reference used. Finally, the lights are measured by PMT detectors one after the other, like 

the procedure of the Double beam detector as depicted in Figs 60 to 62. As the acronym UV-

VIS-NIR spectrometer suggests, this spectrometer measures absorbance, transmittance, 



 

140 
 

absolute and relative reflectance in the ultraviolet, visible, and near-infrared regions. [16, 

147] 

In our case, we measured the transmittance and relative reflectance. During the 

transmittance measurement phase, the following procedure was followed. To begin, the 

transmittance of the empty container,  where the target and reference samples are placed, is 

measured using baseline correction to account for all environmental fluctuations that affect 

the rays and thus influence the experimental results. The percent transmittance of the bare 

substrate, in this case, glass, is then measured using the ambient environment within the 

container as a reference sample. Finally, the transmittance of ZnO deposited on glass samples 

is measured one after the other, with the ambient environment serving as a reference. [16]  

 

 

Figure 63: figure showing sample holder for solids  used in our UV-VIS transmittance 

measurements [185] 

  

 The apparatus for measuring reflectance consists of integrating spheres, sample 

holders, and detectors. Depending on the investigated samples and goals, absolute and 
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relative reflectance can be measured. In the former, the angle of incidence is usually varied 

manually between 5 and 90 degrees, whereas in the latter, the angle is usually fixed at 90 

degrees, to which the sample and detectors are attached. [16, 133, 147] 

 

Figure 64: figure showing the adjustment of the container ARN 915 Mode used for 

reflectance measurements [185] 

 

Figure 65: ARN 915 modeled container used for reflectance measurements [185] 
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Figure 66: figure depicting the mode of attachment of the ARN 915 container to the 

spectrometer and the software used for reflectance measurements [185] 

  

 The following procedure was followed during the reflectance measurement phase. 

First, the ARN 915 modeled container is properly attached to the UV-VIS spectrometer, and 

the angle of incidence is kept constant at 90 degrees throughout the measurements. On a 

white mirror-like sample with 100 percent reflectance in the UV-VIS-NIR spectrum, the 

baseline correction was performed. The reflectance of the substrates and that of the deposited 

samples are then measured one after the other using the white mirror as a reference; all of 

our samples were measured in the range of 200 to 2500 nm. [16, 147] 
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Figure 67: Sketch illustrating the relative reflectance measurement process [145] 

 

C. Summary  

 The Lambert-Beer equation, scattering types, absorbance, transmittance, and 

reflectance were all covered in this script, which introduced the reader to the UV-VIS-NIR 

Spectroscopic technique. It also emphasized and introduced the reader to the spectrometer's 

various experimental components graphically. Finally, and perhaps most importantly, it 

discribed our experimental procedures and steps, as well as our Jasco UV-VIS-NIR 

spectrometer. 
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CHAPTER IX 

FOURIER TRANSFORM INFRARED SPECTROSCOPY  
THEORY  & EXPERIMENTAL PROCEDURES 

 

A. Introduction 

 The introduction of interferometers into the scientific communities, initially as a 

means of studying light and investigating its properties [148], has been one of the greatest 

experimental achievements of recent decades. Michaelson's experiment estimated the speed 

of light in a vacuum and demonstrated the absence of the aether. The Michelson 

interferometer was used to study the wave aspect of light particles, opening the way to new 

research in the world of optics. Spectrometry is a recently established experimental field in 

which the Michelson interferometer has seen rapid application. Infrared spectrometry, in 

particular, has spread to other fields such as organic chemistry, biology and medicine, to 

name a few. Primary infrared spectrometry has been used to study and examine bonding 

within organic or complex compounds and molecules; it has also been used by pharmacists 

and veterinarians to identify specific types of drugs or components of certain drugs [149]. 

Finally, spectroscopy has paved the way for new experimental techniques such as X-ray 

diffraction, magnetron resonance, and ellipsometry, to name a few, that have paved the way 

for the world of nanoscale. After establishing the use of infrared spectroscopy, this chapter 

focuses on Fourier transform interferometry, its advantages and disadvantages, as well as 
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the mathematical background of this technique, while also reflecting some experimental 

procedures or processes that can validate the experimental measurements. 

Infrared spectroscopy is based on sendings electromagnetic energy with sufficient 

energy to excite the atoms, causing them to vibrate. This vibration generates a wave that 

propagates throughout the system and contains information that is specific to the system 

from which it originated. As a result, infrared spectroscopy ties to decipher these waves, 

providing us with the properties of the molecules, which can later be used in device 

application and technology. 

 

B. Fundamentals of Vibrational Spectroscopy: 

1. Simple Harmonic approximation and phonon modes  

a. Classical picture : 

 To start with a traditional classical image, let’s consider a one-dimensional image of 

molecules, just to simplify the mathematics but this can be generalized to any dimension. 

The harmonic approximation assumes that these molecules are placed on points connected 

by oscillators capable of vibrating at specific frequencies, as shown in the fig (68) below. 
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Figure 68: harmonic representation of atom within diatomic molecules. 

  

 The masses classically  are attached by a spring having spring constant K with the 

following potential: 

𝑉(𝑥) =  
1

2
𝐾𝑥2 Eq. (9.1) 

 Where x represents the position of the moving particle, in the same fashion the 

kinetic energy can be defined by: 

𝐾𝐸 =  
1

2
𝜇�̇�2 Eq. (9.2) 

Where m is represented by  μ defined as the reduced mass of the particles expressed as:  
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𝜇 =
𝑚1𝑚2

𝑚1 + 𝑚2
 Eq. (9.3) 

The center of mass’s position is given by: [149, 150] 

𝑥 =
𝑚1𝑥1 + 𝑚2𝑥2

𝑚1 + 𝑚2
 Eq. (9.4) 

 The equation of motion of the particle attached to a spring  follows the differential 

equation Eq. 9.5: [149, 150] 

𝜇
𝑑

𝑑𝑡
(
𝑑𝑥

𝑑𝑡
) = 𝐾𝑥 Eq. (9.5) 

 The solution to the above differential equation is in the form: 

𝑥 = 𝐴𝑐𝑜𝑠 (𝜔𝑡 + 𝜑) Eq. (9.6) 

where A is the Amplitude, ω = 2πf is the angular frequency and φ is the phase shift 

determined from initial conditions. Let us now return to our system of diatomic molecules 

attached by a spring, the energy of such a system can be represented by:  

𝐸 =
𝜇

2
�̇�2 +

𝐾

2
𝑄2 +

𝑀

2
�̇�2   [150] Eq.(9.7) 

 Here Q represents the position of the particle and x is the position of the center of 

mass, and M=m1 +m2, here the speed of the center of mass is in inertial reference meaning 

�̈� = 0, the motion of the particle can be described by Eq. (9.6), differentiating Eq. (9.6), 

and replacing it in Eq. (9.5) gives us: [149, 150] 

[𝜔2 −
𝐾

𝜇
]𝑄(𝑡) = 0 Eq. (9.8) 

Eq. (9.8) gives us:  
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4𝜋2𝑓2 = 
𝐾

𝜇
     𝑙𝑒𝑎𝑑𝑖𝑛𝑔 𝑡𝑜 𝑓 =

1

2𝜋
√

𝐾

𝜇
    Eq. (9.9) 

“Since the frequency of the spring corresponds to the frequency of the molecular vibrations 

and the spring constant corresponds to the force constant of the chemical bond one can get 

from Eq. 9.8 that the frequency of the molecular vibration is proportional to the ratio of  

spring constant to the reduced mass of the atoms raised to the power half. [150]. 

The energy of the atoms can be reduced to:  

𝐸 =
𝜇

2
�̇�2 +

𝐾

2
𝑄2 =  

1

2
𝐴2𝜇𝜔2       Eq. (9.10) 

  

 The kinetic, potential, and total energy in this classical simple model are shown in 

the fig. 69 below, however, this model does not show the vibrational states shown by 

experiments, therefore the need for quantum mechanics.  
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Figure 69:  graph showing the kinetic, potential, and total energies of simple harmonic 

spring. [149,150] 

Quantum mechanical treatment: 

The hamiltonian of the system can be written as: [149,150,151-155] 

𝐻 = 𝑇 + 𝑉 = 
𝜇

2
�̇�2 +

𝐾

2
𝑄2 Eq. (9.11) 

where the quantities in the above equation hold the same meanings as in the classical 

picture. 

 Applying the Schrodinger equation to find eigenvalues and eigenvectors which 

represent the energies and wave function of the system respectively. [149,150 -155] 

𝐻Ψ = 𝐸Ψ = (
𝑝

2
+

𝐾

2
𝑄2)Ψ      Eq. (9.12) 



 

150 
 

where E is the energy operator, p is the momentum operator 𝑝 = −𝑖ℎ
𝜕

𝜕𝑥
 , ψ are the 

eigenfunctions or the wavefunctions. [149,150 -155] 

Solving the Schrodinger equation, Eq. 9.12,  gives the energy and eigenfunctions:[ 149,150 

-155] 

𝐸 = (𝑛 + 
1

2
) ℎ𝜐 Eq. (9.13) 

where n is the principal quantum number (integer), υ is the frequency where ω=2πυ,  

The eigenfunctions are: [149,150,151-155] 

Ψ = 𝐴 𝐻(√𝛼𝑄)𝑒−
𝛼
2
𝑄2

 Eq. (9.14) 

where 𝛼 =
4𝜋2𝜇𝜐

ℎ
, 𝑡ℎ𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 H is the Hermite polynomials and A is the normalization 

factor [150].  

 The plot of the potential and eigenfunctions of this system is shown in the figure 70 

below. The quantum mechanical picture has resolved all the issues raised by the classical 

picture. It also describes the discrete and allowed energy states of the vibrating diatomic or 

polyatomic systems.  
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Figure 70: figure showing the potential, eigenvector, and probabilities of the eigenstates ( 

square of wavefunctions) for the simple harmonic approximation to diatomic molecules. 

[149, 150, 193] 

 

b. Anharmonic terms in the potential and their effects: 

 In the previous section, the potential energy was considered parabolic, however, 

Taylor expanding around the minimum  x=0 results in higher terms that may contribute to 

the analysis: [149,150 -155] 

 

𝑉(𝑥) = 𝑉(0) + 𝑥
𝜕𝑉

𝜕𝑥
(𝑥 = 0) +

1

2
𝑥2

𝜕

𝜕𝑥
(
𝜕𝑉

𝜕𝑥
) (𝑥 = 0) +

1

6
𝑥3

𝜕

𝜕𝑥

𝜕

𝜕𝑥
(
𝜕𝑉

𝜕𝑥
) (𝑥 = 0)+.. 
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 In the above Eq., V(0) is constant and can be absorbed into V(x). Since the 

expansion is at the minimum point, the first derivative is zero and; the second derivative is 

equal to a constant, which compared to the previous section is the spring constant or 

strength. These notions reduces this last equation to [149,150 -155] 

𝑉(𝑥) − 𝑉(0) =
1

2
𝑥2

𝜕

𝜕𝑥
(
𝜕𝑉

𝜕𝑥
) (𝑥 = 0) +

1

6
𝑥3

𝜕

𝜕𝑥

𝜕

𝜕𝑥
(
𝜕𝑉

𝜕𝑥
) (𝑥 = 0) + ⋯ Eq. (9.15) 

 

 

Figure 71: schematic comparing the harmonic and Morse’s potential energies [149, 151] 

  

 The Morse’s function 𝑉(𝑟) = 𝐷𝑒[1 − 𝑒−𝑎(𝑟−𝑟𝑒)]2 , 𝑤ℎ𝑒𝑟𝑒 𝑟𝑒 is the equilibrium 

position, and De is the Dissociation energy, as depicted in Figures 9.5, 9.6, and 9.8, 

expressed the harmonic potential at regions closer to the equilibrium, denoted by r=xe in the 
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above graph namely fig. 71. However, it deviates as one gets away from the equilibrium 

point. Usually, the potential is reduced to [149,150-155] 

𝑉 = 𝐾2𝑥
2 + 𝐾3𝑥

3 + ⋯ Eq.(9.16) 

 Using Time-independent perturbation theory, and solving the Schrodinger equation 

one obtains the energy in the form:  

𝐸′ = (𝑉 +
1

2
) ℎ𝑟𝑒 − (𝑉 +

1

2
)
2

ℎ𝜈𝑒𝑥𝑒 [150] Eq.(9.17) 

 

where the potential is considered up to the third term, and where  𝜈𝑒 = 
𝑎

𝜋
√

𝐷𝑒

2𝜋
 and xe is a 

constant known as the anharmonic constant given by 𝑥𝑒 = 
ℎ𝑣𝑒

4𝐷𝑒
= 

ℎ𝑎

4𝜋√2𝜇𝐷𝑒
  . Finally, V and 

V+1 are the vibrational quantum numbers [150]:  

Δ𝐸 = ℎ𝑣𝑒 − 2ℎ𝑣𝑒𝑥𝑒(𝑉 + 1)  [150] Eq.(9.18) 

 

 Overtones and combination modes are produced as a result of the anharmonic 

terms. Overtone levels are levels where two or more normal vibrations are excited, and 

combination modes are modes resulting from the excitation of two or more normal 

vibrations modes. Even though anharmonicity prohibits combinational modes and 

forbidden transitions, figs (72) and (77) show that weak combinational modes can result in 

spectroscopic data. Overtones and combinational modes are typically weak; however, when 

Fermi resonance occurs, they become equally strong and visible in comparison to the 

fundamentals (fig (77)). This last case demanded that the frequencies of overtones and 
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combinations be equal to the frequencies of the fundamentals (fig (77)); the theoretical 

background of Fermi Resonance is beyond the scope of this script and can be found 

elsewhere [150]. 

 

Figure 72: figure showing the harmonic and anharmonic potential energies.[150] 

 

Figure 73: figure showing potential energy along with fundamental transitions [193] 
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Figure 74: Anharmonic potential along with the spectroscopic spectrum of O-H stretched 

molecule [158]. 

 

Figure 75: Figure depicting Anharmonic, overtone, and combinations level along with 

allowed transitions [168]. 
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Figure 76: figure comparing the spectroscopic spectrum of harmonic, anharmonic 

deciphered by second perturbation and that of experimentally realized 

[156,158,159,169]. 

 

 

Figure 77: estimated and experimental infrared spectrum of a molecule [160]. 
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C. Infrared Spectroscopy and instruments: 

1. Infrared Spectroscopy 

 Sir William Herschel's discovery of infrared radiation in the early 1800s [150] 

paved the way for the development of theoretical and experimental techniques to better 

understand the properties of this radiation [150]. Lambert-Beer established the fundamental 

law for spectroscopic analysis. The Lambert-Beer law, as it was later named, relates the 

sample's transmittance to the intensity of the radiation that interacts with the sample, as 

stated in Eq (9.19): 

𝑇 (𝑣) =
𝐼

𝐼𝑂
= 𝑒−𝛼(𝑣)𝑏      Eq.(9.19) 

 

where T is the transmittance, with percentage transmittance given by 𝑇 = 100𝑇 (𝑣) =

100
𝐼

𝐼𝑂
, I is the intensity reflected from the surface of the sample, IO is the intensity of the 

radiation before interacting with the samples or background spectrum’s intensity, b is the 

thickness of the sample and α is the absorption coefficient of the sample at a certain 

wavenumber. Note that other than the thickness,  the quantities in equation (Eq. 9.19) 

depend on υ,  which is the wavenumber  expressed as 𝜐 =
1

𝜆
 , where λ is the wavelength of 

the radiation. Linearizing the above equation facilitates the investigation, and leads to the 

reduced equation:  

𝐴 = log(
1

𝑇
) = 𝛼(𝑣)𝑏 = 𝑎𝑐𝑏   Eq.(9.20) 
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where a is the absorptivity, b is the thickness and c is the density  of the sample or the 

component of interest. Moreover, the radiation showed two important parameters, which 

was established by electromagnetism, namely the complex index of refraction n’ of the 

sample and the penetration depth that is given by the Eqs. (9.21) and (9.22):  

𝑛′(𝑣) = 𝑛(𝑣) + 𝑖𝑘(𝑣) Eq. (9.21) 

𝛿 =
𝛼(𝑣)

4𝜋𝜐
 Eq. (9.22) 

where k is the decay coefficient in the above Eq. (9.21). 

 Scientists constructed experiments and devices aimed at studying the characteristics 

of infrared radiation and its effects when interacting with different samples. The first mid-

infrared spectrometer was devised by Melloni in 1833 that led to the discovery of infrared 

transparency of NaCl [150]. The first interferometer was constructed by Michelson in the 

1890s, which measured the speed of light and verified the non-existence of either or 

difference between lights traveling in different directions. With the integration of Fourier 

Transform into physics, Fourier transforms infrared spectrometers were established in the 

1950s and 1960s. Beyond this point, scientists fabricated beamsplitters, mirrors, and many 

other elements that improved and commercialized interferometers. In the 1970s and 1980s, 

programs and softwares were devised to facilitate the measurement and analysis provided 

by interferometers and spectrometers.  

 Therefore infrared spectrometers focus on deciphering the infrared radiation, where 

the latter i.e. the radiation interacted with the samples. The characteristics and some 

properties of the samples are predicted throughout the transmittance,  absorptance,  or 
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reflectivity measurements by infrared spectrometers [132, 157, 160]. Infrared spectroscopy 

can measure spectra of almost all molecules making it universally used. The obtained 

spectra contain a lot of information that is unique for each molecule or material, applying it 

to detect various properties and characteristics. Instruments, devices, and detectors used in 

any brand of infrared spectroscometers are easy to handle and operate with. Moreover, they 

are relatively fast, which can measure a spectrum of a high quality and accuracy within a 

few minutes depending on the complexity of the measured materials. Most of these 

instruments and devices are relatively cheap or inexpensive which facilitates maintenance 

and replacements. Finally, most infrared spectrometers are sensitive, meaning they can 

measure accurately and produce spectrum even with a minimum amount of a molecule or 

material. Despite all the mentioned advantages, infrared spectrometers sometimes fail to 

detect certain constituents or materials, especially those that do not vibrate or interact under 

infrared radiations. Moreover, it sometimes fails to distinguish between certain samples 

within a complex material or mixtures of materials. However, techniques have been 

established to overcome such types of obstacles and disadvantages. All the above-

mentioned advantages and disadvantages are summarized in table 4 below. [131, 149, 150]. 
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Advantages Disadvantages 

Universal Fails to detect certain types of molecules 

and materials 

Inexpensive  Fails to distinguish between components 

within complex mixtures  

Relatively fast easy handling and 

measurements 
Sensitive to water or liquids  

Spectrum rich of sample properties   

sensitive to a minimum amount of samples  

Table 4: Table showing the advantages and disadvantages of infrared spectroscopy and 

spectrometers [131]. 

 

 

2. Michelson Interferometers and FTIR:  

 Most modern interferometers are reminiscent of Michelson interferometer named 

after Albert Michelson who first devised it in the 1880s [131, 149]. Michelson 

interferometer, as depicted in the fig. 78 below, consists of the laser source, collimating 

mirrors, beam splitters, two reflecting mirrors one fixed and the other moving, and finally 

detectors.  

 

Figure 78: A 3D image of Michelson interferometer used in FTIR [184]  
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 The laser light emitted from the infrared or laser sources after being collected by 

collimating mirrors is directed toward the beam splitter which is situated usually at 45 º or 

bisecting angles with respect to the fixed and moving mirrors. The beamsplitter is an 

optical device designed to split the incident light into reflected and transmitted parts. The 

reflected beam is directed towards the fixed mirrors and the transmitted one towards the 

moving mirror. Both beams are then reflected and combined at the detector which transmits 

the data to a computer to be analyzed by the user. The transmitted and reflected beams 

interfere at the detecting point forming bright and black patterns as shown in fig (80), 

corresponding to constructive and destructive interferences. The constructive and 

destructive interferences depend on optical path difference expressed as  [131, 149-155] 

𝛿 = {
𝑚𝜆 

(𝑚 +
1

2
) 𝜆 

 

 𝑓𝑜𝑟 𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑣𝑒

𝑓𝑜𝑟 𝑑𝑒𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑣𝑒 
 Eq. (9.23) 

where m is an integer  

 If the optical path difference is an integer multiple of the wavelength, the two beams 

interfere constructively, on the other hand, if its an odd multiple of the wavelength they 

interfere destructively. [131, 149-155] 

 Fourier transform infrared interferometer is an infrared spectrometer based on 

Michelson interferometer. As its name suggests, the obtained data by the detector are 

Fourier Transformed usually by using appropriate computational software and programs, 

and then they are left to be analyzed and investigated. Moreover, the light sources used in 

this type of experimental apparatus are infrared radiation that interacts with the atoms at 

specific frequencies causing them to vibrate. The vibrated waves carry important 
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information about the absorptivity or transmissivity of the samples which provides crucial 

information about the samples. Therefore the main objective of such a system is to facilitate 

the analysis of the detected signals or waves by the mathematical tools provided by Fourier 

Transform, to be introduced later, and then extract from it the properties of the sample 

required by the users, i.e. reflectivity, transmittance or absorbance.  [131, 149-155] 

 FTIR advantage over infrared spectrometers is their high signal-to-noise ratio. The 

signal to noise ratio is given by: [131, 149-155] 

𝑆𝑁𝑅 = 
𝑆𝑖𝑔𝑛𝑎𝑙

𝑁𝑜𝑖𝑠𝑒
 Eq.(9.24) 

 

 The signal-to-noise ratio gives the quality of the measurement performed. The 

higher the SNR or the lower the noise is the more the accuracy of the obtained results. The 

amount of signal to noise ratio depends on the amount of light hitting the detectors. In most 

infrared spectrometers light passes through mirrors, lenses, collimators, and other 

components that absorb or deflects the beam, decreasing its intensity. However this is not 

the case in FTIR. The high-intensity infrared beam hitting the detector gives high SNR 

values improving the quality of the measurements. [131, 149-155] 

Another advantage of FTIR is its multiplex. Experiments have shown that SNR is 

directly proportional to the time required during scanning and also is proportional to the 

number of scans performed. These proportionalities are given by Eqs. (9.25) and (9.26): 

[131, 149-155] 
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𝑆𝑁𝑅 ≈  𝑡
1
2 Eq.(9.25) 

𝑆𝑁𝑅 ≈ 𝑁
1
2 Eq.(9.26) 

where t is the time taken by each scan, and N is the number of scans added together to give 

the spectrum [131].  

 The advantage of multiplex is that increasing by the number of scans improves the 

SNR enhances and the quality of obtained spectrum enhances. However, caution should be 

made to the resolution, since the abrupt increase in the number of scans may affect the 

resolution. However, in most modern FTIR this increase is controlled by software 

improving signal qualities. Another advantage is the precision of FTIR measurements 

giving rise to quantitative and qualitative spectroscopic analysis [132]. Hence, most FTIR 

measurements are reproducible. It is important here to mention the advantages of high 

SNR. Reducing the noise within the spectrum leads to accurate concentration 

measurements and quantitative accuracy of the analyzed results. Despite these mentioned 

advantages of FTIR, one of the disadvantages of these devices is the presence of artifacts 

within the spectrum. Although background spectrum and corrections have been made to get 

rid of these artifacts, some may still be present. The most common artifacts present in the 

most spectrum are the contribution  of CO2, and water to the measured spectrum. However, 

this disadvantage can be resolved by comparing the obtained data with those found in the 

libraries for CO2 and water [131]. The mentioned advantages and disadvantages are 

summarized in table (5) below [4].  
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Advantages Disadvantages 

High and better 

SNR 

Artifacts present in the samples and 

spectrums 

Multiplex advantage  

Throughput advantages  

High precision and reproducibility of the results  

Table 5: Table showing the advantages and disadvantages of FTIR [131]. 

 

Figure 79: Illustration showing Michelson interferometer [183] 
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D. Mathematical background: The Fourier Transform: 

 The background of most Michaelson interferometers used today in our daily lives is 

the Fourier transforms, which transforms from the original time domain to the frequency 

domain, thus facilitating the analysis and handling of interferograms. This section will 

introduce this transform, mentioning its properties, as well as covering some important 

functions used in interferograms, and finally mentioning some software and computational 

programs that make these calculations easier, less time consuming and efficient. [131, 149-

155] 

The Fourier transform is defined by the following pair integrals:  

 

𝐻(𝑠) =  ∫
      

ℎ(𝑡)𝑒−𝑖2𝜋𝑠𝑡𝑑𝑡    

∞

−∞

 

 

Eq. (9.25) 

 

ℎ(𝑡) =  ∫ 𝐻(𝑠)
∞

−∞

𝑒𝑖2𝜋𝑠𝑡  𝑑𝑠 

 

Eq. (9.26) 

where Eqs. (9.25) and (9.26) are the Fourier Transform Integral and the Inverse Fourier 

Transform Integral respectively. 

 Mathematically any function to have Fourier transform must satisfy the following 

conditions: [152-155] 

1. The function must be finite and defined at every point within the domain of 

interest. 
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2. The function must be absolute integrable; meaning ∫ |ℎ(𝑡)|𝑑𝑡 
∞

−∞
 must exist and be 

a definite value less than infinity.[152-155] 

3. H(s) and h(t) should be differentiable and their derivatives should exist at every 

point within the domain of interest, especially within the left and right of a given 

point of interest.[152 - 155] 

The properties of the Fourier transform are summarized in Appendix B.  

 This section presents this transformation, mentioning its properties, as well as some 

important functions used in interferograms, and finally mentioning some software and 

computational programs that make these calculations easier, less time consuming and 

efficient. Here we establish the background of most of these computational tools, by 

discretizing the Fourier integral and it's inverse: [151,152,154,155] 

 

𝐻(𝑠) =  ∆𝑡 ∑ ℎ(𝑗∆𝑡)𝑒−𝑖2𝜋𝑠𝑗∆𝑡   

𝑁−1

𝑗=0

 

 

Eq. (9.27) 

ℎ(𝑡) =  ∆𝑠
1

𝑁
 ∑ 𝐻(𝑗∆𝑠)𝑒𝑖2𝜋𝑡𝑗∆𝑠  

𝑁−1

𝑗=0

 

 

Eq. (9.28) 

where N is the number of sampled points. 

 All the properties for the continuous Fourier transform,  mentioned in the Appendix 

B, still hold for the discrete. Most of the established programs focus on estimating the 
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summations found in either Eqs. (9.27) and (9.28). However, sometimes the truncation 

applied for discrete one does not match with the continuous cases. Such effects result in 

side lobes and other artifacts known as spectral leakages, which are due to most of the case 

errors that may alter the estimations performed as shown in the fig. 80 below. [151- 155] 

 

 

Figure 80: graph showing the truncated effect on the Fourier transform and the formation 

of  sidelobes [151,152,154,155] 

 

  

 To resolve these issues, the spectral lines are convoluted with various functions 

given in Appendix C. This convolution process is known as “ Apodization” which is simply 

an optical technique in filtering out the sidelobes and leakages from artifacts or 
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instrumental errors. Apodization is a useful and powerful technique in minimizing the 

effect of sidelobes and truncation effects, leading to more certain calculations. An example 

of apodizations is shown in the  figs 81 and 82 below. 

 

Figure 81: figure showing the effect of apodization process as an attempt of reducing 

artifacts [205] 

 

Figure 82: figure showing the reduction of spectral leakages and sidelobes within the 

spectrum after being Apodized [149] 
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 To further distinguish between  signals from the sample and artifacts, aliasing is 

applied or introduced upon the signal. Aliasing is the multiplication of  the signal with 

specific functions, (see in the appendix C), which corresponds to the convolution of the 

Fourier transformed spectrum.  Its basic aim is to reduce instrumental effects, distortions 

and artifacts found in the signal, or, in other words, reducing the obstacles present that can 

alter or complicate the analysis of the spectrum.  Examples of aliasing also referred to as 

sampling are represented in the few figures, namely figs (83) to (85) below.  

 

Figure 83: figurer showing triangular sampling [206] 
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Figure 84: figure showing the aliasing process in time and frequency domains 

 

Figure 85: figure showing the sample aliasing using different functions 
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 As depicted in figs (83) to (85) , sampling requires a critical frequency given by:  

𝑓 =
1

∆𝑡
= 2𝑓𝑚𝑎𝑥 Eq. (9.29) 

 

which is known as Nyquist frequency or condition. Any sampling at frequencies less than 

the critical Nyquist frequency results in overlaps between the sampled intervals, this is 

known as undersampling as shown in fig 83 (c). Also, any sampling at frequencies above 

Nyquist frequnecy results in sampled domains separated by empty intervals which are 

referred to as oversampling as depicted in fig 83 (a). Therefore the proper sampling or 

aliasing is done by satisfying the critical Nyquist frequency given above as clearly seen in 

fig 83 (b). A similar condition applied  for the discrete analysis. The number of points 

within each interval to be sampled  is given by: 𝑁 = 
2𝑣𝑚𝑎𝑥

∆𝑣
    𝑤ℎ𝑒𝑟𝑒 𝑣 =

1

𝜆
. 

Once these conditions are satisfied we can continue the discrete Fourier analysis. The 

discrete Fourier series can be written by  using the Nyquist condition given as 𝑓 =
𝑛

Δ𝑡
=

𝑛𝑘

𝑁𝑡
: 

 

𝐻(𝑠) =  ∑ ℎ(𝑗𝑡𝑚𝑎𝑥)𝑗𝑡𝑚𝑎𝑥 𝑒−𝑖2𝜋𝑛𝑗/𝑁   )

𝑁−1

𝑗=0

 

 

Eq. (9.30) 

 

ℎ(𝑡) =  
𝑛

𝑁
 ∑ 2𝑓𝑚𝑎𝑥𝐻(𝑗𝑓𝑚𝑎𝑥)𝑒𝑖2𝜋𝑗𝑛𝑁      

𝑁−1

𝑗=0

 
Eq. (9.31) 

Taking W=𝑒−𝑖2𝜋/𝑁   , Eqs. (9.30) and (9.31) reduce to [151, 154, 155] 
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  𝐻(𝑠) = Δ𝑡 ∑ ℎ(𝑗𝑡𝑚𝑎𝑥) 𝑊𝑗𝑛      

𝑁−1

𝑗=0

 Eq. (9.32) 

Eq (9.32), as illustrated above,  can be written in a matrix form:  

[𝐻(𝑗)(𝑠)] = Δ𝑡 [
𝑊0

(0)
⋯ 𝑊𝑛

(0)

⋮ ⋱ ⋮

𝑊0
(𝑛)

⋯ 𝑊𝑛
(𝑛)

] [ℎ(𝑗𝑡)] Eq. (9.33) 

where [H(s)] and [h(jt)] are column vectors containing the elements of fourier transformed 

(frequency domained)and non-transformed (time-domained) values, respectively. 

 Therefore, the discrete Fourier transform facilitates solving the matrix relation given 

in Eq. (9.33). Most devised software and programs, such as the Cooley-Tukey algorithm 

[154, 155], resides in solving Eq. (9.33), using different techniques such as neural network 

[164-166], fast Fourier transform [154,155,19] just to name a few. 
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Figure 86: James Cooley and John Tukey who established the FFT Cooley-Tukey 

algorithm [207] 

 

Figure 87: figure showing Cooley-Tukey and Stockham algorithms performing 

calculations [182] 
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Figure 88: illustration showing the FFT Cooley-Tukey algorithm process and procedures 

followed during calculations [154, 155]. 

 

 

E. Experimental Spectrum Processing and Handling : 

 Experimentalists devised procedures and processes to facilitate sample handling and 

reduce artifacts altering the spectrum analysis. Some of these experimental tools and 

guidelines are recommended and advisable to follow or apply:[131]  



 

175 
 

 Have a clear idea about the algorithm to be applied and which algorithm is the most 

efficient 

 It is crucially advised to have a copy of the original data or spectrum. 

 Spectral subtraction is the process of subtracting the spectrum of artifacts and 

impurities from the original spectrum. This allows to get rid of CO2 and water and 

other impurities that alter our data as mentioned above. In most modern 

interferometers, this subtraction can be performed and controlled by adequate 

software and algorithm.[131]. 

 Baseline corrections are another type of process in getting rid of drifts and problems 

appearing at the level of the base. This process allows one to regulate and re-

calibrate the baseline reducing defects introduced by experimental instruments and 

fluctuations caused by software and programs. In modern interferometers, baseline 

corrections are available within the experimental procedures.  

 Smoothing is another method developed by spectroscopists and experimentalists to 

reduce the amount of noise in the spectrum, facilitating and easing the analysis. 

Various functions are found in the literature that can be applied to reduce and 

smoothen the spectrum. However smoothing is not advisable as it can alter and 

affect the spectrum leading to loss of information. Therefore, smoothing should be 

applied cautiously.  

 A better way of reducing noise and defects is derivating the spectrum. The first 

derivative removes offsets, artifacts within the baseline, on the other hand, the 

second derivation regulates the slope and further reduces offsets. Most modern 
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interferometers contain algorithms that can derivate the spectrum accurately within 

a few minutes. One problem arising from derivation is that sometimes the derivative 

curves contain higher noises. However, these problems can be easily solved by 

smoothing or using good and efficient algorithms [131,163]. Finally, the derivation 

is a good process to reduce noises and offsets that can ease the results being 

detected and analyzed especially in quantitative spectroscopic analysis. [132]. 

 Deconvolution is a process of splitting two or more peaks that come on top of each 

other. This process is also known as Fourier self deconvolution (FSD [151-155, 

161]). Deconvolution results in cepstrum as depicted in the figure below, making 

broad bands look like narrow bands enhancing the quality of the information, and 

reducing the noise.  

 Library searching is a useful process in identifying the appearance of the 

interferogram. Due to the effect of deconvolution on the resolution, or the 

limitations and constraints imposed on the above-mentioned processes, library 

search perhaps is the most powerful technique in identifying artifacts, noise, and 

components related to water or CO2 or any other impurities. [131]. 
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Figure 89: figure demonstrating baseline correction for FTIR spectrum. [209] 

 

Figure 90: figure clarifying the effect of smoothing on FTIR spectrum [162]. 
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Figure 91:figure exemplifying the effect of derivatives on FTIR spectrums [157]. 

 

Figure 92: figure illustrating the Fourier self deconvolution on FTIR spectrums [161] 
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F- Our FTIR Set up and Experimental procedure 

 

Figure 93: figure showing our FTIR system [180] 

  

 All necessary infrared measurements were performed on our FTIR system modeled 

after Thermo Electron Corporation's Nicolet 4700 spectrometer of the 560/760 

spectrometer systems as shown in the figure above. This spectrometer can measure 

transmission, reflectivity, or absorption spectra in the range of the 400 -4000 cm-1 spectral 

range. As mentioned earlier, most modern FTIRs in general, and our system in particular, 

incorporate a Michelson interferometer, which has advantages over other spectrometers and 

also offers higher accuracies, especially in frequency measurements, due to its high 

throughput. [16, 131, 149]. Our FTIR system consists of the following main components: 
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 Infrared Source: consists of a heated filament that emits infrared radiation, as shown 

in the fig (94) below. 

 

Figure 94: figure depicting te IR source used in our FTIR system. [180] 

 

 Optics: These are made up of parabolic mirrors, lenses, and collimators that align 

the incoming radiation and direct it into the Michelson interferometer in unison. 

Lenses and parabolic mirrors are also used to focus the aligned rays that have 

passed through the Michelson interferometer onto the samples and, later, to the 

detectors. 

 Michelson interferometer: as previously stated, this consists of a KBr beam splitter, 

as shown in the figs 95 and 96, as well as, moving and fixed mirrors... 

 Sample and sample holders: the beams that enter this compartment are focused on 

the sample, from which the reflected or transmitted rays are focused on the detectors 

via lenses and mirrors, depending on the purpose of the investigation. 
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 Detectors:  Finally, the reflected or transmitted beams are focused on the detector, 

where they are displayed and stored by software, in our case OMNIC software, 

ready for the investigator to analyze and decode. 

 
 

Figure 95: figure showing the KBr beam splitter used in our FTIR system [180] 

 

 
 

Figure 96: figure depictng the Michelson interferometer attached to our FTIR [180] 

 

 
 

Figure 97: figure showing the DTGS-KBr detector used in our system [180] 
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Figure 98: Figure depicting an example of OMIC software displaying background 

measurement in our system. [181] 

  

 The measurements begin with the selection of the necessary parameters, such as 

setting the number of scans and, selecting an appropriate resolution. A background 

collection is performed in the compartment to account for the effect of the environment and 

components or instruments that will be extracted from those of signals measured using 

samples. Typically, background data is collected before each measurement.  A golden 

mirror-like object is used for reflectivity, and ambient air within the compartment for 

transmission measurements, as depicted in figure (98). Finally, the spectrum of each sample 

is measured sequentially, and analyzed by the OMNIC software, where the displayed data 

shows the ratio of the spectrum of the samples to that of the background, thus eliminating 

the instrumental and environmental effects surrounding the samples. Hence the obtained 

signals and data contain the necessary optical information specific to the samples, which 

are stored and ready to be analyzed by the users. 
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G. Summary: 

 In this chapter, we have discussed the background of vibrational spectroscopy, 

highlighting infrared spectroscopy, mentioning its applications and drawbacks. We also 

introduced Fourier transform infrared spectroscopy, covering its versatility and superiority 

over other infrared spectroscopy techniques and available devices. Finally, we discussed 

the Fourier transform, considered the backbone of Fourier transform infrared spectroscopy, 

detailing its properties, discretization and sampling techniques, and mentioning the 

computational tools available to solve the matrix form of the Fourier analysis. After 

covering the theoretical basis of FTIR, we have detailed the experimental procedures and 

guidelines that can be used to process and facilitate the analysis of data obtained from FTIR 

measurements. 
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SECTION IV 

 

 

 

 

THESIS OUTCOME 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



 

185 
 

CHAPTER X 

RESULTS AND DISCUSSIONS 

 Pulsed laser deposition was used to deposit zinc oxide on glass. The resulting 

samples were measured by XRD, SEM, UV-Vis spectroscopy and FTIR to investigate the 

suitability of ZnO as a hyperbolic material with the potential to control the direction of 

incident solar infrared radiation on vehicle glass. This chapter begins by introducing 

hyperbolic metamaterials, including their types, designs, basic properties, and applications. 

It then summarizes and discusses the results obtained using the experimental techniques 

highlighted in the previous chapter, as well as the analytical methods used in this research 

and analysis. 

 

A. Hyperbolic Metamaterials: basic properties, fundamentals, and applications 

 Hyperbolic metamaterials are anisotropic materials that function as metals in one 

direction and as dielectrics in the other, and are therefore defined by a permittivity tensor of 

the form . 

휀 = [

휀𝑥𝑥 0 0
0 휀𝑦𝑦 0

0 0 휀𝑧𝑧

]  Eq. (10.1) 

where at leat one of its components has a different sign from the others. 

 Naturally, any material is defined by a dispersion relation for the propagation of 

extraordinary or ordinary waves through it. This dispersion can be obtained from Maxwell's 

equations given in chapter II of this text, and expressed as: [58, 59, 171-178] 
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𝑘𝑥
2 + 𝑘𝑦

2 + 𝑘𝑧
2 =

𝜔2

𝑐2
  Eq. (10.2) 

 

where the propagative wave is represented by the wavevectors components kx, ky, and kz, 

and produces a closed isofrequency spherical or ellipsoidal shell surfaces in the momentum 

space, as illustrated in the fig (99 (a)) below. However, in a hyperbolic metamaterial 

Maxwell-Garnett approximation predicts a dispersion of the form: [58, 59, 171,-178] 

𝑘𝑥
2 + 𝑘𝑦

2

휀𝑧𝑧
+ 

𝑘𝑧
2

휀𝑥𝑥
=

𝜔2

𝑐2
   Eq. (10.3) 

 As mentioned earlier, the hyperbolic metamaterial has dielectric components that 

are opposite in sign. To put it another way,  휀||. 휀⊥ < 0, this results in open isofrequency 

surfaces in the momentum space, as seen in figs (99 (b) and (c)) below. [58, 59, 171-178] 

 

 

 

 

Figure 99: schematic illustration of isofrequency surfaces of extraordinary wave 

propagation in (a) real materials, (b)&(c) for hyperbolic metamaterials respectively [58, 

172-176] 
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 It is worth noting that the negative components result in a metal-like surface, 

whereas the positive components results in a dielectric-like surfaces. We can distinguish 

two forms of hyperbolic metamaterials [58, 59, 171-178] 

 Type 1 hyperbolic metamaterials have just one negative component of their 

dielectric tensor 휀𝑧𝑧 < 0, 𝑎𝑛𝑑 휀𝑥𝑥 = 휀𝑦𝑦 > 0, . These produce symmetric hyperbolic 

isofrequency surfaces of the form illustrated in fig (99 (b)).[58, 59, 172-176] 

 Type 2 hyperbolic metamaterials have two components of their dielectric tensor 

negative휀𝑧𝑧 > 0, 𝑎𝑛𝑑 휀𝑥𝑥 = 휀𝑦𝑦 < 0 . . These produce a continous hyperbolic 

surface as the one shown in fig (99 (c)). [58, 59, 172-176] 

 Hyperbolic metamaterials are created in one, two, or three dimensions utilizing 

nanofabrication and engineering processes such as top-to-down or bottom-to-up stacking, 

milling, and other depositional techniques,  some of them are discussed in Chapter 5. In 

general, such metamaterials can be multilayer films consisting of silver, gold, or transparent 

oxide and nitrides, such as TiO2, SiN, and SiC [58, 174, 176], to name a few, or they can 

be built into nanowires or tubes, for example, by metal factor filling inside a dielectric 

material. [58, 59, 171-178] 
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Figure 100: figure depicting different hyperbolic metamaterials fabricated  shapes and 

designs [59] 

 

Figure 101:Schematic representing metal-insulator-metal junction made up of  

hyperbolic metamaterial and interacting with IR radiation [179] 

 

 The in-plane and cross-plane dielectric functions of the multilayered metal-

dielectric material are given by the following relationships: [58, 59, 171-178] 

휀|| =  𝜌휀𝑚 + (1 − 𝜌)휀𝑑 Eq. (10.4) 
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휀⊥ =
휀𝑚휀𝑑

=  𝜌휀𝑚 + (1 − 𝜌)휀𝑑
 Eq. (10.5)  

 

with  

𝜌 =
𝑑𝑚

𝑑𝑚 + 𝑑𝑑
 Eq. (10.6) 

Here dm(d) is the metal ( dielectric )thickness, 휀𝑚(𝑑)is the dielectric constant for metal 

(dielectric). Thus one can realize that the optical constant of the hyperbolic metamaterial is 

highly dependent or influenced by the thickness of the thin layers, which we intend to 

investigate in this script for ZnO thin film layers deposited on glass.  

 One can distinguish between the dielectric near zero, defined as the dielectric 

function passing through the value zero, and the dielectric near the poles, defined as the 

recording poles of the dielectric [58]. Although these values are represented as singularities 

in the phonon density of states, the density of states remains a hyperboloid at infinity, 

which has intriguing applications [58]. 

 

Figure 102: figure showing different hyperbolic metamaterial along with their resonant 

frequency [58]. 
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Figure 103: Schematic illustrating epsilon near zero and poles in different typed 

hyperbolic metamaterial [58] 

 

Figure 104: figure depicting the epsilon near zero and poles effects in the reflectivity 

spectrum  in different typed hyperbolic metamaterial [58] 

 

 Hyperbolic metamaterials with broadband singular behavior in their density of 

states, as well as infinite phonon density of states, have found applications in superlenses 

[57], super-resolution imaging [57-59, 171, 176], enhanced quantum [176, 178] effects 

surpassing classical electrodynamical dynamical phenomena [177], advanced thermal 

systems [176, 177] and managements, new stealth technologies [171-173, 176] , 

gravitational and cosmological phenomena [175,176 ] and beyond [176, 179]. 

 The major interest of hyperbolic materials lies in the fact that they can be used to control 

the direction of light. The direction of light incident on a hyperbolic material is determined 

by the sign and magnitude of the two principal components (in-plane and across-plane) of 
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the dielectric permittivity tensor. The propagation angle θ (e.g., the angle between the 

Poynting vector and the z-axis) of the hyperpbolic polaritons (HPs) in hyperbolic media can 

be approximated by the following formula 

𝜃 =
𝜋

2
− 𝑎𝑟𝑔𝑡𝑎𝑛 (

√휀𝑧(𝜔)

𝑖√휀𝑡(𝜔)
) Eq. (10.7) 

where휀𝑧 = 휀𝑧𝑧  and 휀𝑡 = 휀𝑥𝑥 = 휀𝑦𝑦   . Thus, materials exhibiting hyperbolic behavior over 

a broad infrared spectral range, and in which the ratio of the in-plane dielectric constant to 

the cross-plane dielectric constant remains unchanged in the spectral range in which the 

material is hyperbolic, are of particular interest because they can control the direction of a 

large part of the solar infrared radiation. Coating the vehicle glasses with this type of 

material would deflect the incident solar infrared rays and avoid heating the interior of the 

vehicle. As such, broad-band infrared hyperbolic materials would minimize the risk on 

children on board because each year, children die from heatstroke after being left 

unattended in motor vehicles. 

A potential candidate for this application is ZnO. As mentioned previously, ZnO is 

transparent in the visible spectrum and, when grown by PLD, it forms well-oriented gains 

having a columnar/conical structure with a high concentration of defect-induced free 

electrons. These electrons will be confined in the direction perpendicular to the grain axis, 

while remaining nearly free along the grain axis. This effect would increase the anisotropy 

of the ZnO structure and induce very different plasma oscillation frequencies parallel and 

perpendicular to the grain axis. Therefore, the dielectric tensor of ZnO films obtained by 

PLD may have two principal components with different signs due to the different 
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oscillation of the plasma parallel and perpendicular to the grain axis. Furthermore, the grain 

shape, and hence the optical anisotropy of the ZnO film, can be controlled by the film 

thickness. This offers the possibility to control the ratio of the in-plane dielectric constant to 

the cross-plane dielectric constant, and thus allows to control the propagation direction of 

the HPs. In this chapter, we investigate the hyperbolicity of the polaritons in ZnO films 

grown by PLD on glass substrates. We use XRD experiment to demonstrate the well 

orientation of the grains along the c-axis and the SEM technique to show the columnar 

shape of the grains. The transparency of the films in the visible spectral range is assessed 

by reflection measurements in the visible and near-UV spectral ranges. The signs of the in-

plane and cross-plane dielectric constants and their ratio in the entire infrared spectral range 

beyond the phonon resonance are evaluated from an accurate analysis of the infrared 

reflectivity measurements. 

 

B. XRD measurements 

 ZnO thin films obtained by PLD with different deposition times were first examined 

by XRD. The spectrometer used and the measurement setup are given in Chapter VI. The 

results are shown below in Fig 105. 
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Figure 105: XRD patterns of the grown films 

 

 The XRD spectra show only one peak related to the (002) plane, which is 

perpendicular to the c-axis of the ZnO Wurtzite structure. This peak broadens and shift 

slightly with changing the film thickness due to a change in the crystallinity or the strain 

field in the film. However, the occurance of a single peak related to the (002) plane clearly 

demonstrates that all grains are oriented along the c-axis. 
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C. SEM Measurements:  

 The cross-sections of the ZnO films were imaged using SEM to observe the grain 

shape. The details of the SEM used and the technical procedure that was adopted to 

measure the cross-sections of the films are given in Chapter VII. All the measured films 

showed columnar grains. The SEM image of the cross-section of a ZnO film deposited on 

glass by PLD for one hour is shown below in Fig 106.  

 

Figure 106: SEM micrographe of the cross-section of ZnO film grown on glass by PLD 

for one hour. The columnar nature of the grains is clearly seen. 
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 In addition, to the shape of the grains in the films, the SEM measurements were 

used to deduce the thickness of the films, which is needed for precise analysis of the FTIR 

spectra that will be presented later in the discussion of the results.   

 

D. Measurement of Transmittance in the Visible Spectral Range 

 The transparency of the grown samples in the visible spectral range was assessed 

using a UV-Vis spectrometer operating with optical gratings. Detailed description of the 

specrometer used and the measurement setup is provided in Chapter VIII. The measured 

transmittance spectra of the samples are shown in Fig 107 together with the transmittance 

of glass. 

 

Figure 107:Transmittance of the grown samples in the visible spectral range. 
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 These spectra show that the transmittances of the grown samples are wavelength 

dependent due to interference phenomena. The measured transmittance spectra also show 

that the transmittance of the samples decreases slightly with increasing film thickness. 

However, in general, glass coated with ZnO films remains transparent even for thick films 

deposited for about 2 hours by PLD. These results show that ZnO does not significantly 

impair the visibility of the passengers in the vehicle. 

 

E. Measurement of Reflectivity in The Infrared Spectral Range 

 The infrared reflectivity spectra of the developed samples were measured using the 

Fourier transform infrared spectrometer described in Chapter IX. The angle of incidence 

was set π⁄4 in all measurements.  

 The dielectric properties of the glass substrate, which are necessary for accurate 

analysis of the dielectric properties of ZnO films deposited on glass, were first obtained 

from the Kramers-Kronig analysis of a bare glass substrate. The Kramers-Kronig 

conversion technique is detailed in Chapter III, and the dielectric properties obtained for the 

glass substrate used in this study are shown in Fig 108. 
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Figure 108:infrared reflectivity and complex dielectric function of the glass substrate 

used in the present study. 
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 To deduce the complex dielectric functions of the films deposited on glass, we 

considered an anisotropic permittivity tensor of the form given in Eq 10.1. Now, if we 

consider the direction of the incoming electric field with respect to (x, y, z) is defined by 

�̂� =  (
𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜑
𝑠𝑖𝑛 𝜃 𝑠𝑖𝑛 𝜑

𝑐𝑜𝑠 𝜃

) Eq.( 10.8) 

 

where θ is the angle between the electric field and the z-axis and φ is the azimuthal angle, 

we find that the electric displacement vector is given by 

�⃗⃗� (𝜔) =  휀(𝜔)�̂�. |�⃗� | Eq. (10.9) 

 

 Upon using Eqs 10.1 and 10.8 in Eq. 10.9, we find that the magnitude of the 

displacement vector is given by  

𝐷(𝜔) = (휀𝑥𝑥𝑠𝑖𝑛
2𝜃𝑐𝑜𝑠2𝜑 + 휀𝑦𝑦𝑠𝑖𝑛

2𝜃𝑠𝑖𝑛2𝜑 + 휀𝑧𝑧𝑐𝑜𝑠
2𝜃)𝐸(𝜔) Eq. (10.10) 

 

 Since the angle of incidence is equal to π⁄4 and the incident light was unpolarized 

(i.e.〈𝑐𝑜𝑠2𝜑〉 =  〈𝑠𝑖𝑛2𝜑〉 =
 1

2
), and the basal plane of the wurtzite structure is isotropic 

(i.e. 휀𝑥𝑥 =  휀𝑦𝑦  ), the overall dielectric function of the films for the measurement 

configuration is given by 
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휀𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 = 𝑥𝑥

2
+ 𝑧𝑧

2
  Eq. (10.11) 

 

 The in-plane and cross-plane dielectric constants in Eq 10.11 can be written 

according to the Drude-Lorentz model given by Eq 3.27. Upon using these dielectric 

functions and the glass dielectric function derived from the Kramers-Kronig analysis of the 

glass reflectivity spectrum in the Tansfer-Matrix method introduced in Chapter III, the 

overall reflectivity from the samples investigated can be calculated.  

 To obtain the parameters of the in-plane and cross-plane Drude-Lorentz oscillators 

(Eq 3.27), we have fitted the measured reflectivity to the model for the reflectivity from a 

two-layer system described above. The fitting results are given in Table 6.  
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Samples  

 

Thickness 
(nm) 

 

휀∞𝑠   
 

 

휀∞𝑐  
 

 

𝜔𝑝𝑠 
 (cm-1) 

 

𝜔𝑝𝑐 
 (cm-1) 

 

𝜏𝑠 
 

 

𝜏𝑐 
 

𝛾𝑠

𝜔𝜏𝑠
 

𝛾𝑐

𝜔𝜏𝑐
 𝑆𝑠 𝑆𝑐 

2 370  1.4 0.0 50000 850000 5.5e-9 2.0e-9 0.02 0.01 0.35 1.65 

3 600 1.3 -0.2 210000 930000 5.0e-9 2.0e-9 0.05 0.01 0.70 0.40 

4 850 1.1 -0.6 210000 930000 4.0e-9 2.0e-9 0.01 0.03 0.80 0.05 

5 690 1.3 -0.5 250000 1010000 4.0e-9 2.0e-9 0.02 0.03 1.00 0.0 

6 800 1.4 -0.9 210000 1050000 3.5e-9 2.0e-9 0.03 0.01 0.80 0.0 

7 860 1.5 -0.9 290000 1090000 4.0e-9 2.0e-9 0.06 0.02 0.95 0.0 

8 860 1.6 -1.0 290000 1050000 4.0e-9 2.0e-9 0.03 0.03 1.10 0.0 

9 770 1.9 2.4 330000 10000 3.5e-9 5.0e-9 0.06 0.01 0.65 0.3 

10 350 1.7 -0.7 10000 2970000 0.5e-9 10.5e-9 0.15 0.09 0.55 0.0 

11 1770 1.4 -0.2 250000 610000 5.5e-9 2.0e-9 0.01 0.01 0.95 0.80 

17 1940 1.3 0.2 370000 53000 3.5e-9 2.0e-9 0.21 0.01 0.35 0.25 

18 2000 1.4 0.2 330000 530000 3.5e-9 2.0e-9 0.21 0.01 0.4 0.25 

            

Table 6: Summary of the samples vibrational obtained by fitting the measured 

infrared reflectivity spectra to Eq. 10.11. 

 

 휀∞𝑠(𝑐) is  the high-frequency dielectric constant in perpendicular to the palne of incidence 

(along the c-axis); 

 𝜔𝑝𝑠(𝑐) is the plasma frequencies perpendicular to the plane of incidence (along the c-axis) 

 𝜏𝑠(𝑐)   is the free-electrons relaxation time perpendicular to the plane of incidence (along 

the c-axis)  

 𝛾𝑠(𝑐)   is the phonon damping factor perpendicular to the plane of incidence (along the c-

axis) 

 𝑆𝑠(𝑐)  is the oscillator strength perpendicular to the plane of incidence (along the c-axis). 

  

 The in-plane and cross-plane dielectric constants and plasma frequencies obtained 

by fitting the reflectivity spectra to the theoretical model for the reflectivity of a two-layer 

system are shown in Fig 109 and the high quality of the spectra fitting is shown in Apendix 

D. 
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Figure 109: in-plane and cross-plane high-frequency dielectric constants and plasma 

frequencies as a function of the film thickness 

 

 

 It is very interesting to note that the in-plane and cross-plane dielectric constants 

show opposite signs and a ratio that depends on the film thickness. Furthermore, the in-

plane and cross-plane plasma frequencies of the developed films appear to follow the same 

trend as the high-frequency dielectric constants, reinforcing the hypothesis that the 

columnar nature of the ZnO grains causes high optical anisotopy in the film with dielectric 

behavior in one direction and metallic behavior in another. As the high-frequency dielectric 

constant determines the response of the material from the edge of the phonons resonnace 

band (the Reststrahlen band) to infinity, these results demonstrate that polaritons in thin 

ZnO films deposited on gless are hyperbolic over a wide spectral range, and the ratio of the 
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in-plane to cross-plane dielectric constant is controllable through the film thickness. 

Therefore, we believe that coating the class with ZnO films would allow controlling the 

direction of propagation of solar infrared radiation and help reduce the heat absorbed by the 

vehicle interior. 

 

F. Summary:  

 In this chapter, we presented the characterization techniques we employed in this 

thesis to examine the structural and optical characteristics of ZnO films grown on glass and 

to examine the signs and anisotropy of the dielectric constants. By fitting the measured 

infrared reflectivity spectra to a theoretical model for reflectivity, we demonstrated that 

ZnO thin films on glass are hyperbolic materials over a broad infrared spectrum from the 

edge of the phonon resonance band to infinity. We have also shown that the ratio of the in-

plane dielectric constant to the cross-plane dielectric constant can be controlled by the film 

thickness.   
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CHAPTER XI 

CONCLUSION AND FUTURE ROADMAPS 

 

 This thesis investigated the infrared optical properties of thin ZnO films deposited 

on glass. The manuscript begins by a chapter presenting James Maxwell's electromagnetic 

theory, describing the interaction of the electromagnetic wave with materials, particularly 

polar crystals such as zinc oxide. The derivation of the characteristics of a material by 

examining its interaction with electromagnetic radiation is also presented in this chapter. 

The next chapter introduces the Drude and Lorentz models. The theory is expanded to be 

applied to multilayer materials by employing the T-matrix approach, which extracts the 

optical characteristics of the end layers by a recursive method starting from the first layer. 

The Kramers-Kronig theory, which serves to extrcat imaginary quantities from the real 

ones is also presented in this chapter. 

 The next chapters discusses the propertes of the material investigated in this thesis 

and presented the deposition technique used as well as many characterization techniques we 

employed to probe important characteristics of the material investigated . 

 The last chapter summarizes the results obtained in this thesis. It  reveales that the 

in-plane and ocross--plane dielectric constants of zinc oxide exhibit opposing signs 

throughout a large range of the infrared region of the electromagnetic spectrum. In this 

chapter, we demonstrate that ZnO thin films on glass are hyperbolic materials over a broad 
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infrared spectrum from the edge of the phonon resonance band to infinity. We also show 

that the ratio of the in-plane dielectric constant to the cross-plane dielectric constant can be 

controlled by the film thickness.  As a future research studies or works, we consider the 

following possible roadmaps 

 Investigation of the optical characteristics of a comparable zinc oxide filmsmaterial 

produced on different substrates and using different deposition processes. Thus, 

examining the influence of deposition and its parameters approaches on optical 

characteristics. 

 According to the literature, dopants improve some of the optical characteristics of 

the materials while also disclosing new features. To that purpose, one possibility is 

to investigate the alteration in optical characteristics of zinc oxide by doping it, 

maybe with Al or Ga.  

 The results of this thesis reveal a prospective use of hyperbolic metamaterials in 

general, and our samples in particular, in safety and thermal management applications (as 

reported in Ref [176]). However, they still need to undergo vehicle testing and address 

essential modifications before they can be transitioned or adopted at the industrial level. 

That said, this thesis has also demonstrated a new type of application for hyperbolic 

metamaterials, providing a new avenue in exploring the characteristics of metamaterials 

and their applications. 

 



 

205 
 

APPENDIX A 

 The Bragg condition and crystal properties were defined in the Fourier space or the 

Reciprocal space, which is defined as the space accompanying the ordinary space in which 

the crystal is represented in real life, and is translated to by the Fourier transform, hence the 

name Fourier space or the Reciprocal Space. Thus the primitive lattice vectors (a, b, c) of 

the real space are related to the reciprocal lattice vectors by the following expressions 

[9,118] 

𝑎∗ = 2𝜋 
𝑏 × 𝑐

𝑎. (𝑏 × 𝑐)
 

𝑏∗ = 2𝜋
𝑐 × 𝑎

𝑎. (𝑏 × 𝑐)
 

𝑐∗ = 2𝜋
𝑎 × 𝑏

𝑎. (𝑏 × 𝑐)
 

Eq. (A.1) 

 

where a, b, and c are the lattice vector in the ordinary space and a*, b*  are and c* is the 

reciprocal lattice vectors, with 𝑎. (𝑏 × 𝑐) representing the volume of the unit cell in the 

ordinary space and 𝑉 = 
2𝜋

𝑎.(𝑏×𝑐)
 representing the volume of the reciprocal unit cell. Thus 

one can realize that in ordinary space the vector has a dimension of length whereas in the 

reciprocal space a vector has a dimension (length)-1. [9, 118] 

 As defined previously, G represents a reciprocal lattice vector having components 

satisfying equation (15), to that end the equation of (hkl) planes must satisfy the following 

expressions:  
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𝑑ℎ𝑘𝑙 = 𝑟. 𝑛 =
𝑟. 𝐺

|𝐺|
=

2𝜋

|𝐺|
  [118] Eq. (A.2) 

 where |G| is the magnitude of the reciprocal lattice vector G = ∆k with the following Laue 

conditions:  

𝑎. Δ𝑘 = 2𝜋ℎ 

𝑏. ∆𝑘 = 2𝜋𝑘 

𝑏. ∆𝑘 = 2𝜋𝑙 

 

Eq. (A.3) 

where h, k, and l  are the miller indces. [9, 118]  

 

Figure 110: Sketch showing the Ewald construction used to interpret vectors for 

diffraction [9, 96, 118-120 ] 

 

  “ The Brillouin zone is defined as the smallest volume enclosed by the planes that 

are perpendicular bisectors to the reciprocal lattice vectors ” [9]. They are essential 

components in the analysis of any crystalline property and can be defined or represented by 

Wigner-Seitz primitive cell within the reciprocal space, as shown in the figures below. [9, 

118]  
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Figure 111: Sketch showing Brillouin zones within different crystalline arrangements [9, 

210] 

 

Figure 112: Sketch elaborating Wigner-Seitz primitive cell construction [9, 209] 
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Figure 113: Sketch representing the different crystalline structures [9, 211] 

 

Figure 114: figure showing the primitive lattice vectors and their transformation within 

the reciprocal space for different crystal structures [9] 
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APPENDIX B 

 

 The general properties of Fourier Transform:  

(Refer for this Appendix to Refs[151-155]) 

 Shift theorem:  for the Fourier transform and its inverse: 

𝐻1(𝑠) = ∫ ℎ(𝑡 ∓ 𝑡𝑜)𝑒
−𝑖2𝜋𝑠𝑡𝑑𝑡 =  𝑒±𝑖2𝜋𝑠𝑡𝑜

∞

−∞

∫ ℎ(𝑡)𝑒−𝑖2𝜋𝑠𝑡𝑑𝑡
∞

−∞

= 𝑒±𝑖2𝜋𝑠𝑡𝑜𝐻(𝑠)     

 

Eq. (B.1) 

ℎ1(𝑡) = ∫ 𝐻(𝑠 ∓ 𝑠𝑜)𝑒
𝑖2𝜋𝑠𝑡𝑑𝑠 =  𝑒∓𝑖2𝜋𝑡𝑠𝑜

∞

−∞

∫ 𝐻(𝑠)𝑒𝑖2𝜋𝑠𝑡𝑑𝑠
∞

−∞

=  𝑒∓𝑖2𝜋𝑡𝑠𝑜ℎ(𝑡)         

 

Eq. (B.2) 

 

 Similarity/Scaling Theorem: for the Fourier Transform and its inverse:  

    𝐻1(𝑠) = ∫ ℎ(𝑎𝑡)𝑒−𝑖2𝜋𝑠𝑎𝑡𝑑𝑡 =  
1

𝑎

∞

−∞

∫ ℎ(𝑡)𝑒−𝑖2𝜋𝑠𝑡𝑑𝑡 =  
1

𝑎
𝐻(𝑠)   

∞

−∞

 Eq. (B.3) 

 

where a is a constant such that 𝑎 ≠ 0 

Similarly, we have:  
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ℎ1(𝑡) = ∫ 𝐻(𝑎𝑠)𝑒𝑖2𝜋𝑎𝑠𝑡𝑑𝑠 =  
1

𝑎

∞

−∞

∫ 𝐻(𝑠)𝑒𝑖2𝜋𝑠𝑡𝑑𝑠 =  
1

𝑎
ℎ(𝑡)

∞

−∞

 

 

Eq. (B.4) 

 

 Cosine/Sine relations: in this section, we will introduce the Fourier transform when 

a function is mutilated or contains any trigonometric function. We will limit ourselves for 

cosine but the theory remains valid for any other trigonometric relations. Sometimes this 

relationship is referred to as a modulation theorem or property of Fourier transform and its 

inverse. It is expressed as: 

𝐻1(𝑠) = ∫ ℎ(𝑡)𝑐𝑜𝑠 (2𝜋𝑡𝑠𝑜)𝑒
−𝑖2𝜋𝑠𝑡𝑑𝑡 = 

∞

−∞

∫ ℎ(𝑡)(
𝑒𝑖2𝜋𝑡𝑠𝑜 + 𝑒−𝑖2𝜋𝑡𝑠𝑜

2
) 𝑒−𝑖2𝜋𝑠𝑡𝑑𝑡 

∞

−∞

= 
1

2
(𝐻(𝑠 + 𝑠𝑜) + 𝐻(𝑠 − 𝑠𝑂))                   

ℎ1(𝑡) = ∫ 𝐻(𝑠) cos(2𝜋𝑠𝑡𝑜) 𝑒𝑖2𝜋𝑠𝑡𝑑𝑠 = 
∞

−∞

∫ 𝐻(𝑠)(
𝑒𝑖2𝜋𝑠𝑡𝑜 + 𝑒−𝑖2𝜋𝑠𝑡𝑜

2
) 𝑒𝑖2𝜋𝑠𝑡𝑑𝑠

∞

−∞

=  
1

2
(ℎ(𝑡 + 𝑡𝑜)  + ℎ(𝑡 − 𝑡𝑜))         

    

 Convolution relation: the convolution relation of two functions f(x) and g(x) is 

defined by:  

𝑓(𝑥) ∗ 𝑔(𝑥) =  ∫ 𝑓(𝑢)𝑔(𝑥 − 𝑢) 𝑑𝑢   

∞

−∞

 Eq. (B.5) 
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The Fourier transform of a convolution function is defined by : 

∫ 𝑓(𝑡) ∗ 𝑔(𝑡)𝑒−𝑖2𝜋𝑠𝑡  𝑑𝑡 = 𝐹(𝑠)𝐺(𝑠)       

∞

−∞

 Eq. (B.6) 

 

where F(s) and G(s) are the Fourier transform of f(t) and g(t) respectively [151-155]  

Similarly.  

∫ 𝐹(𝑠) ∗ 𝐺(𝑠)𝑒𝑖2𝜋𝑠𝑡  𝑑𝑠 = 𝑓(𝑡)𝑔(𝑡)       

∞

−∞

 Eq. (B.7) 

 

 Product relation: let h(t) be the product of two functions f(t) and g(t), the Fourier 

transform and its inverse of h(t) and H(s) are expressed: 

𝐻(𝑠) = ∫ ℎ(𝑡)𝑒−𝑖2𝜋𝑠𝑡𝑑𝑡 = 
∞

−∞

∫ 𝑓(𝑡)𝑔(𝑡)𝑒−𝑖2𝜋𝑠𝑡𝑑𝑡 = 𝐹(𝑠) ∗ 𝐺(𝑠)    
∞

−∞

 Eq. (B.8) 

ℎ(𝑡) = ∫ 𝐻(𝑠)𝑒𝑖2𝜋𝑠𝑡𝑑𝑠 = 
∞

−∞

∫ 𝐹(𝑠)𝐺(𝑠)𝑒𝑖2𝜋𝑠𝑡𝑑𝑠 =  𝑓(𝑡) ∗ 𝑔(𝑡)       
∞

−∞

  

 

 linearity relation: let h(t) be the sum of two functions f(t) and g(t), the Fourier 

transform and its inverse of h(t) and H(s) are expressed as: 

𝐻(𝑠) = ∫ ℎ(𝑡)𝑒−𝑖2𝜋𝑠𝑡𝑑𝑡 = 
∞

−∞

∫ (𝑓(𝑡) + 𝑔(𝑡))𝑒−𝑖2𝜋𝑠𝑡𝑑𝑡
∞

−∞

= 𝐹(𝑠) + 𝐺(𝑠)     

Eq. (B.10) 
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ℎ(𝑡) = ∫ 𝐻(𝑠)𝑒𝑖2𝜋𝑠𝑡𝑑𝑠 = 
∞

−∞

∫ (𝐹(𝑠)+𝐺(𝑠))𝑒𝑖2𝜋𝑠𝑡𝑑𝑠 =  𝑓(𝑡) + 𝑔(𝑡)    
∞

−∞

 

 

Eq. (B.11) 

 

 Complex functions:  let z(t) be a function defined by z(t) = f(t) +ig(t), where f(t) and 

g(t) are real and imaginary parts of z(t) respectively. The fourier transform of z(t) is given 

by:  

𝐻(𝑠) = ∫ 𝑧(𝑡)𝑒−𝑖2𝜋𝑠𝑡𝑑𝑡 = 
∞

−∞

∫ (𝑓(𝑡) + 𝑖𝑔(𝑡))𝑒−𝑖2𝜋𝑠𝑡𝑑𝑡 = 𝐹(𝑠) + 𝑖𝐺(𝑠)
∞

−∞

=  𝑅𝑒(𝐻(𝑠)) + 𝑖 𝐼𝑚(𝐻(𝑠))                                      

 

where Re(H(s)) and Im(H(s)) are the real and imaginary parts of H(s) defined by; 

Re(H(s))=F(s) and Im(H(s))= G(s). This relation holds for the inverse fourier transform. 

An interesting relation of fourier transform for an even and odd function are summarized in 

the following equations:  

𝐹(𝑠) = ∫ 𝑓(𝑡)𝑒−𝑖2𝜋𝑠𝑡𝑑𝑡 = 
∞

−∞

∫ 𝑓(𝑡)cos (2𝜋𝑠𝑡)𝑑𝑡 = 𝑅𝑒(𝑠)       
∞

0

 Eq. (B.12) 

 

where f(t) is an even function and: 

𝐺(𝑠) = ∫ 𝑔(𝑡)𝑒−𝑖2𝜋𝑠𝑡𝑑𝑡 = 
∞

−∞

𝑖 ∫ 𝑔(𝑡) sin (2𝜋𝑠𝑡)𝑑𝑡 = 𝑖𝐼𝑚(𝑠)     
∞

0

 Eq. (B.13) 
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with g being an odd function. The above equations hold for inverse Fourier transform. 

Moreover, it states that the Fourier transform of an even and odd function is real and 

imaginary respectively.  

 The above complex relation gives power relation of a Fourier transform:  

Let f(t), f(s) and g(t) and G(s) be Fourier transformed pairs, the power relation is stated by:  

∫ ℎ(𝑡)𝑔∗(𝑡)𝑑𝑡 = 
∞

−∞

∫ 𝐻(𝑠)𝐺∗(𝑠)𝑑𝑠       
∞

−∞

 Eq. (B.14) 

where * in the above equation is the complex conjugation of g(t). 

 Parseval’s Theorem: the Parvesal’s theorem is derived from equation (43), and it 

simply states that the area under the curve h(t) is the same as the area under the Fourier 

transformed curves, which implies that the Fourier transform does not change or alter the 

area covered by any given function. Parseval’s theorem is given by:  

      ∫ |ℎ(𝑡)|2 𝑑𝑡 =  
∞

−∞

∫ |𝐻(𝑠)|2 𝑑𝑠          
∞

−∞

 Eq. (B.15) 

 

 Correlation relation: just like convolution relation, the correlation theory is defined 

by; 

 Let f(t) and g(t) be two functions, the correlation or cross-correlation relation is 

given by:  

𝑓(𝑡) ⊛ 𝑔(𝑡) = ∫ 𝑓∗(𝑢 − 𝑡)𝑔(𝑢)𝑑𝑢 =  ∫ 𝑓∗(𝑢)𝑔(𝑢 + 𝑡)𝑑𝑢   
∞

−∞

∞

−∞

 Eq. (B.16) 
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where * is the complex conjugation, as similar relation holds for the Fourier transformed 

functions: 

𝐹(𝑠) ⊛ 𝐺(𝑠) = ∫ 𝐹∗(𝑣)𝐺(𝑣 + 𝑠)𝑑𝑣  
∞

−∞

 Eq. (B.17) 

 

On the other hand, the Fourier transform of the correlation relation is:  

𝐹{𝑓(𝑡) ⊛ 𝑔(𝑡)} =  ∫ ∫ 𝑓∗(𝑢)𝑔(𝑢 + 𝑡)𝑒−𝑖2𝜋𝑠𝑡𝑑𝑢 𝑑𝑡 = 𝐹(𝑠)𝐺∗(𝑠)  
∞

−∞

∞

−∞

 Eq. (B.18) 

 

 A special case of the correlation relation is where f(x) =g(x), this is sometimes 

named as autocorrelation relation, and the above equations reduce in this case to : 

𝑓(𝑡) ⊛ 𝑓(𝑡) = ∫ 𝑓∗(𝑢 − 𝑡)𝑓(𝑢)𝑑𝑢 =  ∫ 𝑓∗(𝑢)𝑓(𝑢 + 𝑡)𝑑𝑢                 
∞

−∞

∞

−∞

 

 

 

𝐹{𝑓(𝑡) ⊛ 𝑓(𝑡)} =  ∫ ∫ 𝑓∗(𝑢)𝑔(𝑢 + 𝑡)𝑒−𝑖2𝜋𝑠𝑡𝑑𝑢 𝑑𝑡 = 𝐹(𝑠)𝐹∗(𝑠) = |𝐹(𝑠)|2  
∞

−∞

∞

−∞

 

 

 

𝐹(𝑠) ⊛ 𝐹(𝑠) = ∫ 𝐹∗(𝑣)𝐹(𝑣 + 𝑠)𝑑𝑣         
∞

−∞
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 Derivative and integral Theorems:  the Fourier transform like any function can be 

differentiated and integrated. These properties of the Fourier transform are given by the 

equations B.19 below.  Note that we presented here the result  The derivation of these 

properties are found elsewhere [151-155].  

𝑑𝑘

𝑑𝑡𝑘
𝑓(𝑡) = ∫ 𝐻(𝑠)

∞

−∞

𝑒𝑖2𝜋𝑠𝑡  (𝑖2𝜋𝑠)𝑘 𝑑𝑠 Eq. (B.19) 

… . .∭𝐹(𝑠)𝑑𝑠 =  ∫ ℎ(𝑡)
∞

−∞

𝑒−𝑖2𝜋𝑠𝑡  
1

(𝑖2𝜋𝑡)𝑘
 𝑑𝑡   Eq. (B.20) 

 

Here the derivative and integration are applied k times.  
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APPENDIX C 

Details for this Appendix, can be found in Refs [151-155] 

The Boxcar Function:  

Π(𝑡) = {
    1       𝑖𝑓 |𝑡| ≤ 𝑇

     0      𝑖𝑓   |𝑡| > 𝑇 
 Eq. (C.1) 

 

 

Figure 115: figure showing the plot of Boxcar rectangular function with period T=1. 

 

 The Fourier transform of this function is:  

𝐹(Π) =  ∫ Π(t)𝑒−𝑖2𝜋𝑓𝑡𝑑𝑡 = 2𝑇
𝑠𝑖𝑛 (2𝜋𝑓𝑇)

2𝜋𝑓𝑇
= 2𝑇𝑠𝑖𝑛𝑐(2𝜋𝑓𝑇)

∞

−∞

 Eq. (C.2) 
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Figure 116: figure showing the plot of sinc(x) Fourier transform of Π (x) 

 

The triangular function is defined as:  

Λ = {
1 −

𝐿

|𝑥|
   𝑖𝑓 |𝑥| ≤ 𝐿

0               𝑖𝑓 |𝑥| > 𝐿

 Eq. (C.3) 

 

 The Fourier transform of the triangular function is:  

𝐹(Λ) =  ∫ Λ(t)𝑒−𝑖2𝜋𝑓𝑡𝑑𝑡 = 𝑇𝑠𝑖𝑛𝑐2(𝜋𝑓𝑇)
∞

−∞

 Eq. (C.4) 
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Figure 117: figure showing the plot of triangular (with period L=1) and its Fourier 

transform 

 

Heaviside unit function is defined by:  

𝐻(𝑥) = {
   1            𝑖𝑓 𝑥 ≥ 0
    0         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 Eq. (C.5) 

 

and its Fourier transform:  

𝐹(H) =  ∫ H(t)𝑒−𝑖2𝜋𝑓𝑡𝑑𝑡 =
1

2𝜋𝑓𝑖

∞

−∞

 Eq. (C.6) 
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Figure 118: figure showing the plot of Heaviside Unit Step Function and its Fourier 

transform 

 

Sign function defined by: 

𝑠𝑔𝑛(𝑥) = {  
1   𝑖𝑓 𝑥 > 0

 −1  𝑖𝑓 𝑥 < 0     
 Eq. (C.7) 
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Figure 119: figure showing the plot of Sgn (x) and its Fourier transform 

 

Dirac delta function defined by: 

𝛿(𝑥) = {
∞      𝑖𝑓 𝑥 = 0
  0   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

 Eq. (C.8) 

 

with ∫ 𝛿(𝑥)𝑑𝑥 =  1
∞

−∞
 

 

Figure 120: figure showing the plot of Dirac delta function (a) and its Fourier transform 

(b) 
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Shah Function defined as: 

ш (𝑥) = ∑ 𝛿(𝑥 − 𝑛)

∞

𝑛=−∞

 Eq. (C.9) 

 

 

Figure 121: figure showing the plot of Shah function  and its Fourier transform along 

with its effect when acted on a function 

 

 

Figure 122: figure summarizing the properties of Fourier Transform [151, 155] 
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Figure 123: figure summarizing the most sampling functions and their Fourier 

Transforms [151, 155] 
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APPENDIX D 

 

 In this appendix, we show the infrared reflectivity spectra from the samples 

ellaborated as well as their best fit to the model for infrared reflectivity detailed in the body 

of the manuscript. 

 

Figure 124: Measured and calculated IR reflectivity spectra from Sample 2. The inset 

shows the reflectivity band of the ZnO film. 
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Figure 125: Measured and calculated IR reflectivity spectra from Sample 3. The inset 

shows the reflectivity band of the ZnO film. 

 

Figure 126: Measured and calculated IR reflectivity spectra from Sample 4. The inset 

shows the reflectivity band of the ZnO film. 
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Figure 127: Measured and calculated IR reflectivity spectra from Sample 5. The inset 

shows the reflectivity band of the ZnO film. 

 

Figure 128: Measured and calculated IR reflectivity spectra from Sample 6. The inset 

shows the reflectivity band of the ZnO film. 
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Figure 129: Measured and calculated IR reflectivity spectra from Sample 7. The inset 

shows the reflectivity band of the ZnO film. 

 

Figure 130: Measured and calculated IR reflectivity spectra from Sample 8. The inset 

shows the reflectivity band of the ZnO film. 
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Figure 131: Measured and calculated IR reflectivity spectra from Sample 9. The inset 

shows the reflectivity band of the ZnO film. 

 

Figure 132: Measured and calculated IR reflectivity spectra from Sample 10. The inset 

shows the reflectivity band of the ZnO film. 
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Figure 133: Measured and calculated IR reflectivity spectra from Sample 11. The inset 

shows the reflectivity band of the ZnO film. 

 

Figure 134: Measured and calculated IR reflectivity spectra from Sample 17. The inset 

shows the reflectivity band of the ZnO film. 
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Figure 135: Measured and calculated IR reflectivity spectra from Sample 18. The inset 

shows the reflectivity band of the ZnO film. 
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