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## Chapter 1

## Introduction

In this Masters thesis, we are mainly concerned about complete vector fields on the complex submanifold $X$ of $\mathbb{C}^{4}$, where $X=\left\{(x, y, z, w) \in \mathbb{C}^{4}: x^{2} y+x+z^{2}+\right.$ $\left.w^{3}=0\right\}$ is the Koras-Russell cubic threefold. This three dimensional complex submanifold was discovered in the process of proving the so called Linearization Conjecture in dimension 3.

In 2001, Dror Varolin introduced the notion of the density property in his paper [16]. A complex manifold has the density property if the Lie algebra generated by complete holomorphic vector fields is dense in the Lie algebra of all holomorphic vector fields. In other words, every holomorphic vector field on the complex manifold can be approximated uniformly on compacts by Lie combinations of complete holomorphic vector fields. Mathematicians in this field started to study complex manifolds in order to determine if they have the density property. Some examples would be $\mathbb{C}^{n}$ for $n \geq 2, \mathrm{SL}_{2}(\mathbb{C})$, the Calogero-Moser spaces and a family of spaces given by $\left\{x^{2} y=a(z)+x b(z)\right\}$ where $z=\left(z_{0}, \ldots, z_{n}\right)$, $\operatorname{deg}_{z_{0}} a \leq 2$ and $\operatorname{deg}_{z_{0}} b \leq 1$. Notice that the Koras-Russell cubic is part of the family in the last example.

In Chapter 1, we give some background material from complex analysis of one variable, several complex variables, the similarities and differences between the two subjects. Then we move on to category theory in order to define sheaves and coherent sheaves. The language of sheaves and coherent sheaves will be used for the proof that the Koras-Russell cubic has the density property in Chapter 5.

Chapter 2 is also preliminary topics, which is more focused on vector fields and their flow maps. We give some known approximation theorems concerning flow maps. Finally, we introduce the main definition of this chapter, which is algorithms of vector fields. Later on we prove that under some conditions a flow map can be approximated uniformly on compacts by these algorithms. Finally we state and prove the most important theorem of this chapter which says that the flow map of any vector field in the Lie subalgebra of finitely many complete vector fields can be approximated uniformly on compacts by holomorphic automorphisms, these holomorphic automorphisms being the flow maps of the
complete vector fields in the Lie subalgebra generated by the complete holomorphic vector fields.

The third chapter is rather humble in nature. We give five vector fields $U, V$, $W, E$ and $H$ on the Koras-Russell cubic, and we show that they are complete, which means that their flow maps are defined for all time. The first four vector fields will turn out to play a crucial role in Chapter 5.

In Chapter 4, our main goal is to give the proof of the density property of the Koras-Russell cubic. We start by defining shears and overshears, then we give a proof of the Kaliman-Kutzschebauch formula. The Andersén-Lempert theorem is stated without proof, and finally a proof is given for the density property.

## Chapter 2

## Definitions and Results from Several Complex Variables

The main objective of this chapter is to give a humble overview of complex analysis of one variable, several complex variables, and their differences and similarities. Moreover, we introduce the language of category theory in order to define presheaves, sheaves and coherent sheaves. We make use of the following references. See [13, Chapter 1, 2], [14, Chapter 14], [9, Chapter 1] and [15, Chapter $7,9]$.

### 2.1 Complex Euclidean Space

For $n \in \mathbb{N}^{+}$the $n$-dimensional complex Euclidean space is denoted by $\mathbb{C}^{n}$ where:

$$
\mathbb{C}^{n}=\left\{z=\left(z_{1}, \ldots, z_{n}\right): z_{j} \in \mathbb{C} \text { for all } 1 \leq j \leq n\right\}
$$

is the Cartesian product of $n$ copies of $\mathbb{C}$. $\mathbb{C}^{n}$ can be viewed as an $n$-dimensional complex vector space, equipped with the Hermitian inner product defined by:

$$
(z, w)=\sum_{i=1}^{n} z_{i} \bar{w}_{i} \quad z, w \in \mathbb{C}^{n}
$$

The induced norm by the inner product $(\cdot, \cdot)$ is $|z|=\sqrt{(z, z)}$, which in hand also defines a distance d on $\mathbb{C}^{n}$ given by $\mathrm{d}(z, w)=|z-w|$.
The open ball of center $a \in \mathbb{C}^{n}$ and radius $r>0$ is given by:

$$
B(a, r)=\left\{z \in \mathbb{C}^{n}:|z-a|<r\right\}
$$

Often it is convenient to use another system of neighborhoods: the open polydisc $P(a, r)$ of multiradius $r=\left(r_{1}, \ldots, r_{n}\right), r_{j}>0$ and center $a \in \mathbb{C}^{n}$ is the product of $n$ open discs in $C$, that is $P(a, r)=D\left(a_{1}, r_{1}\right) \times \cdots \times D\left(a_{n}, r_{n}\right)$.

$$
P(a, r)=\left\{z \in \mathbb{C}^{n}:\left|z_{j}-a_{j}\right|<r_{j}, 1 \leq j \leq n\right\}
$$

Notice that $P\left(a,\left(r_{1}, \ldots, r_{n}\right)\right) \subset B(a, R)$ whenever $\sum_{j=1}^{n} r_{j}^{2}<R^{2}$, and that $B(a, R) \subset P\left(a,\left(r_{1}, \ldots, r_{n}\right)\right)$ for $R \leq \min \left\{r_{j}: 1 \leq j \leq n\right\}$.

### 2.1.1 Cauchy-Riemann equations

Recall that in the theory of complex analysis on $\mathbb{C}$ a complex valued function $f: D \rightarrow \mathbb{C}$ defined by $f(z)=f(x+i y)=u(x, y)+i v(x, y)$ where $u, v: \mathbb{R}^{2} \rightarrow \mathbb{R}$, is said to satisfy the Cauchy-Riemann equations if

$$
\begin{aligned}
\frac{\partial u}{\partial x} & =\frac{\partial v}{\partial y} \\
\frac{\partial u}{\partial y} & =-\frac{\partial v}{\partial x}
\end{aligned}
$$

Moreover, if we introduce the partial differential operator

$$
\frac{\partial}{\partial \bar{z}}=\frac{1}{2}\left(\frac{\partial}{\partial x}-\frac{1}{i} \frac{\partial}{\partial y}\right)
$$

Then,

$$
\begin{aligned}
\frac{\partial f}{\partial \bar{z}}(z)=0 & \Longleftrightarrow \frac{1}{2}\left(\frac{\partial}{\partial x}-\frac{1}{i} \frac{\partial}{\partial y}\right) f(z)=0 \\
& \Longleftrightarrow \frac{1}{2}\left(\frac{\partial}{\partial x}-\frac{1}{i} \frac{\partial}{\partial y}\right)(u(x, y)+i v(x, y))=0 \\
& \Longleftrightarrow \frac{1}{2}\left(\frac{\partial u}{\partial x}-\frac{\partial v}{\partial y}\right)+\frac{i}{2}\left(\frac{\partial v}{\partial x}+\frac{\partial u}{\partial y}\right)=0 \\
& \Longleftrightarrow \frac{\partial u}{\partial x}=\frac{\partial v}{\partial y} \text { and } \frac{\partial u}{\partial y}=-\frac{\partial v}{\partial x}
\end{aligned}
$$

Notation 2.1.1. Turning to $\mathbb{C}^{n}=\mathbb{R}^{2 n}$ with coordinates $z_{j}=x_{j}+i y_{j}$ we introduce the following notation, which are partial differential operators:

$$
\begin{aligned}
\frac{\partial}{\partial z_{j}} & =\frac{1}{2}\left(\frac{\partial}{\partial x_{j}}+\frac{1}{i} \frac{\partial}{\partial y_{j}}\right) \\
\frac{\partial}{\partial \bar{z}_{j}} & =\frac{1}{2}\left(\frac{\partial}{\partial x_{j}}-\frac{1}{i} \frac{\partial}{\partial y_{j}}\right)
\end{aligned}
$$

Definition 2.1.2. Let $D \subset \mathbb{C}^{n}$ be open. A function $f: D \rightarrow \mathbb{C}$ is called holomorphic on $D$ if $f \in C^{1}(D)$ and $f$ satisfies the system of partial differential equations known to be the Cauchy-Riemann equations:

$$
\frac{\partial f}{\partial \bar{z}_{j}}(z)=0 \quad \text { for } 1 \leq j \leq n \quad \text { and } z \in D
$$

Note that $C^{1}(D)$ is the space of continuously differentiable complex valued functions on $D$.

Notation 2.1.3. The space of holomorphic functions on $D$ is denoted by $\mathcal{O}(D)$.
Remark 2.1.4. If a function $f: D \rightarrow \mathbb{C}$ satisfies the Cauchy-Riemann equations from Definition 2.1.2 then it also satisfies the Cauchy-Riemann equations in the $z_{j}$-coordinate for any $j$, that is the map $f_{z_{j}}(\lambda)=f\left(z_{1}, \ldots, z_{j-1}, \lambda, z_{j+1}, \ldots, z_{n}\right)$ is holomorphic.

One might ask if the converse is true. Hartogs gave an answer in 1906, proving that any $f: D \rightarrow \mathbb{C}$ which is holomorphic in each variable separately is also holomorphic as in the sense of Definition 2.1.2. One should also note the strength of Hartogs' theorem by observing the following example.

Example 2.1.5. The function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ defined by $f(0)=0$ and $f(x, y)=$ $\frac{x y}{x^{4}+y^{4}}$ for $(x, y) \neq(0,0)$ is $C^{\infty}$ (even stronger than this actually, it is real analytic) in each variable separately, but is not bounded at 0 .

Now, we shall introduce the standard multi-index notation.
For $D \subset \mathbb{R}^{n}$, open and $k \in \mathbb{N}$, let $C^{k}(D)$ denote the space of $k$ times continuously differentiable complex valued functions on $D$. Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}$ and $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, one sets

$$
\begin{gathered}
|\alpha|=\alpha_{1}+\cdots+\alpha_{n}, \quad \alpha!=\alpha_{1}!\ldots \alpha_{n}! \\
x^{\alpha}=x_{1}^{\alpha_{1}} \cdots \cdots x_{n}^{\alpha_{n}}
\end{gathered}
$$

We say that $\alpha \geq 0(>0)$ if $\alpha_{j} \geq 0(>0)$ for $1 \leq j \leq n$.

$$
D^{\alpha}=\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{n}^{\alpha_{n}}} .
$$

For $f \in C^{k}(D), k<\infty$, we define the $C^{k}$-norm of $f$ over $D$ by

$$
|f|_{k, D}=\sum_{\substack{\alpha \in \mathbb{N}^{n} \\|\alpha| \leq k}} \sup _{x \in D}\left|D^{\alpha} f(x)\right|
$$

The space $B^{k}(D)=\left\{f \in C^{k}(D):|f|_{k}<\infty\right\}$ is complete in the $C^{k}$ norm $|\cdot|_{k}$ and hence is a Banach space.
The multi-index notation extends to the partial differential operators as follows: for $\alpha, \beta \in \mathbb{N}^{n}$,

$$
D^{\alpha \bar{\beta}}=\frac{\partial^{|\alpha|+|\beta|}}{\partial z_{1}^{\alpha_{1}} \ldots \partial z_{n}^{\alpha_{n}} \partial{\overline{z_{1}}}^{\beta_{1}} \ldots \partial \overline{z_{n}^{\beta_{n}}}} .
$$

### 2.2 Results from Complex Analysis which are Generalized in Several Complex Variables

### 2.2.1 Cauchy Integral Formula on the Polydisc

In the theory of one complex variable, the Cauchy integral formula states that for any holomorphic function $f: D(a, r) \rightarrow \mathbb{C}$ we have:

$$
f(z)=(2 \pi i)^{-1} \int_{\partial D\left(a, r_{0}\right)} \frac{f(\zeta)}{\zeta-z} d \zeta
$$

for all $z \in D\left(a, r_{0}\right)$ where $r_{0}<r$.
Now we generalize this formula in the context of several complex variables.
Theorem 2.2.1. Let $P=P(a, r)$ be a polydisc in $\mathbb{C}^{n}$ with multiradius $r=$ $\left(r_{1}, \ldots, r_{n}\right)$. Suppose that $f \in C(\bar{P})$ and $f$ is holomorphic in each variable separately, i.e. for each $z \in \bar{P}$ and $1 \leq j \leq n$, the function

$$
f_{z_{j}}(\lambda)=f\left(z_{1}, \ldots, z_{j-1}, \lambda, z_{j+1}, \ldots, z_{n}\right)
$$

is holomorphic on $\left\{\lambda \in \mathbb{C}:\left|\lambda-a_{j}\right|<r_{j}\right\}$. Then

$$
f(z)=(2 \pi i)^{-n} \int_{b_{o} P} \frac{f(\zeta)}{\left(\zeta_{1}-z_{1}\right) \ldots\left(\zeta_{n}-z_{n}\right)} d \zeta_{1} \cdots d \zeta_{n} \quad \text { for } z \in P
$$

where $b_{o} P=\left\{\zeta \in \mathbb{C}^{n}:\left|\zeta_{j}-a_{j}\right|=r_{j}, 1 \leq j \leq n\right\}$.
Proof. The method of proof is done by induction on the dimension of the complex Euclidean space. For $n=1$, it follows from the classical Cauchy integral formula. Suppose $n>1$, and that the statement of the theorem is true for $n-1$ variables. Let $z \in P$ be fixed, apply the inductive hypothesis with respect to $\left(z_{2}, \cdots, z_{n}\right)$, obtaining

$$
\begin{equation*}
f\left(z_{1}, z_{2}, \cdots, z_{n}\right)=(2 \pi i)^{-n+1} \int_{b_{o} P^{\prime}\left(a^{\prime}, r^{\prime}\right)} \frac{f\left(z_{1}, \zeta_{2}, \ldots, \zeta_{n}\right)}{\left(\zeta_{2}-z_{2}\right) \cdots\left(\zeta_{n}-z_{n}\right)} d \zeta_{2} \cdots d \zeta_{n} \tag{2.1}
\end{equation*}
$$

where $a^{\prime}=\left(a_{2}, \cdots, a_{n}\right), r^{\prime}=\left(r_{2}, \cdots, r_{n}\right)$. For $\zeta_{2}, \cdots, \zeta_{n}$ fixed, the case $n=1$ gives us

$$
\begin{equation*}
f\left(z_{1}, \zeta_{2}, \ldots, \zeta_{n}\right)=(2 \pi i)^{-1} \int_{\left|\zeta_{1}-a_{1}\right|=r_{1}} \frac{f\left(\zeta_{1}, \ldots, \zeta_{n}\right)}{\zeta_{1}-a_{1}} d \zeta_{1} \tag{2.2}
\end{equation*}
$$

In general, in terms of the standard parametrization we have

$$
\zeta_{j}=a_{j}+r_{j} \mathrm{e}^{i \theta_{j}}, 0 \leq \theta_{j} \leq 2 \pi, 1 \leq j \leq n
$$

of $b_{o}(P)$, one has

$$
\int_{b_{o} P} g(\zeta) d \zeta_{1} \cdots d \zeta_{n}=i^{n} r_{1} \cdots r_{n} \int_{[0,2 \pi]^{n}} g(\zeta(\theta)) \mathrm{e}^{i \theta_{1}} \cdots \mathrm{e}^{i \theta_{n}} d \theta_{1} \cdots d \theta_{n}
$$

for any $g \in C\left(b_{o} P\right)$. Now, we substitute 2.2 into 2.1 and transform the iterated integral over $\left\{\left|\zeta_{1}-a_{1}\right|=r_{1}\right\} \times b_{o} P^{\prime}\left(a^{\prime}, r^{\prime}\right)$ into an integral over $b_{o} P$ using the aforementioned parametrization.

### 2.2.2 Analyticity of Holomorphic Functions

In the theory of one complex variable, if we have $f: \Omega \subset \mathbb{C} \rightarrow \mathbb{C}$ holomorphic, then for any open disc $D\left(z_{0}, R\right) \subset \Omega$ we can write a power series expansion of $f$

$$
f(z)=\sum_{n=0}^{\infty} a_{n}\left(z-z_{0}\right)^{n} \text { for all } z \in D\left(z_{0}, R\right)
$$

where,

$$
a_{n}=(2 \pi i)^{-1} \int_{\partial D\left(z_{0}, R\right)} \frac{f(\zeta)}{\left(\zeta-z_{0}\right)^{n+1}} d \zeta
$$

Moreover, $a_{n}=\frac{f^{(n)}\left(z_{0}\right)}{n!}$. Due to these results, one can show the following estimate which is called Cauchy's estimate

$$
\left|a_{n}\right|<\frac{1}{R^{n}} \cdot \sup _{\left|\zeta-z_{0}\right|=R}|f(\zeta)|
$$

A power series in $n$ complex variables $z_{1}, \ldots z_{n}$ centered at the point $a \in \mathbb{C}^{n}$ is a multiple series $\sum_{v \in \mathbb{N}^{n}} b_{v}$ with terms

$$
b_{v}=c_{v}(z-a)^{v}=c_{v_{1}, \ldots, v_{n}}\left(z_{1}-a_{1}\right)^{v_{1}} \cdots\left(z_{n}-a_{n}\right)^{v_{n}}
$$

where $c_{v} \in \mathbb{C}$ for $v \in \mathbb{N}^{n}$.
Definition 2.2.2. The multiple series $\sum_{v \in \mathbb{N}^{n}} b_{v}$ is called convergent if

$$
\sum_{v \in \mathbb{N}^{n}}\left|b_{v}\right|=\sup \left\{\sum_{v \in \Lambda}\left|b_{v}\right|: \Lambda \text { finite }\right\}<\infty .
$$

Definition 2.2.3. The domain of convergence $\Omega=\Omega\left(\left\{c_{v}\right\}\right)$ of the power series $\sum_{v \in \mathbb{N}^{n}} c_{v}(z-a)^{v}$ is the interior of the set of points $z \in \mathbb{C}^{n}$ for which the power series converges.

Theorem 2.2.4. Let $f \in \mathcal{O}(P(a, r))$. Then the Taylor series of $f$ at a converges to $f$ on $P(a, r)$, that is

$$
f(z)=\sum_{v \in \mathbb{N}^{n}} \frac{D^{v} f(a)}{v!}(z-a)^{v} \quad \text { for } z \in P(a, r)
$$

Proof. See Theorem 1.18 in Range [13].
The more general analogue of the Cauchy estimate in the context of several complex variables is the following.

Theorem 2.2.5. Let $f \in \mathcal{O}(P(a, r))$. Then, for $\alpha \in \mathbb{N}^{n}$,

$$
\left|D^{\alpha} f(a)\right| \leq \frac{\alpha!}{r^{\alpha}}|f|_{P(a, r)}
$$

Proof. See Theorem 1.6 in Range [13].

### 2.3 Holomorphic Maps

Let $D \subset \mathbb{C}^{n}$ be open and consider a map $F: D \rightarrow \mathbb{C}^{m}$. By writing $F=$ $\left(f_{1}, \ldots, f_{m}\right)$ and $f_{k}=u_{k}+i v_{k}$, where $u_{k}, v_{k}$ are real valued functions on $D$, we can view $F=\left(u_{1}, v_{1}, \ldots, u_{m}, v_{m}\right)$ as a map from $D \subset \mathbb{R}^{2 n}$ to $\mathbb{R}^{2 m}$. If $F$ is differentiable at $a \in D$, its differential $d F(a): \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{2 m}$ is a linear transformation with matrix representation given by the (real) Jacobian matrix

$$
J_{\mathbb{R}}(F)=\left(\begin{array}{cccc}
\frac{\partial u_{1}}{\partial x_{1}} & \frac{\partial u_{1}}{\partial y_{1}} & \cdots & \frac{\partial u_{1}}{\partial y_{n}} \\
\frac{\partial v_{1}}{\partial x_{1}} & \frac{v_{1}}{\partial y_{1}} & \cdots & \frac{\partial v_{1}}{\partial y_{n}} \\
\vdots & \vdots & & \vdots \\
\frac{\partial v_{m}}{\partial x_{1}} & \frac{\partial v_{m}}{\partial y_{1}} & \cdots & \frac{\partial v_{m}}{\partial y_{n}}
\end{array}\right)
$$

evaluated at $a$.
The map $F: D \rightarrow \mathbb{C}^{m}$ is called holomorphic if its (complex) components $f_{1}, \ldots, f_{m}$ are holomorphic functions on $D$. If $F$ is holomorphic, its differential $F^{\prime}(a)$ at $a \in D$ is a complex linear map $\mathbb{C}^{n} \rightarrow \mathbb{C}^{m}$, with complex matrix representation

$$
F^{\prime}(a)=\left(\begin{array}{ccc}
\frac{\partial f_{1}}{\partial z_{1}}(a) & \ldots & \frac{\partial f_{1}}{\partial z_{n}}(a) \\
\vdots & \cdots & \vdots \\
\frac{\partial f_{m}}{\partial z_{1}}(a) & \ldots & \frac{\partial f_{m}}{\partial z_{1}}(a)
\end{array}\right)
$$

We call $F^{\prime}(a)$ the derivative (or complex Jacobian matrix) of the holomorphic map $F$ at $a$.

Definition 2.3.1. We say $F$ is nonsingular at $a \in D$ if $F^{\prime}(a)$ has maximal rank; $F$ is nonsingular on $D$, if $F$ is nonsingular at every $a \in D$.

### 2.4 The Riemann Mapping Theorem

In complex analysis of one variable, there is a deep result which is called the Riemann mapping theorem.

Definition 2.4.1. Let $\Omega \subset \mathbb{C}$ be an open set. Let $\gamma_{0}$ and $\gamma_{1}$ be two curves in $\Omega$ such that $\gamma_{0}(0)=\gamma_{1}(0)$ and $\gamma_{0}(1)=\gamma_{1}(1)$. We say that $\gamma_{0}$ is $\Omega$-homotopic to $\gamma_{1}$ if there exists a continuous mapping $H:[0,1] \times[0,1] \rightarrow \Omega$ such that

1. For all $t \in[0,1], H(t, 0)=\gamma_{0}(t)$ and $H(t, 1)=\gamma_{1}(t)$.
2. For all $s \in[0,1], H(0, s)=H(1, s)$

Definition 2.4.2. $A$ region $\Omega$ in the complex plane is simply connected if any pair of curves in $\Omega$ with the same initial and end points are homotopic.

Definition 2.4.3. Let $\Omega_{1}$ and $\Omega_{2}$ be two regions in $\mathbb{C}$. The two regions are said to be conformally equivalent if there exists a $\varphi \in \mathcal{O}\left(\Omega_{1}\right)$ such that $\varphi$ is one-to-one and $\varphi\left(\Omega_{1}\right)=\Omega_{2}$.

The definition above actually implies that the inverse of $\varphi$ is holomorphic on $\Omega_{2}$, and hence $\varphi$ is a biholomorphism of $\Omega_{1}$ and $\Omega_{2}$.

Theorem 2.4.4 (The Riemann Mapping Theorem). Every simply connected region $\Omega \subset \mathbb{C}$ such that $\Omega \neq \emptyset$ and $\Omega \neq \mathbb{C}$ is conformally equivalent to $D(0,1)$.

Proof. See Theorem 14.8 [14].
The Riemann Mapping Theorem implies that a simply connected region in the complex plane is either $\mathbb{C}$ or biholomorphic to the open unit disc $D(0,1)$. One might ask if the analogue of this results holds in the context of several complex variables. The answer is negative. In 1907, Henri Poincaré gave a proof. In his proof, he computed the groups of holomorphic automorphisms of the ball and the bidisc (Note that the bidisc is a polydisc in $\mathbb{C}^{2}$ ) and compared them.

Theorem 2.4.5. There exists no biholomorphic map

$$
F: P(0,1) \rightarrow B(0,1)
$$

between the polydisc and the ball in $\mathbb{C}^{n}$ if $n>1$.

### 2.5 Hartogs' Extension Phenomenon

In the theory of complex analysis of one variable the function $f: \mathbb{C}^{*} \rightarrow \mathbb{C}^{*}$ defined by $f(z)=\frac{1}{z}$ can't be extended to a holomorphic function which is also holomorphic at 0. In several complex variables, that is not the case. In 1906 Hartogs discovered the first example exhibiting the remarkable extension properties of holomorphic functions in more than one variable. It is this phenomenon, more than anything else, which distinguishes function theory of several variables from the classical one-variable theory.

Theorem 2.5.1. Let $n \geq 2$ and suppose that $0<r_{j}<1$ for $1 \leq j \leq n$. Then every function $f$ holomorphic on the domain

$$
\begin{aligned}
H(r)= & \left\{z \in \mathbb{C}^{n}:\left|z_{j}\right|<1 \quad \text { for } j<n, \quad r_{n}<\left|z_{n}\right|<1\right\} \\
& \cup\left\{z \in \mathbb{C}^{n}:\left|z_{j}\right|<r_{j} \quad \text { for } j<n,\left|z_{n}\right|<1\right\}
\end{aligned}
$$

has a unique holomorphic extension $\hat{f}$ to the polydisc $P(0,1)$.
Theorem 2.5.2. Let $n \geq 2$ and suppose $U$ is a neighborhood of the boundary $b P$ of a polydisc $P \subset \mathbb{C}^{n}$, such that $U \cap P$ is connected. Then every $f \in \mathcal{O}(U)$ has a holomorphic extension to $P$.

Corollary 2.5.3. Let $U$ be open in $\mathbb{C}^{n}$ and $a \in U$. If $n \geq 2$, then every $f \in$ $\mathcal{O}(U-\{a\})$ extends holomorphically across $a$.

Basically, this corollary tells us that in $\mathbb{C}^{n}$ for $n \geq 2$ there is no such thing as isolated singularities, in contrast to the situation in one variable, for instance consider the function $f(z)=\frac{1}{z}$.

### 2.6 Complex Submanifolds and Analytic Sets

In this subsection we follow the textbook of Range [13, Chap I, Section 2.6. and Section 3.2.].
Definition 2.6.1. A set $M \subset \mathbb{C}^{n}$ is called a complex submanifold of $\mathbb{C}^{n}$, if for every point $P \in M$ there is a holomorphic coordinate system $\left(w_{1}, \ldots, w_{n}\right)$ on a neighborhood $U$ of $P$, and an integer $k, 0 \leq k \leq n$, such that

$$
M \cap U=\left\{z \in U: w_{j}(z)=0 \quad \text { for } j>k\right\}
$$

The integer $k$ is called the complex dimension of $M$ at $P$, and it is denoted by $k=\operatorname{dim}_{\mathbb{C}} M_{p}$.

Notice that $\operatorname{dim}_{\mathbb{C}} M_{p}$ is locally a constant on $M$, and hence is constant on each connected component of $M$. The dimension of $M$ is defined by

$$
\operatorname{dim} M=\sup \operatorname{dim}_{\mathbb{C}} M_{p}
$$

Theorem 2.6.2. A subset $M$ of $\mathbb{C}^{n}$ is a complex submanifold if and only if for every $P \in M$ there is a neighborhood $U$ of $P$, an open ball $B^{k}(a, \varepsilon) \subset \mathbb{C}^{k}$, and a nonsingular holomorphic map $H: B^{k}(a, \varepsilon) \rightarrow \mathbb{C}^{n}$, such that

$$
H\left(B^{k}(a, \varepsilon)\right)=M \cap U
$$

A map $H$ which satisfies all the conditions stated above is called a local parametrization of $M$ at $P$.

Proof. See Theorem 2.8 in Range [13].
Theorem 2.6.3. Let $D \subset \mathbb{C}^{n}$ and suppose that $F: D \rightarrow \mathbb{C}^{m}$ is nonsingular. Then for every $a \in D$ the level set

$$
L_{a}(F)=\{z \in D: F(z)=F(a)\}
$$

is a complex submanifold of dimension $\max (0, n-m)$ at every point.
Proof. See Theorem 2.9 in Range [13].
Example 2.6.4. The Koras-Russell Cubic is a complex submanifold of dimension 3. Indeed, consider the function $F: \mathbb{C}^{4} \rightarrow \mathbb{C}$ defined by $F(x, y, z, w)=$ $x^{2} y+x+z^{2}+w^{3}$. Let $\left(x_{0}, y_{0}, z_{0}, w_{0}\right)$ be an arbitrary point in $\mathbb{C}^{4}$, notice that

$$
F^{\prime}\left(x_{0}, y_{0}, z_{0}, w_{0}\right)=\left(2 x_{0} y_{0}+1, x_{0}^{2}, 2 z_{0}, 3 w_{0}^{3}\right)
$$

so $F$ is nonsingular on $\mathbb{C}^{4}$ since the rank of $F^{\prime}\left(x_{0}, y_{0}, z_{0}, w_{0}\right)$ is one which is maximal. Note that the rank is at least one, if $y_{0}=0$ then it's obvious. If $y_{0} \neq 0$ and we we require $2 x_{0} y_{0}+1=0$ and $x_{0}^{2}=0$ we will get a contradiction. Therefore, $L_{0}(F)=\left\{(x, y, z, w) \in \mathbb{C}^{4}: F(x, y, z, w)=F(0)=0\right\}$, which is the Koras Russell Cubic. Hence, it is a complex submanifold of dimension 3.

Definition 2.6.5 ([13, Chapter II page 68]).
Let $K \subset D \subset \mathbb{C}^{n}$. Its holomorphically convex hull $\hat{K}_{\mathcal{O}(D)}$ in $D$ is defined by

$$
\hat{K}_{\mathcal{O}(D)}=\left\{z \in D:|f(z)| \leq|f|_{K} \quad \text { for all } f \in \mathcal{O}(D)\right\} .
$$

Moreover, $K \subset D$ is called $\mathcal{O}(D)$-convex if $\hat{K}_{\mathcal{O}(D)}=K$.
Definition 2.6.6 ([8, Definition 5.1.3]).
Let $M$ be a complex submanifold of $\mathbb{C}^{n} . M$ is said to be a Stein manifold if $M$ has a countable basis for open sets and the following three properties hold.

1. $M$ is $\mathcal{O}(M)$-convex.
2. Given two distinct points $P, Q \in M$, there is $f \in \mathcal{O}(M)$ with $f(P) \neq f(Q)$.
3. For every $P \in M$ there is a holomorphic coordinate system in a neighborhood of $P$ which is given by global holomorphic functions in $\mathcal{O}(M)$.

Theorem 2.6.7. A complex manifold is a Stein manifold if and only if it is biholomorphic to a closed complex submanifold of $\mathbb{C}^{n}$.

Proof. See Forstnerič [5, Page 49].
Example 2.6.8. The Koras-Russell cubic is a closed complex submanifold of $\mathbb{C}^{4}$, as it is a zero set of the continuous defining function $F(x, y, z, w)=x^{2} y+x+$ $z^{2}+w^{3}$. Hence, the Koras-Russell cubic is Stein.

Definition 2.6.9. A subset $A$ of a region $\Omega \subset \mathbb{C}^{n}$ is called analytic in $\Omega$ if $A$ is closed in $\Omega$ and if for every $p \in A$ there are open neighborhoods $U_{p}$ of $p$ in $\Omega$ and a holomorphic map $H_{p}: U_{p} \rightarrow \mathbb{C}^{l_{p}}$, such that

$$
U_{p} \cap A=\left\{z \in U_{p}: H_{p}(z)=0\right\}
$$

Stated differently, $U_{p} \cap A$ is the common zero set of the components $h_{1}^{(p)}, \ldots, h_{l_{p}}^{(p)}$ of $H_{p}$.

Let $A_{1}$ and $A_{2}$ be two analytic sets in $\Omega \subset \mathbb{C}^{n}$. Then it follows from the definition that $A_{1} \cup A_{2}$ and $A_{1} \cap A_{2}$ are analytic sets in $\Omega$.

Definition 2.6.10. An analytic sets is said to be reducible if $A$ can be written as $A=A_{1} \cup A_{2}$ where $A_{1}$ and $A_{2}$ are analytic, non-empty and not equal to $A$. $A$ is said to be irreducible if $A$ is not reducible.

Definition 2.6.11. A point $p \in A$ of an analytic set is called a regular point of $A$ if there is a neighborhood $U$ of $p$, such that $A \cap U$ is a complex submanifold of $U$, and it is called a singular point otherwise.

Definition 2.6.12. A subset $E$ of $D \subset \mathbb{C}^{n}$ is thin, if for every point $p \in D$ there is a ball $B(p, \varepsilon)$ and a function $f \in \mathcal{O}(B(p, \varepsilon))$ such that $f$ is not constant and $f(z)=0$ on $B(p, \varepsilon) \cap E$.

Notice that if $E \subset D$ is thin, its closure in $D$ is also thin, and by the Identity theorem, $E$ is nowhere dense.

Theorem 2.6.13. Let $A$ be an analytic set in the connected region $D$ in $\mathbb{C}^{n}$. If $A \neq D$ then $A$ is thin.

Proof. Suppose that $A$ is not thin. For each $p \in A$ we choose a connected neighborhood $U_{p}$ and a holomorphic map $H_{p}: U_{p} \rightarrow \mathbb{C}^{l_{p}}$ such that $U_{p} \cap A=\{z \in$ $\left.U_{p}: H_{p}(z)=0\right\}$. Given that $A$ is not thin, there exists $p \in A$, such that $H_{p} \equiv 0$ on $U_{p}$. Hence, $U_{p} \cap A=U_{p}$, and the interior $\AA$ of $A$ is not empty. Let $q \in b \AA \cap D$. Then $\AA \cap U_{q}$ is open and nonempty, and the components of $H_{q}$ are zero on $A \cap U_{q}$. By the Identity Theorem, the components of $H_{q}$ are zero on $U_{q}$. This implies that $U_{q} \subset A$, so $q \in \AA$ and $\AA$ is closed in $D$. Since $D$ is connected, and $\AA$ is clopen and nonempty, then $\AA=D$.

## Notation 2.6.14.

- The set of regular points is denoted by $\mathfrak{R}(A)$. Moreover, $\mathfrak{R}(A)$ it is the maximal complex submanifold contained in $A$.
- The set of singular points is denoted by $\mathfrak{S}(A)=A-\mathfrak{R}(A)$.


### 2.7 Sheaves and Coherent Sheaves

Definition 2.7.1. A category $\mathbf{C}$ consists of

1. A class ob $\mathbf{C}$ of objects (usually denoted as $X, Y, Z$, etc.)
2. For each ordered pair of objects $(X, Y)$, a set hom $\mathbf{C}_{\mathbf{C}}$ whose elements are called morphisms with domain $X$ and codomain $Y$.
3. A composition map, whenever $X, Y, Z \in \mathrm{ob} \mathbf{C}$, we have a map

$$
\operatorname{hom}_{\mathbf{C}}(X, Y) \times \operatorname{hom}_{\mathbf{C}}(Y, Z) \rightarrow \operatorname{hom}_{\mathbf{C}}(X, Z) \text { where }(f, g) \mapsto g f .
$$

which satisfy the following conditions:

- If $(X, Y) \neq\left(X^{\prime}, Y^{\prime}\right)$, then $\operatorname{hom}_{\mathbf{C}}(X, Y)$ and $\operatorname{hom}_{\mathbf{C}}\left(X^{\prime}, Y^{\prime}\right)$ are disjoint.
- If $f \in \operatorname{hom}_{\mathbf{C}}(X, Y), g \in \operatorname{hom}_{\mathbf{C}}(Y, Z)$ and $h \in \operatorname{hom}_{\mathbf{C}}(Z, W)$, then $h(g f)=$ (hg) $f$.
- For every $X \in \mathrm{ob} \mathbf{C}$, there exists $1_{X} \in \operatorname{hom}_{\mathbf{C}}(X, X)$ with the property that, for every $f \in \operatorname{hom}_{\mathbf{C}}(X, Y), f 1_{X}=f$, and for every $g \in \operatorname{hom}_{\mathbf{C}}(Z, X)$, $1_{X} g=g$.

Example 2.7.2. The following are some examples of categories.

1. Set where ob Set is all sets, and the morphisms in $\operatorname{hom}_{\text {Set }}(X, Y)$ are all functions $f: X \rightarrow Y$.
2. Grp where ob Grp is all groups, and the morphisms in $\operatorname{hom}_{\operatorname{Grp}}(X, Y)$ are the group homomorphisms $f: X \rightarrow Y$.

Definition 2.7.3. Let $\mathbf{C}$ and $\mathbf{D}$ be two categories. A covariant functor $F: \mathbf{C} \rightarrow$ D is:

1. For each $X \in \mathrm{ob} \mathbf{C}$ we have $F X \in \mathrm{ob} \mathbf{D}$.
2. For each morphism $f \in \operatorname{hom}_{\mathbf{C}}(X, Y)$ we have $F f \in \operatorname{hom}_{\mathbf{D}}(F X, F Y)$, such that

$$
F 1_{X}=1_{F X} \quad \text { and } \quad F(g f)=F g F f
$$

Example 2.7.4 (The forgetful functor and the abelianization of groups).

1. The forgetful functor. For example $F$ : Grp $\rightarrow$ Set. For any group $G \in$ Grp, $F G=G$ where $G$ is viewed as a set. For any group homomorphism $\phi: G \rightarrow H$ we have $F \phi: G \rightarrow H$ viewed as a function and no longer a group homomorphism.
2. Let $G \in \operatorname{Grp}$. Let $[G, G]=\left\{[x, y]=x y x^{-1} y^{-1}: x, y \in G\right\}$ be the commutator subgroup. The functor $F: \mathbf{G r p} \rightarrow \mathbf{A b}$ is defined by $F G=G /[G, G]$.

Definition 2.7.5. Let $\mathbf{C}$ and $\mathbf{D}$ be two categories. A contravariant functor $F: \mathbf{C} \rightarrow \mathbf{D}$ is characterized by the following:

1. For each $X \in \mathrm{ob} \mathbf{C}$ we have $F X \in \mathrm{ob} \mathbf{D}$.
2. For each morphism $f \in \operatorname{hom}_{\mathbf{C}}(X, Y)$ we have $F f \in \operatorname{hom}_{\mathbf{D}}(F Y, F X)$, such that

$$
F 1_{X}=1_{F X} \quad \text { and } \quad F(g f)=F f F g
$$

Example 2.7.6 (Continuous functions and the dualization functor).

1. $F: \mathrm{Top} \rightarrow$ Ring, then for any topological space $X$, we define $F X=C(X)$ the ring of continuous functions. Let $f: X \rightarrow Y$ be continuous function (which are the morphisms in Top), then $F f=f^{*}: C(Y) \rightarrow C(X)$. If $\phi: Y \rightarrow \mathbb{R} \in C(Y)$, then $f^{*} \phi=\phi \circ f$.
2. Let $k$ be a fixed field. We define the dualization functor, $F:$ Vect $/ k \rightarrow$ Vect/k, such that $F V=V^{*}$, where $V^{*}$ is the dual space of the vector space $V$. Now let $T \in \operatorname{hom}_{\text {Vect } / \mathrm{k}}(V, W)$, then $F T=T^{*}: W^{*} \rightarrow V^{*}$ such that foe every $f \in W^{*}, T^{*} f=f \circ T$.

Definition 2.7.7. Let $(X, \mathcal{T})$ be a topological space. Consider the collection of all open subsets of $X$ to be a category, i.e. $\mathbf{C}=\{U \subset X: U \in \mathcal{T}\}$, where the objects of this category are the open sets $U \subset X$, the morphisms are the inclusion, that is $f \in \operatorname{hom}_{\mathbf{C}}(U, V)$ means that $U \subset V$, and the compositions are defined by the transitivity of the inclusion. Then a presheaf on $X$ is a contravariant functor from the category $\mathbf{C}$ to the category of abelian groups $\mathbf{A b}$.

Let $S$ be a presheaf on $X . S$ assigns to each open set $U \subset X$ an abelian group $S(U)$, and to each inclusion map $f \in \operatorname{hom}_{\mathcal{C}}(U, V)$ a group homomorphism $\rho_{U, V}: S(V) \rightarrow S(U) \in \operatorname{hom}_{\mathrm{Ab}}(S(V), S(U))$ which is called a restriction map, where $\rho_{U, U}=\mathrm{Id}$ for each open set $U$ and $\rho_{U, W}=\rho_{U, V} \circ \rho_{V, W}$ for every $U \subset V \subset W$.

In category theory, we also have the concept of morphisms between functors, so consider the morphism $\Phi: S \rightarrow T$ between the the presheaves $S$ and $T$ on $X$. $\Phi$ assigns a morphism $\Phi_{U}: S(U) \rightarrow T(U)$ to each open set $U \subset X$ in a way which commutes with restrictions.

Example 2.7.8. If $X$ is any topological space and $G$ is a fixed abelian group, then we may define a presheaf called the constant presheaf by assigning $G$ to each non-empty open set $U \subset X$ and 0 to the empty set.
Example 2.7.9. The presheaf $\mathcal{C}$ of continuous functions is the contravariant functor which assigns to each open set $U \subset X$ the algebra of continuous complex valued functions $\mathcal{C}(U)$ and to each inclusion map $U \subset V$ the usual restriction map $\rho_{U, V}: \mathcal{C}(V) \rightarrow \mathcal{C}(U)$ where $\left.f \mapsto f\right|_{U}$ for every $f \in \mathcal{C}(V)$.
Example 2.7.10. The presheaf $\mathcal{T}$ of holomorphic sections of the tangent bundle is also a contavariant functor which assigns to each open set $U \subset X$ the module of holomorphic vector fields $\mathcal{T}(U)$ and to each inclusion map $U \subset V$ the usual restriction map $\rho_{U, V}: \mathcal{T}(V) \rightarrow \mathcal{T}(U)$ where $\left.\Theta \mapsto \Theta\right|_{U}$ for every $\Theta: V \rightarrow T V \in$ $\mathcal{T}(V)$.

If $U \subset V$ then the image of $s \in S(V)$ under $\rho_{U, V}: S(V) \rightarrow S(U)$ will be denoted by $\left.s\right|_{U}$ and will be called the restriction of $S$ to U.
Definition 2.7.11. If $S$ is a presheaf on $X$, then $S$ is called a sheaf if the following conditions are satisfied for each open subset $U \subset X$ and each open cover $\mathcal{V}$ of $U$ :

1. If $s \in S(U)$ and $\left.s\right|_{V}=0$ for all $V \in \mathcal{V}$, then $s=0$.
2. If $\left\{s_{V} \in S(V)\right\}_{V \in \mathcal{V}}$ is a collection of elements with the property that
$\left.s_{V}\right|_{V \cap W}=\left.s_{W}\right|_{V \cap W}$ for each pair $V, W \in \mathcal{V}$ then there is an $s \in S(U)$ such that $\left.s\right|_{V}=s_{V}$ for every $V \in \mathcal{V}$.
Definition 2.7.12. Let $(X, \mathcal{T})$ be a topological space. Given a sheaf $S$, it is said to be a coherent sheaf if for every $p \in X$, for every neighborhood $U$ of $p$ in $X$, there exists a neighborhood $U^{\prime} \subset U$ of $p$ and a map $\varphi_{U^{\prime}}$ such that

$$
\mathcal{O}^{m}\left(U^{\prime}\right) \xrightarrow{\varphi_{U^{\prime}}} S\left(U^{\prime}\right) \longrightarrow 0
$$

is exact.
Moreover, for any such $\varphi_{U^{\prime}}$, there exists $U^{\prime \prime} \subset U^{\prime}$ a neighborhood of $p$, and a map $\psi_{U^{\prime \prime}}$ such that

$$
\mathcal{O}^{n}\left(U^{\prime \prime}\right) \xrightarrow{\psi_{U^{\prime \prime}}} \mathcal{O}^{m}\left(U^{\prime \prime}\right) \xrightarrow{\varphi_{U^{\prime}} \Psi^{\prime \prime}} S\left(U^{\prime \prime}\right) \longrightarrow 0
$$

is exact.
Definition 2.7.13. We say that the sheaf $S$ is locally free if $\varphi_{U^{\prime}}$ is an isomorphism.

Now we can show that, locally free implies coherence. Indeed if $\varphi_{U^{\prime}}$ is an isomorphism, then the kernel of $\varphi_{U^{\prime}}$ is trivial. Then we choose $\psi_{U^{\prime \prime}}$ to be the zero map and hence we have

$$
\mathcal{O}^{n}\left(U^{\prime \prime}\right) \xrightarrow{\psi_{U}^{\prime \prime \prime}} \mathcal{O}^{m}\left(U^{\prime \prime}\right) \xrightarrow{\varphi_{U^{\prime}} \mid \Psi^{\prime \prime}} S\left(U^{\prime \prime}\right) \longrightarrow 0
$$

is exact.

## Chapter 3

## Vector Fields and Flows

### 3.1 Generalities

In this section we will define vector fields on manifolds and the flows they determine. Moreover, we will prove a few results concerning approximation of flows. We use the following references. See [10, Chapter 4], [10, Chapter 17] and [5, Chapter 1].

Definition 3.1.1. Let $X$ be a manifold. A vector field on $X$ is a section of the tangent bundle $T X$ of $X$. That is, a vector field is a mapping $V: X \rightarrow T X$ where $V_{p} \in T_{p} X$ for all $p \in X$.

Definition 3.1.2. Let $X$ be a smooth manifold. Given a differentiable path $\gamma: I \rightarrow X$ where $I$ is an interval of $\mathbb{R}$. An integral curve of a vector field $V$ on $X$ is a path $\gamma: I \rightarrow X$ such that:

$$
\frac{d \gamma}{d t}(t)=V_{\gamma(t)} \quad \forall t \in I
$$

The initial value problem (the flow equation)

$$
\dot{x}=V_{x} \quad x(0)=x^{0}
$$

asks for an integral curve which passes through the point $x^{0}$ at time $t=0$. In local coordinates $x=\left(x_{1}, \ldots, x_{n}\right)$ on $X$ with

$$
V_{x}=\sum_{j=1}^{n} a_{j}(x) \frac{\partial}{\partial x_{j}} \quad x^{0}=\left(x_{1}^{0}, \ldots, x_{n}^{0}\right)
$$

the flow equation is equivalent to the system of autonomous ordinary differential equations:

$$
\dot{x_{j}}=a_{j}\left(x_{1}, \ldots, x_{n}\right) \quad x_{j}(0)=x_{j}^{0} \quad j=1, \ldots n
$$

Example 3.1.3. Let $W=x \frac{\partial}{\partial y}-y \frac{\partial}{\partial x}$ on $\mathbb{R}^{2}$. Let $\gamma: \mathbb{R} \rightarrow \mathbb{R}^{2}$ be a smooth curve, written in standard coordinates as $\gamma(t)=(x(t), y(t))$, then for $\gamma$ to be an integral curve, it must satisfy $\dot{\gamma}(t)=W_{\gamma(t)}$, which is equivalent to solving the following system of ODEs:

$$
\dot{x}(t)=-y(t) \quad \dot{y}(t)=x(t)
$$

The solution of the system above yields a family of integral curves of $W$ :

$$
\gamma(t)=(a \cos (t)-b \sin (t), a \sin (t)+b \cos (t))
$$

However, if we specify an initial condition such as $x(0)=0$ and $y(0)=1$ then the integral curve $\gamma(t)=(-\sin (t), \cos (t))$ is the unique solution of the flow equation satisfying the initial conditions.

If $V$ is Lipschitz continuous, then for every $p \in X$ there exists a neighborhood $U \subset X$ of $p$ and a number $t_{0}>0$ such that the flow equation has a unique solution

$$
x\left(t, x^{0}\right)=\phi_{t}\left(x^{0}\right) \quad \text { for every } x^{0} \in U \quad \text { and for every }|t|<t_{0} .
$$

This solution, and its $t$-derivative are continuous in $\left(t, x^{0}\right)$. The map $t \mapsto \phi_{t}(x)$ is called the local flow of $V$. For a fixed $t \in \mathbb{R}$ the map $\phi_{t}$ is a diffeomorphism of its domain $\Omega_{t} \subset X$ onto $\phi_{t}\left(\Omega_{t}\right)$, called the time-t map. These maps satisfy the group law

$$
\phi_{t} \circ \phi_{s}=\phi_{t+s}, \quad t, s \in \mathbb{R}
$$

on the set $X$ where both sides are defined.
Theorem 3.1.4 (Grönwall's Inequality). Let $f, g:[a, b) \rightarrow[0, \infty)$ be non-negative continuous functions which satisfy the following:

$$
f(t) \leqslant A+\exp \left(\int_{a}^{t} f(\tau) g(\tau) d \tau\right) \text { for some } A \geq 0
$$

Then,

$$
f(t) \leqslant A \cdot \exp \left(\int_{a}^{t} g(\tau) d \tau\right) \text { for all } t \in[a, b)
$$

Proof. If $A>0$ :
Let $h(t)=A+\int_{a}^{b} f(\tau) g(\tau) d \tau$, since $f$ and $g$ are non-negative and $A>0$, then $h(t)>0$.
By the fundamental theorem of calculus, we have $h^{\prime}(t)=f(t) g(t) \leq h(t) g(t)$. Therefore $h^{\prime}(t) / h(t) \leq g(t)$. Integrating both sides we get:

$$
f(t) \leq h(t) \leq A \exp \left(\int_{a}^{t} g(\tau) d \tau\right)
$$

If $A=0$ :
Let $\epsilon>0$. We set $h(t)=\epsilon+\int_{a}^{b} f(\tau) g(\tau) d \tau$, by the same steps as above, we will have:

$$
f(t) \leq h(t) \leq \epsilon \cdot \exp \left(\int_{a}^{t} g(\tau) d \tau\right)
$$

which implies that $f \equiv 0$.
Theorem 3.1.5. Let $V$ be a time-dependent continuous vector field on a domain $\Omega \subset \mathbb{R}^{1+n}$ satisfying a uniform Lipschitz estimate with Lipschitz constant $B>0$ :

$$
\left|V_{t}(x)-V_{t}(y)\right| \leq B|x-y|
$$

Then for any $s \in \mathbb{R}$ and any pair of points $x, y \in \Omega_{s}$ we have:

$$
\left|\Phi_{t, s}(x)-\Phi_{t, s}(y)\right| \leq \mathrm{e}^{B \cdot|t-s|}|x-y|
$$

for all $t$ such that the trajectories exist and remain in the domain $\Omega_{t}$.
Proof. Let $f(t)=\left|\Phi_{t, s}(x)-\Phi_{t, s}(y)\right|$. Without loss of generality, we assume that $t \geq s$.
Recall that

$$
\frac{\partial}{\partial t} \Phi_{t, s}(x)=V_{t}\left(\Phi_{t, s}(s)\right)
$$

We integrate from $t$ to $s$ and we get:

$$
\begin{aligned}
& \Phi_{t, s}(x)-\Phi_{s, s}(x)=\int_{s}^{t} V_{\tau}\left(\Phi_{\tau, s}(x)\right) d \tau \\
& \Phi_{t, s}(y)-\Phi_{s, s}(y)=\int_{s}^{t} V_{\tau}\left(\Phi_{\tau, s}(y)\right) d \tau
\end{aligned}
$$

Where $\Phi_{s, s}(x)=x$ and $\Phi_{s, s}(y)=y$. We get:

$$
f(t)=\left|x+\int_{s}^{t} V_{\tau}\left(\Phi_{\tau, s}(x)\right) d \tau-y-\int_{s}^{t} V_{\tau}\left(\Phi_{\tau, s}(y)\right) d \tau\right|
$$

By the triangular inequality, the uniform Lipschitz condition and the definition of $f(t)$ we have:

$$
\begin{aligned}
f(t) & \leq|x-y|+\int_{s}^{t}\left|V_{\tau}\left(\Phi_{\tau, s}(x)\right)-V_{\tau}\left(\Phi_{\tau, s}(y)\right)\right| d \tau \\
& \leq|x-y|+B \cdot \int_{s}^{t}\left|\Phi_{\tau, s}(x)-\Phi_{\tau, s}(y)\right| d \tau \\
& =|x-y|+B \cdot \int_{s}^{t} f(\tau) d \tau
\end{aligned}
$$

Note that $f(s)=|x-y|$, so $f(t) \leq f(s)+B \cdot \int s^{t} f(\tau) d \tau$. By Grönwall's Inequality, we have:

$$
f(t) \leq|x-y| \mathrm{e}^{B \cdot|t-s|}
$$

Note that if we assume $s>t$, the proof remains the same, but we work with $-V$ instead of $V$.

Lemma 3.1.6 (Escape Lemma). Let $V$ be a smooth vector field on a smooth manifold $X$. If $\gamma$ is an integral curve of $V$ whose maximal domain is not all of $\mathbb{R}$, then the image of $\gamma$ cannot lie in any compact subset of $X$.

Proof. Let ( $a, b$ ) be the maximal domain of $\gamma$ where $-\infty \leq a<0<b \leq \infty$. Let $p=\gamma(0)$ and let $\Phi$ denote the flow of $V$, so $\gamma=\Phi(\cdot, p)=\Phi .(p)$.

Assume that $b<\infty$ and $\gamma((a, b)) \subset K$ where $K$ is a compact subset of $X$. Let $\left\{t_{i}\right\}$ be a sequence of times approaching $b$ from below. By our assumption $\left\{\gamma\left(t_{i}\right)\right\}$ lies in $K$, and since $K$ is compact, then there exists a subsequence of $\left\{\gamma\left(t_{i}\right)\right\}$ converging to a point $q \in X$. Let $U$ be a relatively compact neighborhood of $q$ and let $\epsilon>0$ such that $\Phi$ is defined on $(-\epsilon, \epsilon) \times U$. We choose $i$ large enough so that $\gamma\left(t_{i}\right) \in U$ and $t_{i}>b-\epsilon$. Now we define $\sigma:\left(a, t_{i}+\epsilon\right) \rightarrow X$ by:

$$
\sigma(t)= \begin{cases}\gamma(t) & \text { if } a<t<b \\ \Phi_{t-t_{i}} \circ \Phi_{t_{i}}(p) & \text { if } t_{i}-\epsilon<t<t_{i}+\epsilon\end{cases}
$$

Note that these two definitions agree where they overlap, because $\Phi_{t-t_{i}} \circ$ $\Phi_{t_{i}}(p)=\Phi_{t}(p)=\gamma(t)$ by the group law of $\Phi$. Therefore, $\sigma$ is an integral curve extending $\gamma$, which contradicts the maximality! We had assumed that the maximal domain is $(a, b)$.

Remark 3.1.7. Let $V$ be a vector field with flow map $\Phi_{t}$. Let $t_{1}=\inf \{t \in \mathbb{R}$ : $\Phi_{t}$ exists $\}<\infty$. So, the flow map exists for $t \in\left[0, t_{1}\right)$. Since $\Phi_{t}$ is an integral curve of $V$ whose maximal domain is not all of $\mathbb{R}$, then by the escape lemma, it has to leave any compact.

Theorem 3.1.8. Let $X$ be a compact manifold. Then every smooth vector field on $X$ is complete, which means that the flow map of the vector field is defined for all time.

Proof. Let $X$ be a compact manifold, and $V$ a smooth vector field on $X$. By the converse of the preceding lemma, every smooth vector field is complete.

Assume that $\Omega_{0}=\{x \in X:(0, x) \in \Omega\} \neq \emptyset$. We fix a compact set $K \subset \Omega_{0}$, and let $t_{0}>0$ such that the flow $\Phi_{t}(x)=\Phi_{t, 0}(x)$ exists and remain in $\Omega_{t}$ when $x \in K$ and $t \in\left[0, t_{0}\right]$. Set $K_{t}=\Phi_{t}(K) \subset \Omega_{t}$. For any $\epsilon>0$ we let

$$
\begin{aligned}
K(\epsilon) & =\left\{x \in \mathbb{R}^{n}: \operatorname{dist}(x, K)=\inf _{y \in K}|x-y|<\epsilon\right\} \\
S(\epsilon) & =\left\{(t, x) \in \mathbb{R} \times \mathbb{R}^{n}: 0 \leq t \leq t_{0}, \operatorname{dist}\left(x, K_{t}\right)<\epsilon\right\}
\end{aligned}
$$

Set $\eta_{0}=\left(1+t_{0}\right) \mathrm{e}^{B t_{0}}>1$ where $B$ is the Lipschitz constant from Theorem 3.1.5. Choose $\epsilon_{0}>0$ sufficiently small so that $S\left(\epsilon \eta_{0}\right) \Subset \Omega$.

Theorem 3.1.9. Assume that for some $\epsilon \in\left(0, \epsilon_{0}\right)$ we have a continuous map $V^{\epsilon}: \Omega \rightarrow \mathbb{R}^{n}$ (a time dependent vector field) satisfying:

$$
\left\|V-V^{\epsilon}\right\|_{L^{\infty}\left(S\left(\epsilon \eta_{0}\right)\right)} \leq \epsilon
$$

Then, the flow $\Phi_{t}^{\epsilon}(x)$ of $V_{t}^{\epsilon}$ with $\Phi_{0}^{\epsilon}(x)=x$ exists for all $x \in K(\epsilon)$ and for all $t \in\left[0, t_{0}\right]$ and it satisfies the estimate:

$$
\left\|\Phi_{t}-\Phi_{t}^{\epsilon}\right\|_{L^{\infty}(K(\epsilon))} \leq t_{0} \mathrm{e}^{B t}\left\|V-V^{\epsilon}\right\|_{L^{\infty}\left(S\left(\epsilon \eta_{0}\right)\right)}, t \in\left[0, t_{0}\right]
$$

Proof. Let $A(\epsilon)=\left\|V-V^{\epsilon}\right\|_{L^{\infty}\left(S\left(\epsilon \eta_{0}\right)\right)}$.
Let $x \in K(\epsilon)$. We set $f(t)=\left|\Phi_{t}(x)-\Phi_{t}^{\epsilon}(x)\right|$. Since $f(0)=\left|\Phi_{0}(x)-\Phi_{0}^{\epsilon}(x)\right|=$ $|x-x|=0, \frac{d}{d t} \Phi_{t}(x)=V_{\Phi_{t}(x)}$ and by the triangular inequality we have:

$$
\begin{aligned}
f(t) & =\mid \int_{0}^{t}\left[V _ { s } \left(\Phi_{s}(x)-V_{s}^{\epsilon}\left(\Phi_{s}^{\epsilon}(x)\right] d s \mid\right.\right. \\
& \leq \int_{0}^{t}\left|V_{s}\left(\Phi_{s}(x)\right)-V_{s}^{\epsilon}\left(\Phi_{s}^{\epsilon}(x)\right)\right| d s \\
& =\int_{0}^{t}\left|V_{s}\left(\Phi_{s}(x)\right)-V_{s}\left(\Phi_{s}^{\epsilon}(x)\right)+V_{s}\left(\Phi_{s}^{\epsilon}(x)\right)-V_{s}^{\epsilon}\left(\Phi_{s}^{\epsilon}(x)\right)\right| d s \\
& \leq \int_{0}^{t}\left|V_{s}\left(\Phi_{s}(x)\right)-V_{s}\left(\Phi_{s}^{\epsilon}(x)\right)\right| d s+\int_{0}^{t}\left|V_{s}\left(\Phi_{s}^{\epsilon}(x)\right)-V_{s}^{\epsilon}\left(\Phi_{s}^{\epsilon}(x)\right)\right| d s
\end{aligned}
$$

By the hypothesis that $V$ satisfies the uniform Lipschitz estimate with Lipschitz constant $B$, we have:

$$
\begin{aligned}
f(t) & \leq B \cdot \int_{0}^{t}\left|\Phi_{s}(x)-\Phi_{s}^{\epsilon}(x)\right| d s+\int_{0}^{t}\left|V_{s}\left(\Phi_{s}^{\epsilon}(x)\right)-V_{s}^{\epsilon}\left(\Phi_{s}^{\epsilon}(x)\right)\right| d s \\
& =B \cdot \int_{0}^{t} f(s) d s+\int_{0}^{t}\left|V_{s}\left(\Phi_{s}^{\epsilon}(x)\right)-V_{s}^{\epsilon}\left(\Phi_{s}^{\epsilon}(x)\right)\right| d s
\end{aligned}
$$

Now, suppose that $\Phi_{t}^{\epsilon}(x) \in K_{t}\left(\epsilon \eta_{0}\right)$ :

$$
\Phi_{t}^{\epsilon}(x) \in K_{t}\left(\epsilon \eta_{0}\right) \Leftrightarrow \operatorname{dist}\left(\Phi_{t}^{\epsilon}(x), K_{t}\right)<\epsilon \eta_{0} \Leftrightarrow\left(t, \Phi_{t}^{\epsilon}(x)\right) \in S\left(\epsilon \eta_{0}\right)
$$

So, we have:

$$
f(t) \leq B \cdot \int_{0}^{t} f(s) d s+A(\epsilon) \cdot t
$$

therefore, by Grönwall's inequality we have:

$$
f(t) \leq A(\epsilon) t_{0} \mathrm{e}^{B t}
$$

Let's show that $\Phi_{t}^{\epsilon} \in K_{t}\left(\epsilon \eta_{0}\right)$.

The preceding theorem gives us $\Phi_{t}(x) \in K_{t}\left(\epsilon \mathrm{e}^{B t}\right)$. Assume that $\Phi_{t}^{\epsilon}$ exists for $t \in\left[0, t_{0}\right]$, we have that:

$$
\begin{aligned}
\operatorname{dist}\left(\Phi_{t}^{\epsilon}(x), K_{t}\right) & =\operatorname{dist}\left(\Phi_{t}^{\epsilon}(x)-\Phi_{t}(x)+\Phi_{t}(x), K_{t}\right) \\
& \leq\left|\Phi_{t}^{\epsilon}(x)-\Phi_{t}(x)\right|+\operatorname{dist}\left(\Phi_{t}(x), K_{t}\right) \\
& \leq A(\epsilon) t_{0} \mathrm{e}^{B t}+\epsilon \mathrm{e}^{B t} \\
& \leq \epsilon t_{0} \mathrm{e}^{B t}+\epsilon \mathrm{e}^{B t} \\
& \leq \epsilon\left(t_{0}+1\right) \mathrm{e}^{B t_{0}}=\epsilon \eta_{0}
\end{aligned}
$$

Note that we used the assumption that $A(\epsilon) \leq \epsilon$ and the definition of $\eta_{0}$.
Now, to get a contradiction, assume that $\Phi_{t}^{\epsilon}$ does not exist for some $t \in\left[0, t_{0}\right]$. By the local existence theorem, $\Phi_{t}^{\epsilon}$ exists for small enough $t>0$. Let $t_{1}=\inf \{t>$ $0: \Phi_{t}^{\epsilon}$ does not exist $\}$, therefore $\Phi_{t}^{\epsilon}$ is well defined for $t \in\left[0, t_{1}\right)$. By Remark 3.1.7 following the Escape lemma, we have that:

$$
\lim _{t \rightarrow t_{1}}\left\|\Phi_{t}^{\epsilon}(x)\right\|=\infty
$$

We showed earlier that if $\Phi_{t}^{\epsilon}$ exists, then:

$$
\left\|\Phi_{t}-\Phi_{t}^{\epsilon}\right\|_{L^{\infty}(K(\epsilon))} \leq t_{0} \mathrm{e}^{B t}\left\|V-V^{\epsilon}\right\|_{L^{\infty}\left(S\left(\epsilon \eta_{0}\right)\right)}=C<\infty \text { for } 0 \leq t<t_{1}
$$

However, $\left\|\Phi_{t}^{\epsilon}\right\|=\left\|\Phi_{t}^{\epsilon}-\Phi_{t}+\Phi_{t}\right\| \leq\left\|\Phi_{t}^{\epsilon}-\Phi_{t}\right\|+\left\|\Phi_{t}\right\| \leq C+C_{0}$. Note that $\left\|\Phi_{t}\right\| \leq C_{1}$ since $\Phi_{t}$ is continuous on the compact $\left[0, t_{0}\right]$ hence an upper bound exists. We reached a contradiction, therefore our assumption is false! Hence, $\Phi_{t}^{\epsilon}$ exists for all $t \in\left[0, t_{0}\right]$, which implies that $\Phi_{t}^{\epsilon} \in K_{t}\left(\epsilon \eta_{0}\right)$.

Definition 3.1.10. Let $\Phi_{t}$ be the flow of a vector field $V$. The Lie derivative $L_{V} W$ of a vector field $W$ with respect to $V$ is defined by:

$$
L_{V} W=\left.\frac{d}{d t}\right|_{t=0} \Phi_{t}^{*} W
$$

Proposition 3.1.11. Let $V$ and $W$ be vector fields on $X$ where $\Phi_{t}$ is the flow of $V$. Then:

$$
\begin{equation*}
\frac{d}{d t} \Phi_{t}^{*} W=\Phi_{t}^{*}\left(L_{V} W\right) \tag{3.1}
\end{equation*}
$$

Moreover, if $L_{V} W=0$ then, $\Phi_{t}^{*} W=W$ for all $t$
Proof. Let $s=t+u$, then by the group law of flows we have:

$$
\Phi_{s}=\Phi_{t+u}=\Phi_{u} \circ \Phi_{t}
$$

So that,

$$
\Phi_{s}^{*} W=\Phi_{t}^{*}\left(\Phi_{u}^{*} W\right)
$$

Now we differentiate w.r.t. $s$ at $s=t$ and we get:

$$
\frac{d}{d t} \Phi_{t}^{*} W=\left.\frac{d}{d u}\right|_{u=0} \Phi_{t}^{*}\left(\Phi_{u}^{*} W\right)=\Phi_{t}^{*}\left(\left.\frac{d}{d u}\right|_{u=0} \Phi_{u}^{*} W\right)=\Phi_{t}^{*}\left(L_{V} W\right)
$$

So, if $L_{V} W=0$ we have:

$$
\frac{d}{d t} \Phi_{t}^{*} W=0
$$

we integrate from 0 to $t$ :

$$
0=\int_{0}^{t} \frac{d}{d s} \Phi_{s}^{*} W d s=\Phi_{t}^{*} W-\Phi_{0}^{*} W
$$

Finally we have $\Phi_{t}^{*} W=W$.
Proposition 3.1.12. Let $f: X \rightarrow Y$ be a smooth map and $\widetilde{V}$ and $\widetilde{W}$ be vector fields on $Y$ such that $V=f^{*} \widetilde{V}$ and $W=f^{*} \widetilde{W}$, then:

$$
f^{*}\left(L_{\widetilde{V}} \widetilde{W}\right)=L_{V} W
$$

Proof. Let $\widetilde{\Phi}_{t}$ be the flow of $\tilde{V}$. Then, $f \circ \Phi_{t}=\widetilde{\Phi}_{t} \circ f$, since
So, we have:

$$
\Phi_{t}^{*} W=\Phi_{t}^{*} f^{*} W=\left(f \circ \Phi_{t}\right)^{*} \widetilde{W}=\left(\widetilde{\Phi}_{t} \circ f\right)^{*} \widetilde{W}=f^{*}\left(\widetilde{\Phi}_{t}^{*} \widetilde{W}\right)
$$

Now we differentiate with respect to $t$ at $t=0$, and we get:

$$
L_{V} W=\left.\frac{d}{d t}\right|_{t=0} \Phi_{t}^{*} W=\left.\frac{d}{d t}\right|_{t=0} f^{*}\left(\widetilde{\Phi}_{t}^{*} \widetilde{W}\right)=f^{*}\left(\left.\frac{d}{d t}\right|_{t=0} \widetilde{\Phi}_{t}^{*} \widetilde{W}\right)=f^{*}\left(L_{\widetilde{V}} \widetilde{W}\right)
$$

Moreover, if $f: X \rightarrow Y$ is a diffeomorphism, then:

$$
L_{f_{*} V} f_{*} W=f_{*}\left(L_{V} W\right)
$$

Indeed, since $\widetilde{V}=\left(f^{*}\right)^{-1} V=f_{*} V$ and $\widetilde{W}=\left(f^{*}\right)^{-1} V=f_{*} W$ we have:

$$
L_{f_{*} V} f_{*} W=\left(f^{*}\right)^{-1}\left(f^{*}\left(L_{\widetilde{V}} \widetilde{W}\right)\right)=\left(f^{*}\right)^{-1}\left(L_{V} W\right)=f_{*}\left(L_{V} W\right)
$$

Theorem 3.1.13 (Canonical form theorem). Let $V$ be a $C^{1}$ vector field on an $n$-dimensional manifold $X$. If $V_{p} \neq 0$ for some $p \in X$ then there exist local coordinates $u=\left(u_{1}, \ldots, u_{n}\right)$ in a neighborhood of $p$ such that $V=\frac{\partial}{\partial u_{1}}$.

Proof. By the way coordinate vector fields are defined on a manifold, a smooth chart $(U, \varphi)$ will satisfy the conclusion of the theorem if $\left(\varphi^{-1}\right)_{*}\left(\frac{\partial}{\partial u_{1}}\right)=V$.

Let's choose a smooth local coordinate $x=\left(x_{1}, \ldots, x_{n}\right)$ around $p$, we may think of $X$ as an open set $U \subset \mathbb{R}^{n}$, and $V$ as a vector field on $U$. Since $V_{p} \neq 0$ we may assume that $V$ has a nonzero $x_{1}$-component at $p$.

Let $\Phi: \Omega \rightarrow U$ be the flow of $V$. There exist $\epsilon>0$ and an open neighborhood $U_{0} \subset U$ of $p$, such that $(-\epsilon, \epsilon) \times U_{0} \subset \Omega$. Let $S_{0} \subset U_{0}$ such that $S_{0}=U_{0} \cap\left\{x_{1}=0\right\}$, and define $S \subset \mathbb{R}^{n-1}$ by

$$
S=\left\{\left(u_{2}, \ldots, u_{n}\right):\left(0, u_{2}, \ldots, u_{n}\right) \in S_{0}\right\} .
$$

Define a smooth map $\psi:(-\epsilon, \epsilon) \times S \rightarrow U$ by

$$
\psi\left(t, u_{2}, \ldots, u_{n}\right)=\Phi_{t}\left(0, u_{2}, \ldots, u_{n}\right)
$$

First we will show that $\psi$ pushes $\frac{\partial}{\partial t}$ forward to $V$. For any $\left(t_{0}, u_{0}\right) \in(-\epsilon, \epsilon) \times S$, we have

$$
\begin{aligned}
\left(\left.\psi_{*} \frac{\partial}{\partial t}\right|_{\left(t_{0}, u_{0}\right)}\right) f & =\left.\frac{\partial}{\partial t}\right|_{\left(t_{0}, u_{0}\right)}(f \circ \psi) \\
& =\left.\frac{\partial}{\partial t}\right|_{t=t_{0}}\left(f\left(\Phi_{t}\left(0, u_{0}\right)\right)\right) \\
& =V_{\psi\left(t_{0}, u_{0}\right)} f
\end{aligned}
$$

On the other hand, when $\psi$ is restricted to $\{0\} \times S$, $\psi\left(0, u_{2}, \ldots, u_{n}\right)=\Phi_{0}\left(0, u_{2}, \ldots, u_{n}\right)=\left(0, u_{2}, \ldots, u_{n}\right)$, so

$$
\left.\psi_{*} \frac{\partial}{\partial u_{i}}\right|_{(0,0)}=\left.\frac{\partial}{\partial x_{i}}\right|_{p}, \quad i=2, \ldots, n .
$$

Thus at $(0,0), \psi_{*}$ takes the basis
$\left(\left.\frac{\partial}{\partial t}\right|_{(0,0)},\left.\frac{\partial}{\partial u_{2}}\right|_{(0,0)}, \ldots,\left.\frac{\partial}{\partial u_{n}}\right|_{(0,0)}\right)$ to $\left(V_{p},\left.\frac{\partial}{\partial x_{2}}\right|_{p}, \ldots,\left.\frac{\partial}{\partial x_{n}}\right|_{p}\right)$. Since $V_{p}$ has a nonzero $x_{1}$-component, this is also a basis, so $\psi_{*}$ is an isomorphism. Therefore, by the inverse function theorem, there are neighborhoods $W$ of $(0,0)$ and $Y$ of $p$ such that $\psi: W \rightarrow Y$ is a diffeomorphism.

Let $\varphi=\psi^{-1}: Y \rightarrow W$, which is a smooth coordinate map. The equation $\left(\left.\psi_{*} \frac{\partial}{\partial t}\right|_{\left(t_{0}, u_{0}\right)}\right) f=V_{\psi\left(t_{0}, u_{0}\right)} f$ says precisely that $V$ is the coordinate vector field $\frac{\partial}{\partial t}$ in these coordinates. With $t$ renamed to $u_{1}$, this is what we wanted to prove.

Let $V$ and $W$ be smooth vector fields on a smooth manifold $M$. We define $[V, W]: C^{\infty}(M) \rightarrow C^{\infty}(M)$, which is called the Lie bracket of $V$ and $W$, defined by

$$
[V, W] f=V W f-W V f
$$

Lemma 3.1.14. Let $V, W$ be smooth vector fields on a smooth manifold $M$, and let $V=\sum V^{i} \frac{\partial}{\partial x_{i}}$ and $W=\sum W^{j} \frac{\partial}{\partial x_{j}}$ be the coordinate expressions for $V$ and $W$ in terms of some smooth local coordinates $\left(x_{i}\right)$ for $M$. Then $[V, W]$ has the following coordinate expression:

$$
[V, W]=\sum_{i} \sum_{j}\left(V^{i} \frac{\partial W^{j}}{\partial x_{i}}-W^{i} \frac{\partial V^{j}}{\partial x_{i}}\right) \frac{\partial}{\partial x_{j}}
$$

Proof. See [10, Lemma 4.13].
Lemma 3.1.15. For every $f, g \in C^{\infty}(M)$, for every smooth vector field $V, W$ we have:

$$
[f V, g W]=f g[V, W]+(f V g) W-(g W f) V
$$

Proof. See [10, Lemma 4.15].
Proposition 3.1.16. Let $V$ and $W$ be $C^{1}$ vector fields on a manifold $X$, then:

$$
L_{V} W=[V, W]
$$

Proof. Let $R(V)=\left\{p \in X: V_{p} \neq 0\right\}$. By the continuity of $V, R(V)$ is an open set in $X$ and $\operatorname{supp} V=\overline{R(V)}$.
First we will show that $L_{V} W=[V, W]$ on $R(V)$. Let $p \in R(V)$. We can choose local coordinates $x=\left(x_{1}, \ldots, x_{n}\right)$ such that $V=\frac{\partial}{\partial x_{1}}$ with flow $\Phi_{t}\left(x_{1}, \ldots, x_{n}\right)=$ $\left(x_{1}+t, x_{2}, \ldots, x_{n}\right)$ by Theorem 3.1.13 page 26. Let $W=\sum_{j=1}^{n} b_{j}(x) \frac{\partial}{\partial x_{j}}$, It's easy to see that the matrix representation of $\Phi_{t}^{*}$ is the identity matrix for a fixed $t$ at any given point in these coordinates. Let $u \in U$ where $\left(U,\left(x_{1}, \ldots, x_{n}\right)\right)$ is the local coordinate chart. Then:

$$
\begin{aligned}
\left(\Phi_{t}^{*}\right) W_{\Phi_{t}(u)} & =\Phi_{t}^{*}\left(\left.\sum_{j=1}^{n} b_{j}(x) \frac{\partial}{\partial x_{j}}\right|_{\Phi_{t}(u)}\right) \\
& =\sum_{j=1}^{n} b_{j}(x) \Phi_{t}^{*}\left(\left.\frac{\partial}{\partial x_{j}}\right|_{\Phi_{t}(u)}\right) \\
& =\sum_{j=1}^{n} b_{j}(x)\left(\Phi_{-t}\right)_{*}\left(\left.\frac{\partial}{\partial x_{j}}\right|_{\Phi_{t}(u)}\right)
\end{aligned}
$$

Such that,

$$
\left(\Phi_{t}^{*}\right) W_{\Phi_{t}(u)}=\sum_{j=1}^{n} b_{j}(x)\left(\left.\frac{\partial}{\partial x_{j}}\right|_{u}\right)
$$

Using the definition of Lie derivative we get:

$$
\begin{aligned}
\left(L_{V} W\right)_{u} & =\left.\frac{d}{d t}\right|_{t=0}\left(\Phi_{t}\right)^{*} W_{\Phi_{t}(u)} \\
& =\left.\frac{d}{d t}\right|_{t=0}\left(\left.\sum_{j=1}^{n} b_{j}\left(x_{1}+t, x_{2}, \ldots, x_{n}\right) \frac{\partial}{\partial x_{j}}\right|_{u}\right) \\
& =\left.\sum_{j=1}^{n} \frac{\partial b_{j}}{\partial x_{1}}\left(x_{1}, \ldots, x_{n}\right) \frac{\partial}{\partial x_{j}}\right|_{u}
\end{aligned}
$$

Therefore, by comparing this to the expression of the Lie bracket in coordinates, we see that $L_{V} W=[V, W]$.

Second, we will show that $L_{V} W=[V, W]$ on $\operatorname{supp} V$. This follows from the continuity and he fact that $\operatorname{supp} V$ is the closure of $R(V)$.

Finally we will show that $L_{V} W=[V, W]$ on $X-\operatorname{supp} V$. Let $p \in X-\operatorname{supp} V$. Then $V \equiv 0$ on a neighborhood $U$ of $p$, that is $[V, W]=L_{V} W=0$ on $U$, since $[V, W]=V W-W V$ and the flow map of the zero vector field is a constant.

Theorem 3.1.17. If $V$ and $W$ are vector fields with flows $\Phi_{t}, \Psi_{t}$, then $[V, W]=0$ if and only if $\Phi_{t} \circ \Psi_{s}=\Psi_{s} \circ \Phi_{t}$ holds on the domain of the composition.

Proof. First let us assume that $\Phi_{t} \circ \Psi_{s}=\Psi_{s} \circ \Phi_{t}$. Let $x$ be in the domain of the composition, we have:

$$
\begin{gathered}
\frac{d}{d s}\left(\Phi_{t} \circ \Psi_{s}\right)(x)=d_{\Psi(x)} \Phi_{t} \frac{d}{d s} \Psi_{s}(x)=\left(d_{\Psi_{s}(x)} \Phi_{t}\right)\left(W_{\Psi_{s}(x)}\right)=\left(\left(\Phi_{t}\right)_{*} W\right)_{\Phi_{t}\left(\Psi_{s}(x)\right)} \\
\left.\frac{d}{d s}\right|_{s=0}\left(\Phi_{t} \circ \Psi_{s}\right)(x)=\left(\left(\Phi_{t}\right)_{*} W\right)_{\Phi_{t}(x)}
\end{gathered}
$$

On the other hand we have:

$$
\left.\frac{d}{d s}\right|_{s=0} \Psi_{s} \circ \Phi_{t}(x)=W_{\Phi_{t}(x)}
$$

Therefore, $\left(\left(\Phi_{t}\right)_{*} W\right)_{\Phi_{t}(x)}=W_{\Phi_{t}(x)}$ for all $t$. Let $y=\left(\Phi_{t}^{-1}\right)(x)=\Phi_{-t}(x)$. Since the above identity is true for all $t$, by replacing $\Phi_{t}(x)$ by $\Phi_{-t}(x)$ we can see that:

$$
\left(\Phi_{t}^{*} W\right)_{y}=W_{y} \Longleftrightarrow \Phi_{t}^{*} W=W
$$

Differentiating at $t=0$ we get:

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{t=0} \Phi_{t}^{*} W & =L_{V} W \\
\left.\frac{d}{d t}\right|_{t=0} W & =0
\end{aligned}
$$

$\Longrightarrow L_{V} W=0$
$\Longrightarrow[V, W]=0$ by Proposition 3.1.16.
Conversely, we assume that $[V, W]=0$ (i.e. $L_{V} W=0$ ).
By Equation (3.1) page 25 we have:

$$
\frac{d}{d t} \Phi_{t}^{*} W=\Phi_{t}^{*}\left(L_{V} W\right)
$$

and since $L_{V} W=0$ we have:

$$
\Phi_{t}^{*} W=W \Longleftrightarrow\left(\Phi_{t}\right)_{*} W=W_{\Phi_{t}}
$$

Consider the path $\mathbb{R} \ni s \mapsto \gamma(s)=\Phi_{t}\left(\Psi_{s}(x)\right)$. We have:

$$
\frac{d \gamma}{d s}(s)=\left(\Phi_{t}\right)_{*} \frac{d}{d s} \Psi_{s}(x)=\left(\Phi_{t}\right)_{*} W_{\Psi_{s}(x)}=W_{\Phi_{t}\left(\Psi_{s}(x)\right)}=W_{\gamma(s)}
$$

So, $\gamma$ is an integral curve of W.
Now we consider the path $\mathbb{R} \ni s \mapsto \sigma(s)=\Psi_{s}\left(\Phi_{t}(x)\right)$. We have:

$$
\frac{d \sigma}{d s}(s)=W_{\sigma(s)}
$$

So, $\sigma$ is an integral curve of $W$. Moreover, we have:

$$
\begin{aligned}
& \gamma(0)=\Phi_{t}\left(\Psi_{0}(x)\right)=\Phi_{t}(x) \\
& \sigma(0)=\Psi_{0}\left(\Phi_{t}(x)\right)=\Phi_{t}(x)
\end{aligned}
$$

Therefore, by the uniqueness of integral curves, we have $\gamma(s)=\sigma(s) \Longrightarrow \Phi_{t} \circ \Psi_{s}=$ $\Psi_{s} \circ \Phi_{t}$.

Theorem 3.1.18. If $V$ and $W$ are vector fields with flows $\Phi_{t}, \Psi_{t}$ respectively and $t>0$, then:

$$
[V, W]_{x}=\left.\frac{d}{d t}\right|_{t=0} \Psi_{-\sqrt{t}} \circ \Phi_{-\sqrt{t}} \circ \Psi_{\sqrt{t}} \circ \Phi_{\sqrt{t}}(x)
$$

Proof. Recall the Taylor expansion formula of $\Phi_{t}(x)$ and $\Psi_{t}(x)$ at $t=0$ :

$$
\begin{aligned}
& \Phi_{t}(x)=\Phi_{0}(x)+t \dot{\Phi}_{0}(x)+\frac{t^{2}}{2} \ddot{\Phi}_{0}(x)+O\left(t^{3}\right) \\
& \Psi_{t}(x)=\Psi_{0}(x)+t \dot{\Psi}_{0}(x)+\frac{t^{2}}{2} \ddot{\Psi}_{0}(x)+O\left(t^{3}\right)
\end{aligned}
$$

First, notice that $\frac{d}{d t} \Phi_{t}(x)=V_{\Phi_{t}(x)}$ and $\frac{d}{d t} \Psi_{t}(x)=W_{\Psi_{t}(x)}$.
Second, we see that $\frac{d^{2}}{d t^{2}} \Phi_{t}(x)=J_{\Phi_{t}(x)} V \cdot V_{\Phi_{t}(x)}$ and $\frac{d^{2}}{d t^{2}} \Psi_{t}(x)=J_{\Psi_{t}(x)} W \cdot W_{\Psi_{t}(x)}$. So,

$$
\begin{aligned}
& \Phi_{t}(x)=x+t V_{x}+\frac{t^{2}}{2} J_{x} V \cdot V_{x}+O\left(t^{3}\right) \\
& \Psi_{t}(x)=x+t W_{x}+\frac{t^{2}}{2} J_{x} W \cdot W_{x}+O\left(t^{3}\right)
\end{aligned}
$$

First we calculate $\Psi_{\sqrt{t}} \circ \Phi_{\sqrt{t}}(x)$ :

$$
\begin{aligned}
\Psi_{\sqrt{t}}\left(\Phi_{\sqrt{t}}(x)\right)= & \Phi_{\sqrt{t}}(x)+\sqrt{t} W_{\Phi_{\sqrt{ }}(x)}+\frac{t}{2} J_{\Phi_{\sqrt{t}}(x)} \cdot W_{\Phi_{\sqrt{t}}(x)}+O(t \sqrt{t}) \\
= & x+\sqrt{t} V_{x}+\sqrt{t} W_{x} \\
& +t\left(\frac{J_{x} V}{2} \cdot V_{x}+J_{x} W \cdot V_{x}+\frac{J_{x} W}{2} \cdot W_{x}\right)+O(t \sqrt{t})
\end{aligned}
$$

Second, we calculate $\Psi_{-\sqrt{t}} \circ \Phi_{-\sqrt{t}}(x)$ :

$$
\begin{aligned}
\Psi_{-\sqrt{t}}\left(\Phi_{-\sqrt{t}}(x)\right)= & \Phi_{-\sqrt{t}}(x)-\sqrt{t} W_{\Phi_{-\sqrt{ } t}(x)}+\frac{t}{2} J_{\Phi_{-\sqrt{t}}(x)} \cdot W_{\Phi_{-\sqrt{t}}(x)}+O(t \sqrt{t}) \\
= & x-\sqrt{t} V_{x}+\frac{t}{2} J_{x} V \cdot V_{x}-\sqrt{t} W_{x} \\
& +t J_{x} W \cdot V_{x}+\frac{t}{2} J_{x} W \cdot W_{x}+O(t \sqrt{t})
\end{aligned}
$$

Finally, we will calculate $\Psi_{-\sqrt{t}} \circ \Phi_{-\sqrt{t}} \circ \Psi_{\sqrt{t}} \circ \Phi_{\sqrt{t}}(x)$ :

$$
\begin{aligned}
\Psi_{-\sqrt{t}}\left(\Phi_{-\sqrt{t}}\left(\Psi_{\sqrt{t}}\left(\Phi_{\sqrt{t}}(x)\right)\right)\right)= & x+\sqrt{t} V_{x}+\frac{t}{2} J_{x} V \cdot V_{x}+\sqrt{t} W_{x}+t J_{x} W \cdot V_{x} \\
& +\frac{t}{2} J_{x} W \cdot W_{x}-\sqrt{t}\left(V_{x}+\sqrt{t} J_{x} V \cdot V_{x}\right. \\
& \left.+\sqrt{t} J_{x} V \cdot W_{x}\right)+\frac{t}{2} J_{x} V \cdot V_{x} \\
& -\sqrt{t}\left(W_{x}+\sqrt{t} J_{x} W \cdot V_{x}+\sqrt{t} J_{x} W \cdot W_{x}\right) \\
& +t J_{x} W \cdot V_{x}+\frac{t}{2} J_{x} W \cdot W_{x}+O(t \sqrt{t}) \\
= & x+t J_{x} W \cdot V_{x}-t J_{x} V \cdot W_{x}+O(t \sqrt{t}) \\
= & x+t \cdot[V, W]_{x}+O(t \sqrt{t})
\end{aligned}
$$

And so, we have:

$$
[V, W]_{x}=\left.\frac{d}{d t}\right|_{t=0} \Psi_{-\sqrt{t}} \circ \Phi_{-\sqrt{t}} \circ \Psi_{\sqrt{t}} \circ \Phi_{\sqrt{t}}(x)
$$

Remark 3.1.19. Theorem 3.1.18 is stated only for $t>0$. What if $t<0$ ?. We know that $\Phi_{-t}=\widetilde{\Phi_{t}}$ is the flow map of the vector field $-V$ and $\Psi_{-t}=\widetilde{\Psi_{t}}$ is the
flow map of $-W$. Let $t<0$, then $-t>0$. This means that $\widetilde{\Psi}_{-\sqrt{-t}}=\Psi_{\sqrt{-t}}$ and $\widetilde{\Phi}_{-\sqrt{-t}}=\Phi_{\sqrt{-t}}$. So, by Theorem 3.1.18 we have:

$$
\begin{aligned}
{[V, W]_{x}=[-V,-W]_{x} } & =\left.\frac{d}{d t}\right|_{t=0} \widetilde{\Psi}_{-\sqrt{-} t} \circ \widetilde{\Phi}_{-\sqrt{ }-t} \circ \widetilde{\Psi}_{\sqrt{-} t} \circ \widetilde{\Phi}_{\sqrt{-t}}(x) \\
& =\left.\frac{d}{d t}\right|_{t=0} \Psi_{\sqrt{ }-t} \circ \Phi_{\sqrt{-t}} \circ \Psi_{-\sqrt{-t}} \circ \Phi_{-\sqrt{-t}}(x)
\end{aligned}
$$

Therefore in general, for any $t \in \mathbb{R}$ we have:

$$
[V, W]_{x}=\left.\frac{d}{d t}\right|_{t=0} \Psi_{-\operatorname{sgn}(t) \sqrt{|t|}} \circ \Phi_{-\operatorname{sgn}(t) \sqrt{|t|}} \circ \Psi_{\operatorname{sgn}(t) \sqrt{|t|}} \circ \Phi_{\operatorname{sgn}(t) \sqrt{|t|}}(x)
$$

### 3.2 Algorithms and Computing Flows

The main purpose of this subsection is to show that a flow of a vector field $V$ which is determined by finitely many vector fields $V_{1}, \ldots, V_{m}$ can be approximated by flow maps of these finitely many vector fields vector fields. See [5, Chapter 4].

Definition 3.2.1. Let $V$ be a continuous vector field on a manifold $X$, let $A(t, x)=A_{t}(x)$ be a continuous map $A: U \rightarrow X$ where $\{0\} \times X \subset U \subset[0, \infty) \times X$ is open. $A$ is said to be an algorithm for $V$ if:

1. $A_{0}(x)=x \forall x \in X$.
2. $V_{x}=\left.\frac{\partial}{\partial t}\right|_{t=0} A_{t}(x) \forall x \in X$
3. $A_{t}(x)$ is $C^{1}$ in $t$ with derivatives continuous in $(t, x)$

Theorem 3.2.2. Let $V$ be a Lipschitz continuous vector field with flow $\Phi_{t}$ on a manifold $X$. Let $\Omega$ be the fundamental domain of $V$ and $\Omega_{+}=\Omega \cap([0, \infty) \times X)$. If $A$ is an algorithm for $V$, then for all $(t, x) \in \Omega_{+}$the $n$-th iterate $A_{\frac{t}{n}}^{n}(x)$ of the map $A_{\frac{t}{n}}$ is defined for sufficiently large $n \in \mathbb{N}(n=n(x, t))$, and we have that

$$
\lim _{n \rightarrow \infty} A_{\frac{t}{n}}^{n}(x)=\Phi_{t}(x)
$$

The convergence is uniform on compacts in $\Omega_{+}$. Conversely, if $A_{\frac{t}{n}}^{n}(x)$ is defined and converges for $0 \leq t \leq t_{0}$ then $\left(t_{0}, x\right) \in \Omega_{+}$and $\lim _{n \rightarrow \infty} A_{\frac{t}{n}}^{n}(x)=\Phi_{t}(x)$.
Proof. For $X=\mathbb{R}^{m}$.
Let $p \in \mathbb{R}^{m}$ be fixed, and suppose that $\Phi_{t}(p)$ exists for $t \in\left[0, t_{0}\right]$.
Let $C=\left\{\Phi_{t}(p): t \in\left[0, t_{0}\right]\right\}$. Notice that $C=\Phi\left(\{p\} \times\left[0, t_{0}\right]\right)$, so $C$ is a compact subset of $\mathbb{R}^{m}$.

Choose compacts $L_{1} \subset L_{2} \subset \mathbb{R}^{m}$ such that $C \subset \stackrel{\circ}{L}_{1} \subset L_{1} \subset \stackrel{\circ}{L}_{2} \subset L_{2}$.
We claim that there is a compact neighborhood $K \subset \stackrel{\circ}{L}_{1}$ of $p$ such that $\forall x \in K$ the flow $\Phi_{t}(x)$ exists for $t \in\left[0, t_{0}\right]$ and remains in $L_{1}$. Indeed, $\Phi$ is uniformly continuous on $L_{1}$ since $\Phi$ is continuous on the compact set $L_{1}$, that is for all $\epsilon>0$ there exists $\delta>0$ such that for all $x, y \in L_{1}$ and for all $t \in\left[0, t_{0}\right]$ we have $\left\|\Phi_{t}(x)-\Phi_{t}(y)\right\|<\epsilon$ whenever $\|x-y\|<\delta$. Let $\epsilon=\frac{1}{2} \operatorname{dist}\left(C, X-L_{1}\right)$ and let $K=\overline{B(p, \delta)}$. So $K$ is indeed compact and is a subset of $\stackrel{\circ}{L}_{1}$. Now, let $x \in K$, we will show that $\Phi_{t}(x) \in L_{1}$. Since $x \in K$ there exists a sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subset B(p, \delta)$ such that $\left\|x_{n}-x\right\| \rightarrow 0$ as $n \rightarrow \infty$ (Note that by the continuity of $\Phi_{t}(\cdot)$ we have $\left\|\Phi_{t}\left(x_{n}\right)-\Phi_{t}(x)\right\| \rightarrow 0$ as $\left.n \rightarrow \infty\right)$. Now,

$$
\begin{aligned}
\left\|x_{n}-p\right\|<\delta & \Rightarrow\left\|\Phi_{t}\left(x_{n}\right)-\Phi_{t}(p)\right\|<\epsilon \\
& \Rightarrow \Phi_{t}\left(x_{n}\right) \in B\left(\Phi_{t}, p\right) \text { for all } n \in \mathbb{N} \\
& \Rightarrow \Phi_{t}(x) \in \overline{B\left(\Phi_{t}(p), \epsilon\right)} \subset L_{1}
\end{aligned}
$$

The definition of an algorithm tells us that:

$$
A_{0}(x)=\left.x \quad \frac{\partial}{\partial t}\right|_{t=0} A_{t}(x)=V_{x}
$$

We also know that:

$$
\begin{aligned}
& \Phi_{0}(x)=\left.x \quad \frac{\partial}{\partial t}\right|_{t=0} \Phi_{t}(x)=V_{x} \\
\Rightarrow & \left.\frac{\partial}{\partial t}\right|_{t=0}\left(A(t, x)-\Phi_{t}(x)\right)=0 \\
\Rightarrow & \lim _{t \rightarrow 0} \frac{\left(A(t, x)-\Phi_{t}(x)\right)-\left(A_{0}(x)-\Phi_{0}(x)\right)}{t-0}=0 \\
\Rightarrow & \lim _{t \rightarrow 0} \frac{A(t, x)-\Phi_{t}(x)}{t}=0 \\
\Rightarrow & \left|\Phi_{t}(x)-A_{t}(x)\right|=o(t) \text { uniformly on } L_{2}
\end{aligned}
$$

Let's show that why do we have $\left|\Phi_{t}(x)-A_{t}(x)\right|=o(t)$ uniformly on $L_{2}$. Let $F(t, x)=\frac{A(t, x)-\Phi_{t}(x)}{t}$. Let $x_{0} \in L_{2}$ and let $\varepsilon>0$. By the continuity of $F(t, x)$, there exists $\gamma>0$ such that $\left|F(t, y)-F\left(t, x_{0}\right)\right|<\frac{\varepsilon}{2}$ whenever $y \in B\left(x_{0}, \gamma\right)$. Moreover, there exists a $\delta>0$ such that $\left|F\left(t, x_{0}\right)\right|<\frac{\varepsilon}{2}$ whenever $|t|<\delta$.
So, $|F(t, y)|<\left|F(t, y)-F\left(t, x_{0}\right)\right|+\left|F\left(t, x_{0}\right)\right|<\varepsilon$ whenever $y \in B\left(x_{0}, \gamma\right)$ and $|t|<\delta$. We do this for every $x_{0}$, and we get an open cover for the set $L_{2}$. By the compactness of $L_{2}$ there exists a finite sub-cover where $L_{2} \subset \bigcup_{i=1}^{N} B\left(x_{i}, \gamma_{i}\right)$. Since any $y \in L_{2}$ is contained in one of the balls $B\left(x_{i}, \gamma_{i}\right)$ we have $|F(t, y)|<\varepsilon$ for $|t|<\delta$.

Now, we fix $n \in \mathbb{N}$ and let $x \in K$. Assume that for the moment that the orbits,

$$
y_{0}=x, \quad y_{1}=A_{\frac{t}{n}}\left(y_{0}\right), \quad y_{2}=A_{\frac{t}{n}}\left(y_{1}\right), \ldots, \quad y_{n}=A_{\frac{t}{n}}\left(y_{n-1}\right)
$$

exist and they lie in $L_{2}$.
Lemma 3.1.5 gives us the estimate:

$$
\left|\Phi_{t}(x)-\Phi_{t}(y)\right| \leq \mathrm{e}^{\beta t}|x-y|
$$

Also, notice that $\Phi_{\frac{t}{n}}^{k}(x)=\Phi_{\frac{k t}{n}}(x)$ by the group law for $k=1, \ldots, n$.

$$
\text { Claim }: \Phi_{\frac{k t}{n}}(x)-A_{\frac{t}{n}}^{k}=\sum_{j=1}^{k}\left(\Phi_{\frac{t}{n}}^{k-j}\left(\Phi_{\frac{t}{n}}\left(y_{j-1}\right)\right)-\Phi_{\frac{t}{n}}^{k-j}\left(A_{\frac{t}{n}}\left(y_{j-1}\right)\right)\right)
$$

Indeed,

$$
\begin{aligned}
& \sum_{j=1}^{k}\left(\Phi_{\frac{t}{n}}^{k-j}\left(\Phi_{\frac{t}{n}}\left(y_{j-1}\right)\right)-\Phi_{\frac{t}{n}}^{k-j}\left(A_{\frac{t}{n}}\left(y_{j-1}\right)\right)\right)=\Phi_{\frac{t}{n}}^{k-1}\left(\Phi_{\frac{t}{n}}\left(y_{0}\right)\right)-\Phi_{\frac{t}{n}}^{k-1}\left(A_{\frac{t}{n}}\left(y_{0}\right)\right) \\
&+\Phi_{\frac{t}{n}}^{k-2}\left(\Phi_{\frac{t}{n}}\left(y_{1}\right)\right)-\Phi_{\frac{t}{n}}^{k-2}\left(A_{\frac{t}{n}}\left(y_{1}\right)\right) \\
& \vdots \\
&+\Phi_{\frac{t}{n}}\left(\Phi_{\frac{t}{n}}\left(y_{k-2}\right)\right)-\Phi_{\frac{t}{n}}\left(A_{\frac{t}{n}}\left(y_{k-2}\right)\right) \\
&+\Phi_{\frac{t}{n}}\left(y_{k-1}\right)-A_{\frac{t}{n}}\left(y_{y_{k-1}}\right) \\
&=\Phi_{\frac{k t}{n}}(x)-A_{\frac{t}{n}}^{k}(x)
\end{aligned} \quad \begin{gathered}
\leq\left|\Phi_{\frac{k t}{n}}(x)-A_{\frac{t}{n}}^{k}(x)\right| \leq \sum_{j=1}^{k}\left|\Phi_{\frac{t}{n}}^{k-j}\left(\Phi_{\frac{t}{n}}\left(y_{j-1}\right)\right)-\Phi_{\frac{t}{n}}^{k-j}\left(A_{\frac{t}{n}}\left(y_{j-1}\right)\right)\right| \\
\leq \sum_{j=1}^{k} \mathrm{e}^{\beta \frac{t(k-j)}{n}}\left|\Phi_{\frac{t}{n}}\left(y_{j-1}\right)-A_{\frac{t}{n}}\left(y_{j-1}\right)\right| \\
\leq \mathrm{e}^{\beta \frac{t k}{n}} \cdot k \cdot o\left(\frac{t}{n}\right), k=1, \ldots, n \\
\Longrightarrow\left|\Phi_{\frac{k t}{n}}(x)-A_{\frac{t}{n}}^{k}(x)\right| \leq \mathrm{e}^{\beta \frac{t k}{n}} \cdot k \cdot o\left(\frac{t}{n}\right), k=1, \ldots, n
\end{gathered}
$$

Now we will show that the orbits do exist and they lie in $L_{2}$ by induction. First of all, note that $A$ is continuous and $L_{2}$ is compact. So there exists some time $t_{2}$ such that $A_{t}(x)$ exists for $x \in L_{2}$ and $t \in\left[0, t_{2}\right]$. Choose $n$ large enough (that is $\frac{t}{n}<t_{2}$ ) so that $A_{\frac{t}{n}}$ exists.

For $k=0$, we have $y_{0} \stackrel{n}{=} x$ which exists trivially.
Now assume that $y_{k}=A_{\frac{t}{n}}\left(y_{k-1}\right)$ is well defined and lies in $L_{2}$. We will show that $y_{k+1}=A_{\frac{t}{n}}\left(y_{k}\right)$ is well defined and lies in $L_{2}$.

Indeed, $y_{k+1}^{n}$ is well defined since $y_{k}$ lies in $L_{2}$ by the induction hypothesis. We just need to show that $y_{k+1}$ lies in $L_{2}$. Notice that $\lim _{n \rightarrow \infty} \mathrm{e}^{\beta \frac{t k}{n}} \cdot k \cdot o\left(\frac{t}{n}\right)=0$,
that is, for every $\epsilon>0$ there exists $N \in \mathbb{N}$ such that for every $n>N$ we have $\left|\mathrm{e}^{\frac{\beta k}{n}} \cdot k \cdot o\left(\frac{t}{n}\right)\right|<\epsilon$. For every $x \in K$ set $C_{x}=\left\{\Phi_{t}(x): t \in\left[0, t_{2}\right]\right\}$ let $\epsilon=\frac{1}{2} \inf _{x \in K}\left(\operatorname{dist}\left(C_{x}, X-L_{2}\right)\right)$. So we will have that:

$$
\left|\Phi_{\frac{k t}{n}}(x)-A_{\frac{t}{n}}^{k}(x)\right|<\epsilon
$$

which shows that $A_{\frac{t}{n}}\left(y_{k}\right) \in L_{2}$.
Now, for the converse statement we have assumed that the iterates $A_{\frac{t}{n}}^{n}(x)$ are well-defined and converges for $0 \leq t \leq t_{0}$. We just need to show that $\lim _{n \rightarrow \infty} A_{\frac{t}{n}}^{n}(x)=\Phi_{t}(x)$. The flow map $\Phi_{t}$ exists for sufficiently small $t$, that is, set $t_{1} \stackrel{n}{=} \inf \left\{t>0: \Phi_{t}\right.$ does not exist $\}$, so $\Phi_{t}$ exists for $t \in\left[0, t_{1}\right)$. Moreover, by using the inequality shown above for $k=n$;

$$
\left|\Phi_{t}(x)-A_{\frac{t}{n}}^{n}(x)\right| \leq \mathrm{e}^{\beta t} \cdot n \cdot o\left(\frac{t}{n}\right)
$$

we have $\lim _{n \rightarrow \infty} A_{\frac{t}{n}}^{n}(x)=\Phi_{t}(x)$ for $t \in\left[0, t_{1}\right)$. But, we wish to show that this is true for $t \in\left[0, t_{0}\right]$. For the sake of reaching a contradiction, suppose that $\Phi_{t}$ does not exist for some $t \in\left[0, t_{0}\right]$. By Remark 3.1.7 of the Escape lemma, we have that:

$$
\lim _{t \rightarrow t_{1}}\left\|\Phi_{t}(x)\right\|=\infty
$$

We showed earlier that if $\Phi_{t}$ exists, then:

$$
\left|\Phi_{t}(x)-A_{\frac{t}{n}}^{n}(x)\right| \leq \mathrm{e}^{\beta t} \cdot n \cdot o\left(\frac{t}{n}\right) \text { for } t \in\left[0, t_{1}\right)
$$

For fixed $n \in \mathbb{N}$ we have,

$$
\begin{aligned}
\left\|\Phi_{t}(x)\right\| & =\left\|\Phi_{t}(x)-A_{\frac{t}{n}}(x)+A_{\frac{t}{n}}(x)\right\| \\
& \leq\left\|\Phi_{t}(x)-A_{\frac{t}{n}}(x)\right\|+\left\|A_{\frac{t}{n}}(x)\right\| \\
& \leq \mathrm{e}^{\beta t} \cdot n \cdot \mathrm{o}\left(\frac{t}{n}\right)+\left\|A_{\frac{t}{n}}(x)\right\|
\end{aligned}
$$

Allowing $t \rightarrow t_{1}$, we get infinity on the left side and a constant on the right side, contradiction! Therefore our assumption is false, hence $\Phi_{t}$ exists for $t \in$ $\left[0, t_{0}\right]$, which implies that $\lim _{n \rightarrow \infty} A_{\frac{t}{n}}(x)=\Phi_{t}(x)$.
Proposition 3.2.3. Let $V$ and $W$ be vector fields with flows $\Phi_{t}$ and $\Psi_{t}$ respectively. Then,

1. $\Phi_{t} \circ \Psi_{t}$ is an algorithm for $V+W$.
2. $\Psi_{-\sqrt{t}} \circ \Phi_{-\sqrt{t}} \circ \Psi_{\sqrt{t}} \circ \Phi_{\sqrt{t}}$ is an algorithm for $[V, W]$.

Proof. 1. By the Taylor expansion of flows:

$$
\begin{aligned}
\Phi_{t}(x) & =x+t V_{x}+O\left(t^{2}\right) \\
\Psi_{t}(x) & =x+t W_{x}+O\left(t^{2}\right)
\end{aligned}
$$

so that, $\Phi_{t}\left(\Psi_{t}(x)\right)=x+t W_{x}+t V_{x}+O\left(t^{2}\right)$.

$$
\left.\frac{\partial}{\partial t}\right|_{t=0}\left(\Phi_{t} \circ \Psi_{t}\right)(x)=V_{x}+W_{x}=(V+W)_{x}
$$

Also, $\left(\Phi_{0} \circ \Psi_{0}\right)(x)=\Phi_{0}(x)=x$. Therefore: $A(t, x)=\Phi_{t} \circ \Psi_{t}(x)$ is an algorithm for $V+W$.
Let $\zeta_{t}$ be the flow of $V+W$, then by Theorem 3.2.2 we have:

$$
\lim _{n \rightarrow+\infty}\left(\Phi_{\frac{t}{n}} \circ \Psi_{\frac{t}{n}}\right)^{n}(x)=\zeta_{t}(x)
$$

2. Let $A(t, x)=\left(\Psi_{-\sqrt{t}} \circ \Phi_{-\sqrt{t}} \circ \Psi_{\sqrt{t}} \circ \Phi_{\sqrt{t}}\right)(x)$. By Theorem 3.1.18 we have:

$$
\left.\frac{\partial}{\partial t}\right|_{t=0} A(t, x)=[V, W]_{x}, \quad A(0, x)=x
$$

so, $A(t, x)$ is an algorithm for $[V, W]$.
Let $\eta_{t}$ be the flow map of $[V, W]$. So by Theorem 3.2.2 we have:

$$
\lim _{n \rightarrow+\infty}\left(\Psi_{-\sqrt{\frac{t}{n}}} \circ \Phi_{-\sqrt{\frac{t}{n}}} \circ \Psi_{\sqrt{\frac{t}{n}}} \circ \Phi_{\sqrt{\frac{t}{n}}}\right)^{n}(x)=\eta_{t}(x)
$$

Remark 3.2.4. In Proposition 3.2.3 part 1, we can assume $\Phi_{t}$ and $\Psi_{t}$ to be algorithms of $V$ and $W$ respectively, the same result will follow.

By a repeated application of this proposition and the preceding theorem we have the following important result. But first, we need a couple of definitions.

Definition 3.2.5. A Lie algebra $\mathfrak{g}$ over a field $F$ is a $F$-vector space endowed with a map called the Lie bracket from $\mathfrak{g} \times \mathfrak{g}$ to $\mathfrak{g}$, usually denoted by $(V, W) \mapsto[V, W]$, that satisfies the following properties for all $V_{1}, V_{2}, V_{3} \in \mathfrak{g}$ :

1. Bilinearity: For $a, b \in F$

$$
\begin{aligned}
& {\left[a V_{1}+b V_{2}, V_{3}\right]=a\left[V_{1}, V_{3}\right]+b\left[V_{2}, V_{3}\right]} \\
& {\left[V_{3}, a V_{1}+b V_{2}\right]=a\left[V_{3}, V_{1}\right]+b\left[V_{3}, V_{2}\right]}
\end{aligned}
$$

2. Antisymetry:

$$
\left[V_{1}, V_{1}\right]=0
$$

3. Jacobi Identity:

$$
\left[V_{1},\left[V_{2}, V_{3}\right]\right]+\left[V_{2},\left[V_{3}, V_{1}\right]\right]+\left[V_{3},\left[V_{1}, V_{2}\right]\right]=0
$$

Definition 3.2.6. Let $\mathfrak{g}$ be a Lie algebra over $F$. Then a linear subspace $U \subset \mathfrak{g}$ is a Lie subalgebra if $U$ is closed under the Lie bracket of $\mathfrak{g}$ :

$$
\left[V_{1}, V_{2}\right] \in U \quad \forall V_{1}, V_{2} \in U
$$

Definition 3.2.7. Let $\mathfrak{g}$ be a Lie algebra over $F$, and let $U \subset \mathfrak{g}$. We call $\langle U\rangle$ the Lie subalgebra generated by $U$, where:

$$
\langle U\rangle=\bigcap\{I \subset \mathfrak{g}: I \text { is a Lie subalgebra of } \mathfrak{g} \text { containing } U\}
$$

Corollary 3.2.8. Let $V_{1}, \ldots, V_{m}$ be $\mathbb{R}$-complete holomorphic vector fields on a complex manifold $X$. Let $V \in\left\langle V_{1}, \ldots, V_{m}\right\rangle$. Assume that $K$ is a compact set in $X$ and $t_{0}>0$ is such that the flow $\Phi_{t}(x)$ of $V$ exists for every $x \in K$ and for all $t \in\left[0, t_{0}\right]$. Then $\Phi_{t_{0}}$ is a uniform limit on $K$ of a sequence of compositions of time forward maps of the vector fields $V_{1}, \ldots, V_{m}$. In particular $\Phi_{t_{0}}$ can be approximated uniformly on $K$ by holomorphic automorphisms of $X$.

Proof. We will prove the following result using induction.
First, let us define the sets that we need in order to proceed.

$$
\begin{aligned}
U_{0} & =U=\left\{V_{1}, \ldots, V_{m}\right\} \\
U_{k+1} & =\operatorname{span}\left\{\left[W_{1}, W_{2}\right], W_{1}: W_{1}, W_{2} \in U_{k}\right\}
\end{aligned}
$$

We claim that $\langle U\rangle=\bigcup_{k \in \mathbb{N}} U_{k}$. To prove this, we have to show that $\bigcup_{k \in \mathbb{N}} U_{k}$ is the smallest Lie algebra containing $U$. It is trivial to see that $U \subset \bigcup_{k \in \mathbb{N}} U_{k}$. Now we have to show that $\bigcup_{k \in \mathbb{N}} U_{k}$ is a Lie algebra. Notice that $U_{0} \subset U_{1} \subset \cdots \subset$ $U_{k} \subset U_{k+1} \subset \ldots$ So, $\bigcup_{k \in \mathbb{N}} U_{k}$ is a Lie algebra.

We just have to show that $\bigcup_{k \in \mathbb{N}} U_{k}$ is the smallest Lie algebra containing $U$. Indeed, let $L$ be a Lie algebra containing $U$, and let $W \in \bigcup_{k \in \mathbb{N}} U_{k} \Rightarrow \exists k \in \mathbb{N}$ : $W \in U_{k} \Rightarrow W$ is an element formed by taking a certain number of successive $[\cdot, \cdot]$-operations on the vector fields in $U$, but this implies that $W \in L$, since $L$ is closed under taking $[\cdot, \cdot]$ 's. Therefore $\langle U\rangle=\bigcup_{k \in \mathbb{N}} U_{k}$.

Step 1: The base case, the flow of every element in $U_{0}$ can be approximated uniformly on compacts by a finite number of composition of complete flow maps of the vector fields $V_{1}, \ldots, V_{m}$. Well, this is quite trivial, there is no need for an approximation, since the flow is equal to itself everywhere, particularly on compacts.

Step 2: The inductive step, suppose that the flow map of every element in $U_{k}$ can be approximated uniformly on compacts by a finite number of composition of complete flow maps of the vector fields $V_{1}, \ldots, V_{m}$, we need to show that the same is true for every flow map in $U_{k+1}$.

For $V=\left[W_{1}, W_{2}\right]$ such that $W_{1}, W_{2} \in U_{k}$. Let $\Phi_{t}^{W_{1}}$ and $\Phi_{t}^{W_{2}}$ be the flow maps for $W_{1}$ and $W_{2}$ respectively. By the induction hypothesis, there exists flow maps $\varphi_{t}^{1}, \ldots, \varphi_{t}^{r}, \psi_{t}^{1}, \ldots, \psi_{t}^{s}$ of the complete vector fields $V_{1}, \ldots, V_{m}$, such that for any given $\epsilon>0$ we have:

$$
\begin{aligned}
& \sup _{x \in K, t \in\left[0, t_{0}\right]}\left(\operatorname{dist}\left(\Phi_{t}^{W_{1}}(x),\left(\varphi_{t}^{r} \circ \cdots \circ \varphi_{t}^{1}\right)(x)\right)<\epsilon\right. \\
& \sup _{x \in K, t \in\left[0, t_{0}\right]}\left(\operatorname{dist}\left(\Phi_{t}^{W_{2}}(x),\left(\psi_{t}^{s} \circ \cdots \circ \psi_{t}^{1}\right)(x)\right)<\epsilon\right.
\end{aligned}
$$

By part 2 of the preceding proposition we have that, $\Phi_{-\sqrt{t}}^{W_{2}} \circ \Phi_{-\sqrt{t}}^{W_{1}} \circ \Phi_{\sqrt{t}}^{W_{2}} \circ \Phi_{\sqrt{t}}^{W_{1}}$ is an algorithm for $V=\left[W_{1}, W_{2}\right]$. Moreover the preceding theorem gives us the following:

$$
\lim _{n \rightarrow \infty}\left(\Phi_{-\sqrt{\frac{t}{n}}}^{W_{2}} \circ \Phi_{-\sqrt{\frac{t}{n}}}^{W_{1}} \circ \Phi_{\sqrt{\frac{t}{n}}}^{W_{2}} \circ \Phi_{\sqrt{\frac{t}{n}}}^{W_{1}}\right)^{n}(x)=\zeta_{t}(x)
$$

uniformly on $K$, where $\zeta_{t}$ is the flow map of $V$.
Since the convergence is uniform on $K$ we have, $\forall \epsilon>0 \exists N \in \mathbb{N} ; \forall n>N$ and $\forall x \in K \operatorname{dist}\left(\left(\Phi_{-\sqrt{\frac{t}{n}}}^{W_{2}} \circ \Phi_{-\sqrt{\frac{t}{n}}}^{W_{1}} \circ \Phi_{\sqrt{\frac{t}{n}}}^{W_{2}} \circ \Phi_{\sqrt{\frac{t}{n}}}^{W_{1}}\right)^{n}(x), \zeta_{t}(x)\right)<\frac{\epsilon}{2}$. Let

$$
\begin{aligned}
& f_{n}(x)=\left(\left(\psi_{-\sqrt{\frac{t}{n}}}^{s} \circ \cdots \circ \psi_{-\sqrt{\frac{t}{n}}}^{1}\right) \circ\left(\varphi_{-\sqrt{\frac{t}{n}}}^{r} \circ \cdots \circ \varphi_{-\sqrt{\frac{t}{n}}}^{1}\right) \circ\left(\psi_{\sqrt{\frac{t}{n}}}^{s} \circ \cdots \circ \psi_{\sqrt{\frac{t}{n}}}^{1}\right) \circ\right. \\
& \quad\left(\varphi_{\sqrt{\frac{t}{n}}}^{r} \circ \cdots \circ \varphi_{\sqrt{\frac{t}{n}}}^{1}\right)^{n}(x) \\
& g_{n}(x)=\left(\Phi_{-\sqrt{\frac{t}{n}}}^{W_{2}} \circ \Phi_{-\sqrt{\frac{t}{n}}}^{W_{1}} \circ \Phi_{\sqrt{\frac{t}{n}}}^{W_{2}} \circ \Phi_{\sqrt{\frac{t}{n}}}^{W_{1}}\right)^{n}(x)
\end{aligned}
$$

We wish to show that $\lim _{n \rightarrow \infty} f_{n}(x)=\zeta_{t}(x)$ uniformly on $K$.
Let $x \in K$, by the triangular inequality we have:

$$
\begin{aligned}
\left\|\zeta_{t}(x)-f_{n}(x)\right\|_{K} & =\left\|\zeta_{t}(x)-f_{n}(x)-g_{n}(x)+g_{n}(x)\right\|_{K} \\
& \leq\left\|\zeta_{t}(x)-g_{n}(x)\right\|_{K}+\left\|f_{n}(x)-g_{n}(x)\right\|_{K} \\
& \leq \epsilon+\left\|f_{n}(x)-g_{n}(x)\right\|_{K}
\end{aligned}
$$

Now, concerning $\left\|f_{n}(x)-g_{n}(x)\right\|_{K}$
Consider the map defined by $(\operatorname{End}(X))^{2} \times \mathbb{R} \rightarrow \operatorname{End}(X)$ defined by $(\Phi, \Psi, t) \mapsto$ $\left(\Psi_{-\sqrt{\frac{t}{n}}} \circ \Phi_{-\sqrt{\frac{t}{n}}} \circ \Psi_{\sqrt{\frac{t}{n}}} \circ \Phi_{\sqrt{\frac{t}{n}}}\right.$ ) which is continuous in the compact open topology. So, $\left\|\zeta_{t}^{n}(x)-f_{n}^{n}(x)\right\|_{K}<\epsilon$.

Finally let us deal with linear combinations. Suppose $V=W_{1}+W_{2}$, such that $W_{1}, W_{2} \in U_{k}$ and let $\Phi_{t}^{W_{1}}, \Phi_{t}^{W_{2}}$ be the flow maps of $W_{1}$ and $W_{2}$ respectively. We follow the same method of proof that we did concerning the Lie bracket $[\cdot, \cdot]$. The only difference is that the algorithm for $V$ is $\Phi_{t}^{W_{1}} \circ \Phi_{t}^{W_{2}}$.

## Chapter 4

## Vector Fields On The Koras-Russell Cubic

In this chapter we study some particular vector fields on the Koras-Rusell cubic. Moreover we show that they are complete.

In [11], Leuenberger defines vector fields on a space $X$ as follows. Let $n \geq$ $k \geq 0$ and let $a, b \in \mathbb{C}\left[z_{0}, \ldots, z_{n}\right]$ such that $\operatorname{deg}_{z_{i}}(a) \leq 2$ and $\operatorname{deg}_{z_{i}}(b) \leq 1$ for all $i \leq k$. Let $\bar{z}=\left(z_{0}, \ldots, z_{n}\right)$ and $X=\left\{x^{2} y=a(\bar{z})+x b(\bar{z})\right\}$. Now, we define the following vector fields on $X$ :

$$
v_{x}^{i}=\left(\frac{\partial a}{\partial z_{i}}+x \frac{\partial b}{\partial z_{i}}\right) \frac{\partial}{\partial y}+x^{2} \frac{\partial}{\partial z_{i}} \text { and } v_{y}^{j}=\left(\frac{\partial a}{\partial z_{j}}+x \frac{\partial b}{\partial z_{j}}\right) \frac{\partial}{\partial x}+(2 x y-b(\bar{z})) \frac{\partial}{\partial z_{j}}
$$

for $0 \leq i \leq n$ and $0 \leq j \leq k$ and moreover, let

$$
v_{z}=a(\bar{z}) x \frac{\partial}{\partial x}-\left(2 a(\bar{z}) y-x y b(\bar{z})+b^{2}(\bar{z})\right) \frac{\partial}{\partial y}
$$

Notice that, the Koras-Russell Cubic is this space $X$ for $a(\bar{z})=-z_{0}^{2}-z_{1}^{3}$ and $b(\bar{z})=-1$ where $\bar{z}=\left(z_{0}, z_{1}\right)$. We will rename these vector fields (associated to the Koras-Russell cubic) from $v_{x}^{0}, v_{x}^{1}, v_{y}^{0}, v_{z}$ to $U, V, W, E$. They turn out to be complete vector fields, that is, their flow maps are defined for all time.

Theorem 4.0.1. The following four vector fields

$$
\begin{aligned}
U & =-2 z \frac{\partial}{\partial y}+x^{2} \frac{\partial}{\partial z} \\
V & =-3 w^{2} \frac{\partial}{\partial y}+x^{2} \frac{\partial}{\partial w} \\
W & \left.=-2 z \frac{\partial}{\partial x}+(2 x y+1) \frac{\partial}{\partial z}\right) \\
E & =-x\left(z^{2}+w^{3}\right) \frac{\partial}{\partial x}-\left(-2\left(z^{2}+w^{3}\right) y+x y+1\right) \frac{\partial}{\partial y} \\
H & =6 x \frac{\partial}{\partial x}-6 y \frac{\partial}{\partial y}+3 z \frac{\partial}{\partial z}+2 w \frac{\partial}{\partial w}
\end{aligned}
$$

on $X=\left\{(x, y, z, w) \in \mathbb{C}^{4}: x^{2} y+x+z^{2}+w^{3}=0\right\}$ are complete.
Proof. 1. Let $\gamma(t)=(x(t), y(t), z(t), w(t))$ be an integral curve for the vector field $U=-2 z \frac{\partial}{\partial y}+x^{2} \frac{\partial}{\partial z}$. This implies that $\dot{\gamma}(t)=U_{\gamma(t)}$, which is equivalent to the following system of Ordinary differential equations,

$$
\begin{aligned}
\dot{x}(t) & =0 \\
\dot{y}(t) & =-2 z(t) \\
\dot{z}(t) & =x^{2}(t) \\
\dot{w}(t) & =0
\end{aligned}
$$

$\Longrightarrow x(t)=c_{1}, \dot{y}(t)=-2\left(c_{1}^{2} t+c_{3}\right), z(t)=c_{1}^{2} t+c_{3}$ and $w(t)=c_{4}$. So, we have:

$$
\begin{aligned}
x(t) & =c_{1} \\
y(t) & =-c_{1}^{2} t^{2}+c_{3} t+c_{2} \\
z(t) & =c_{1}^{2} t+c_{3} \\
w(t) & =c_{4}
\end{aligned}
$$

$\Longrightarrow \gamma(t)=\left(c_{1},-c_{1}^{2} t^{2}+c_{3} t+c_{2}, c_{1}^{2} t+c_{3}, c_{4}\right)$. Therefore the flow map of $U$ is given by,

$$
\Phi_{t}(x, y, z, w)=\left(x,-x^{2} t^{2}-2 z t+y, x^{2} t+z, w\right)
$$

which is defined for all time.
2. Let $\delta(t)=(x(t), y(t), z(t), w(t))$ be an integral curve for the vector field $V$. So, $\dot{\delta}(t)=V_{\gamma(t)}$, which is equivalent to the following system of ordinary differential equations,

$$
\begin{aligned}
\dot{x}(t) & =0 \\
\dot{y}(t) & =-3 w^{2}(t) \\
\dot{z}(t) & =0 \\
\dot{w}(t) & =x^{2}(t)
\end{aligned}
$$

$\Longrightarrow x(t)=c_{1}, y(t)=-c_{1}^{4} t^{3}-3 c_{1}^{2} c_{4} t^{2}-3 c_{4}^{2} t+c_{2}, z(t)=c_{3}, w(t)=c_{1}^{2} t+c_{4}$. $\Longrightarrow \delta(t)=\left(c_{1},-c_{1}^{4} t^{3}-3 c_{1}^{2} c_{4} t^{2}-3 c_{4}^{2} t+c_{2}, c_{3}, c_{1}^{2} t+c_{4}\right)$. Therefore the flow map of $V$ is given by,

$$
\Psi_{t}(x, y, z, w)=\left(x,-x^{4} t^{3}-3 w^{2} t-3 x^{2} w t^{2}+y, z, x^{2} t+w\right)
$$

which is defined for all time.
3. Consider the vector field $W$. Let $\epsilon(t)=(x(t), y(t), z(t), w(t))$ be an integral curve for $W$. So, $\dot{\epsilon}(t)=W_{\epsilon(t)}$, that is:

$$
\begin{aligned}
\dot{x}(t) & =-2 z(t) \\
\dot{y}(t) & =0 \\
\dot{z}(t) & =2 x(t) y(t)+1 \\
\dot{w}(t) & =0
\end{aligned}
$$

This implies that $y(t)=c_{2}$ and $w(t)=c_{4}$. Now, $\dot{z}(t)=2 c_{2} x(t)+1 \Rightarrow$ $\ddot{z}(t)=2 c_{2} \dot{x}(t) \Rightarrow \ddot{z}(t)=-4 c_{2} z(t)$. We have to solve the following ODE:

$$
\ddot{z}(t)+4 c_{2} z(t)=0
$$

The corresponding characteristic equation is $m^{2}+4 c_{2}=0$ which implies that $m= \pm i \cdot 2 \sqrt{c_{2}}$. So, this yields

$$
z(t)=A_{1} \cos \left(2 \sqrt{c_{2}} t\right)+A_{2} \sin \left(2 \sqrt{c_{2}} t\right)
$$

after taking the derivative of $z(t)$ we get:

$$
\dot{z}(t)=-2 A_{1} \sqrt{c_{2}} \sin \left(2 \sqrt{c_{2}} t\right)+2 A_{2} \sqrt{c_{2}} \cos \left(2 \sqrt{c_{2}} t\right)
$$

but, $\dot{z}(t)=2 c_{2} x(t)+1$, which means:

$$
\begin{array}{r}
x(t)=-A_{1} \frac{\sqrt{c_{2}}}{c_{2}} \sin \left(2 \sqrt{c_{2}} t\right)+A_{2} \frac{\sqrt{c_{2}}}{c_{2}} \cos \left(2 \sqrt{c_{2}} t\right)-\frac{1}{2 c_{2}} \\
x(t)=-A_{1} \frac{1}{\sqrt{c_{2}}} \sin \left(2 \sqrt{c_{2}} t\right)+A_{2} \frac{1}{\sqrt{c_{2}}} \cos \left(2 \sqrt{c_{2}} t\right)-\frac{1}{2 c_{2}} \\
\Longrightarrow \epsilon(t)=\left(-A_{1} \frac{1}{\sqrt{c_{2}}} \sin \left(2 \sqrt{c_{2}} t\right)+A_{2} \frac{1}{\sqrt{c_{2}}} \cos \left(2 \sqrt{c_{2}} t\right)-\frac{1}{2 c_{2}}, c_{2}, A_{1} \cos \left(2 \sqrt{c_{2}} t\right)+\right.
\end{array}
$$ $\left.A_{2} \sin \left(2 \sqrt{c_{2}} t\right), c_{4}\right)$.

Let $\varphi_{t}(x, y, z, w)$ be the flow map of $W$. We have, $\varphi_{0}(x, y, z, w)=(x, y, z, w)$ and $\dot{\varphi}_{t}(x, y, z, w)=W_{\varphi_{t}(x, y, z, w)}$. So,

$$
\begin{aligned}
x & =\frac{A_{2}}{\sqrt{c_{2}}}-\frac{1}{2 c_{2}}=\frac{A_{2}}{\sqrt{y}}-\frac{1}{2 y} \\
y & =c_{2} \\
z & =A_{1} \\
w & =c_{4}
\end{aligned}
$$

Therefore, $A_{2}=x \sqrt{y}+\frac{1}{2 \sqrt{y}}$, which gives us our flow map:

$$
\begin{aligned}
\varphi_{t}(x, y, z, w)=\left(\frac{z}{\sqrt{y}} \sin (2 \sqrt{y} t)+\right. & x \cos (2 \sqrt{y} t)+\frac{1}{2 y}(\cos (2 \sqrt{y} t)-1), y \\
& \left.z \cos (2 \sqrt{y} t)+\left(x \sqrt{y}+\frac{1}{2 \sqrt{y}}\right) \sin (2 \sqrt{y} t), w\right)
\end{aligned}
$$

Notice the, the flow map is well defined for all time. However, we have a singularity at $y=0$. As it turns out, it is a removable singularity since,

$$
\begin{aligned}
\frac{\sin (2 \sqrt{y} t)}{\sqrt{y}} & =\frac{1}{\sqrt{y}}\left[2 \sqrt{y} t-\frac{(2 \sqrt{y} t)^{3}}{3!}+\frac{(2 \sqrt{y} t)^{5}}{5!}-\ldots\right] \\
& =2 t-\frac{4 t^{3} y}{3}+\frac{4 t^{5} y^{2}}{15}-\ldots \\
\frac{1}{y}[\cos (2 \sqrt{y} t)-1] & =\frac{1}{y}\left[-\frac{(2 \sqrt{y} t)^{2}}{2!}+\frac{(2 \sqrt{y} t)^{4}}{4!}-\frac{(2 \sqrt{y} t)^{6}}{6!}+\ldots\right] \\
& =-2 t^{2}+\frac{2 t^{4}}{3} y-\frac{4 t^{6} y^{2}}{45}+\ldots
\end{aligned}
$$

Finally, the complex square root is also well defined, since $\frac{1}{-\sqrt{y}} \sin (-\sqrt{y})=$ $\frac{1}{\sqrt{y}} \sin (\sqrt{y})$ and $\cos (2(-\sqrt{y}) t)=\cos (2 \sqrt{y} t)$. That is, the result is the same regardless if we chose $-\sqrt{ }$ or $+\sqrt{ }$.
4. Consider the vector field

$$
E=-x\left(z^{2}+w^{3}\right) \frac{\partial}{\partial x}-\left(-2\left(z^{2}+w^{3}\right) y+x y+1\right) \frac{\partial}{\partial y}
$$

We want to show that it's complete. Let $\zeta_{t}=(x(t), y(t), z(t), w(t))$ be a integral curve for $E$. Then,

$$
\begin{aligned}
\dot{x}(t) & =-x(t)\left(z^{2}(t)+w^{3}(t)\right) \\
\dot{y}(t) & =2\left(z^{2}(t)+w^{3}(t)\right) y(t)-x(t) y(t)-1 \\
\dot{z}(t) & =0 \\
\dot{w}(t) & =0
\end{aligned}
$$

So, we have that $z(t)=c_{3}, w(t)=c_{4}$ and $x(t)=c_{1} \mathrm{e}^{-\left(c_{3}^{2}+c_{4}^{3}\right) \cdot t}$. To find $y(t)$, we used some rudimentary ODE techniques. Let $\lambda=c_{3}^{2}+c_{4}^{3}$.

$$
\begin{array}{r}
\dot{y}(t)-2 \lambda y(t)+c_{1} \exp (-\lambda \cdot t) y(t)+1=0 \\
\dot{y}(t)-\left(2 \lambda-c_{1} \mathrm{e}^{-\lambda t}\right) y(t)+1=0
\end{array}
$$

The corresponding homogeneous equation is:

$$
\dot{y}(t)-\left(2 \lambda-c_{1} \mathrm{e}^{-\lambda t}\right) y(t)=0
$$

By separation of variables we get:

$$
y_{0}(t)=c_{2} \mathrm{e}^{2 \lambda t+\frac{c_{1}}{\lambda} \mathrm{e}^{-\lambda t}}
$$

Now we wish to find a particular solution $y_{p}(t)$, so that $y(t)=y_{0}(t)+y_{p}(t)$.
Let $y_{p}(t)=u(t) y_{1}(t)$ where $y_{1}(t)=\mathrm{e}^{2 \lambda t+\frac{c_{1}}{\lambda} \mathrm{e}^{-\lambda t}}$. So,

$$
\begin{aligned}
y_{p}(t) & =u(t) \mathrm{e}^{2 \lambda t+\frac{c_{1}}{\lambda}} \mathrm{e}^{-\lambda t} \\
\dot{y}_{p}(t) & =\dot{u}(t) y_{1}(t)+u(t) \dot{y}_{1}(t) \\
& =\dot{u}(t) \mathrm{e}^{2 \lambda t+\frac{c_{1}}{\lambda} \mathrm{e}^{-\lambda t}}+u(t)\left(2 \lambda-c_{1} \mathrm{e}^{-\lambda t}\right) \mathrm{e}^{2 \lambda t+\frac{c_{1}}{\lambda}} \mathrm{e}^{-\lambda t}
\end{aligned}
$$

By substituting $y_{p}$ and $\dot{y}_{p}$ in the ODE, we get:

$$
\begin{aligned}
& \dot{y}_{p}(t)-\left(2 \lambda+c_{1} \mathrm{e}^{-\lambda t}\right) y_{p}(t)-1=0 \\
& \dot{u}(t) \mathrm{e}^{2 \lambda t+\frac{c_{1}}{\lambda} \mathrm{e}^{-\lambda t}}+u(t)\left(2 \lambda-c_{1} \mathrm{e}^{-\lambda t}\right) \mathrm{e}^{2 \lambda t+\frac{c_{1}}{\lambda} \mathrm{e}^{-\lambda t}} \\
&-\left(2 \lambda-c_{1} \mathrm{e}^{-\lambda t}\right) u(t) \mathrm{e}^{2 \lambda t+\frac{c_{1}}{\lambda} \mathrm{e}^{-\lambda t}}=-1 \\
& \dot{u}(t) \mathrm{e}^{2 \lambda t+\frac{c_{1}}{\lambda} \mathrm{e}^{-\lambda t}}=-1
\end{aligned}
$$

Finally, all is left to solve is the following:

$$
\dot{u}(t)=-\mathrm{e}^{-2 \lambda t+\frac{c_{1}}{\lambda} \mathrm{e}^{-\lambda t}}
$$

After integration we have:

$$
u(t)=-\frac{\left(\mathrm{e}^{-\lambda t}+\frac{\lambda}{c_{1}}\right)}{c_{1}} \mathrm{e}^{-\frac{c_{1}}{\lambda} \mathrm{e}^{-\lambda t}}
$$

Therefore,

$$
y(t)=c_{2} \mathrm{e}^{2 \lambda t+\frac{c_{1}}{\lambda} \mathrm{e}^{-\lambda t}}-\frac{1}{c_{1}}\left(\mathrm{e}^{\lambda t}+\frac{\lambda}{c_{1}} \mathrm{e}^{2 \lambda t}\right)
$$

So finally we have

$$
\zeta(t)=\left(c_{1} \mathrm{e}^{-\left(c_{3}^{2}+c_{4}^{3}\right) \cdot t}, c_{2} \mathrm{e}^{2 \lambda t+\frac{c_{1}}{\lambda} \mathrm{e}^{-\lambda t}}-\frac{1}{c_{1}}\left(\mathrm{e}^{\lambda t}+\frac{\lambda}{c_{1}} \mathrm{e}^{2 \lambda t}\right), c_{3}, c_{4}\right)
$$

Let $\psi_{t}(x, y, z, w)$ be the flow map of $V$. Then, by the definition of flow map, we have that, $\psi_{0}(x, y, z, w)=(x, y, z, w)$ and $\dot{\psi}_{t}(x, y, z, w)=V_{\psi_{t}(x, y, z, w)}$. Therefore,

$$
\begin{aligned}
& \psi_{t}(x, y, z, w)= \\
& \begin{aligned}
\left(x \mathrm{e}^{-\left(z^{2}+w^{3}\right) t},\right. & \left(y+\frac{1}{x}\left(1+\frac{z^{2}+w^{3}}{x}\right)\right) \mathrm{e}^{\frac{x}{z^{2}+w^{3}}}\left(\mathrm{e}^{-\left(z^{2}+w^{3}\right) t}-1\right)+2\left(z^{2}+w^{3}\right) t \\
& \left.-\frac{1}{x}\left(\mathrm{e}^{\left(z^{2}+w^{3}\right) t}+\frac{z^{2}+w^{3}}{x} \mathrm{e}^{2\left(z^{2}+w^{3}\right) t}\right), z, w\right)
\end{aligned}
\end{aligned}
$$

First of all, notice that the flow is defined for all time. Second, it appears that we have a few singularities. Since we're in the Koras-Russell Cubic, let's use the fact that $z^{2}+w^{3}=-\left(x^{2} y+x\right)$ for the second component of the flow map. We get

$$
\begin{aligned}
&\left(y+\frac{1}{x}\left(1+\frac{-\left(x^{2} y+x\right)}{x}\right)\right) \mathrm{e}^{\frac{x}{z^{2}+w^{3}}}\left(\mathrm{e}^{-\left(z^{2}+w^{3}\right) t}-1\right)+2\left(z^{2}+w^{3}\right) t \\
&-\frac{1}{x} \mathrm{e}^{\left(z^{2}+w^{3}\right) t}\left(1+\frac{-\left(x^{2} y+x\right)}{x} \mathrm{e}^{\left(z^{2}+w^{3}\right) t}\right) \\
&=-\frac{1}{x} \mathrm{e}^{\left(z^{2}+w^{3}\right) t}\left(1-\mathrm{e}^{\left(z^{2}+w^{3}\right) t}-x y \mathrm{e}^{\left(z^{2}+w^{3}\right) t}\right) \\
&=-\frac{1}{x} \mathrm{e}^{\left(z^{2}+w^{3}\right) t}\left(1-\mathrm{e}^{-\left(x^{2} y+x\right) t}\right)+y \mathrm{e}^{2\left(z^{2}+w^{3}\right) t}
\end{aligned}
$$

By Taylor expanding $\frac{1}{x}\left(1-\mathrm{e}^{-\left(x^{2} y+x\right) t}\right)$ we see that the singularity at $x=0$ vanishes. Finally, the flow map of $E$ is defined for all time, has no singularities, and is give as follows:

$$
\psi_{t}(x, y, z, w)=\left(x \mathrm{e}^{-\left(z^{2}+w^{3}\right) t},-\frac{1}{x}\left(\mathrm{e}^{\left(z^{2}+w^{3}\right) t}+\frac{z^{2}+w^{3}}{x} \mathrm{e}^{2\left(z^{2}+w^{3}\right) t}\right), z, w\right)
$$

5. Consider the vector field

$$
H=6 x \frac{\partial}{\partial x}-6 y \frac{\partial}{\partial y}+3 z \frac{\partial}{\partial z}+2 w \frac{\partial}{\partial w}
$$

$H$ is a vector field on the Koras-Russell cubic since:

$$
\begin{aligned}
H\left(x^{2} y+x+z^{2}+w^{3}\right) & =6 x(2 x y+1)-6 y\left(x^{2}\right)+3 z(2 z)+2 w\left(3 w^{2}\right) \\
& =6\left(x^{2} y+x+z^{2}+w^{3}\right) \\
& =0
\end{aligned}
$$

Now, let's show that $H$ is a complete vector field.
Let $\sigma(t)=(x(t), y(t), z(t), w(t))$ be an integral curve for $H$. That is, $\dot{\sigma}(t)=$ $H_{\sigma(t)}$, which is equivalent to the following system of ordinary differential equations,

$$
\begin{aligned}
\dot{x}(t) & =6 x(t) \\
\dot{y}(t) & =-6 y(t) \\
\dot{z}(t) & =3 z(t) \\
\dot{w}(t) & =2 w(t)
\end{aligned}
$$

So, we can easily see that $\sigma(t)=\left(c_{1} \mathrm{e}^{6 t}, c_{2} \mathrm{e}^{-6 t}, c_{3} \mathrm{e}^{3 t}, c_{4} \mathrm{e}^{2 t}\right)$. And finally, the flow map of $H$ is given by,

$$
\rho_{t}(x, y, z, w)=\left(x \mathrm{e}^{6 t}, y \mathrm{e}^{-6 t}, z \mathrm{e}^{3 t}, w \mathrm{e}^{2 t}\right)
$$

which is complete, as it is defined for all time.

Remark 4.0.2. Notice that $[U, V]=0$, indeed:

$$
\begin{aligned}
{[U, V]=} & {\left[-2 z \frac{\partial}{\partial y}+x^{2} \frac{\partial}{\partial z},-3 w^{2} \frac{\partial}{\partial y}+x^{2} \frac{\partial}{\partial w}\right] } \\
= & {\left[-2 z \frac{\partial}{\partial y},-3 w^{2} \frac{\partial}{\partial y}\right]+\left[-2 z \frac{\partial}{\partial y}, x^{2} \frac{\partial}{\partial w}\right] } \\
& +\left[x^{2} \frac{\partial}{\partial z},-3 w^{2} \frac{\partial}{\partial y}\right]+\left[x^{2} \frac{\partial}{\partial z}, x^{2} \frac{\partial}{\partial w}\right] \\
= & 0
\end{aligned}
$$

## Chapter 5

## The Density Property of the Koras-Russell Cubic

The main purpose of this chapter is to show that the Koras-Russell cubic $X$ has the density property. We will need a few ingredients. Namely, we will show that $\operatorname{Aut}_{\text {hol }}(X)$ acts transitively on $X,(V, W)$ are compatible pairs, and $W_{p}$ is a generating set of $T_{p} X$ for a generic point $p \in X$. In this chapter, we make use of the following references: Leuenberger [11], Andrist and Kutzschebauch [4] and Munkres [12].

### 5.1 Shears and Overshears

Definition 5.1.1 ([4, Definition 3.1]).
Let $X$ be a complex manifold and let $\Theta$ be a $\mathbb{C}$-complete vector field on $X$, i.e. the flow map of $\Theta$ exists for all complex times. A vector field $f \cdot \Theta, f \in \mathcal{O}(X)$ is called $a \Theta$-shear vector field if $\Theta(f)=0$. It is called $a \Theta$-overshear vector field if $\Theta^{2}(f)=0$.

Proposition 5.1.2. Let $X$ be a complex manifold and let $\Lambda$ be a $\mathbb{C}$-complete vector field on $X$, then all $\Lambda$-shear fields are $\mathbb{C}$-complete. In fact, if $\psi_{t}$ denotes the flow map of $\Lambda$, the the flow map $\zeta_{t}$ of $f \cdot \Lambda$ is given by

$$
\zeta_{t}(z)=\psi_{t \cdot f(z)}(z)
$$

Proof. We need to show that $\zeta_{t}(z)$ is the flow map of the vector field $\Theta=f \cdot \Lambda$. First, it's trivial to see that $\zeta_{0}(z)=\psi_{0 . f(z)}(z)=\psi_{0}(z)=z$. Now, we need to show that $\dot{\zeta}_{t}(z)=\Theta_{\zeta_{t}(z)}$. Indeed, $\dot{\zeta}_{t}(z)=\frac{d}{d t}\left(\zeta_{t}(z)\right)=\frac{d}{d t}\left(\psi_{t \cdot f(z)}(z)\right)=f(z) \dot{\psi}_{t \cdot f(z)}(z)=$ $f(z) \Lambda_{\psi_{t \cdot f(z)}}=\Theta_{\zeta(z)}$.

Lemma 5.1.3 ([4, Lemma 3.3]).
Let $X$ be a complex manifold and let $V$ be $a \mathbb{C}$-complete vector field on $X$, then
all $V$-overshear vector fields are $\mathbb{C}$-complete as well. In fact, if $\phi_{t}$ denotes the flow map of $V$, then the flow map $\psi_{t}$ of $f \cdot V$ is given by

$$
\psi_{t}(z)=\phi_{\varepsilon\left(t V_{z}(f)\right) \cdot t f(z)}(z)
$$

where $\varepsilon: \mathbb{C} \rightarrow \mathbb{C}$ is given by

$$
\varepsilon(\zeta)=\sum_{k=1}^{\infty} \frac{\zeta^{k-1}}{k!}=\frac{\mathrm{e}^{\zeta}-1}{\zeta}
$$

Proof. First, let us compute $\frac{d}{d t} \psi_{t}(z)$. Note that, $\varepsilon\left(t \Theta_{z}(f)\right) \cdot t f(z)=\frac{\mathrm{e}^{t \theta_{z} f}-1}{\Theta_{z} f} f(z)$.

$$
\begin{aligned}
\frac{d}{d t} \psi_{t}(z) & =\frac{d}{d t} \phi_{\frac{e^{t \theta_{z} f-1}}{\theta_{z} f} f(z)}(z) \\
& =\dot{\phi}_{\frac{\mathrm{e}^{\ominus} \Theta_{z} f-1}{} f(z)}^{\Theta_{z} f}(z) \cdot \frac{\Theta_{z} f \mathrm{e}^{t \Theta_{z} f}}{\Theta_{z} f} f(z) \\
& =\Theta_{\psi_{t}(z)} \cdot f(z) \mathrm{e}^{t \Theta_{z} f}
\end{aligned}
$$

Second, we will calculate $\frac{d}{d t} f\left(\psi_{t}(z)\right)$.

$$
\begin{aligned}
\frac{d}{d t} f\left(\psi_{t}(z)\right) & =d_{\psi_{t}(z)} f \circ \dot{\phi}_{\frac{e^{t} \Theta_{z} f-1}{\theta_{z} f} f(z)}(z) \cdot f(z) \mathrm{e}^{t \Theta_{z} f} \\
& =f(z) \mathrm{e}^{t \Theta_{z} f} \cdot \Theta_{\psi_{t}(z)} f
\end{aligned}
$$

Note that $\frac{d}{d t} \Theta_{\psi_{t}(z)} f=0$ because $\Theta^{2}(f)=0$. We can compare higher order derivatives:

$$
\begin{aligned}
\frac{d^{m}}{d t^{m}} f\left(\psi_{t}(z)\right) & =f(z) \mathrm{e}^{t \Theta_{z} f} \cdot\left(\Theta_{z} f\right)^{m-1} \cdot \Theta_{\psi_{t}(z)} f \\
\frac{d^{m}}{d t^{m}} f(z) \cdot \mathrm{e}^{t \Theta_{z} f} & =f(z) \mathrm{e}^{t \Theta_{z} f} \cdot\left(\Theta_{z} f\right)^{m}
\end{aligned}
$$

Notice that for $t=0$ and for all $m \in \mathbb{N}$ the values above agree. Therefore, $f\left(\psi_{t}(z)\right)=f(z) \mathrm{e}^{t \Theta_{z} f}$ and $\frac{d}{d t} \psi_{t}(z)=f(z) \cdot \Theta_{\psi_{t}(z)}$.

Remark 5.1.4. Using Lemma 5.1.3, we can say the following about the vector fields from Theorem 4.0.1:

1. If $f(x, y, z, w)=x^{l} w^{n}$ for some $l, m \in \mathbb{N}$, then $f \in \operatorname{ker} U$, that is: $f U$ is a $U$-shear vector field. Moreover, if $f(x, y, z, w)=z x^{l} w^{n}$ for some $l, m \in \mathbb{N}$, then $f \in \operatorname{ker} U^{2}$ that is, $f U$ is a $U$-overshear.
2. If $f(x, y, z, w)=x^{l} z^{n}$ for some $l, n \in \mathbb{N}$, then $f \in \operatorname{ker} V$, that is: $f V$ is a $V-$ shear vector field. Moreover, if $f(x, y, z, w)=w x^{l} z^{n}$ for some $l, m \in \mathbb{N}$, then $f \in \operatorname{ker} V^{2}$ that is, $f V$ is a $V$-overshear vector field.

### 5.2 The Kaliman-Kutzschebauch Formula

Proposition 5.2.1 (Kaliman-Kutzschebauch formula). Let $\Theta$ and $\Lambda$ be two vector fields on a manifold $X$. Then,

$$
\begin{aligned}
{[h f \Theta, g \Lambda]-[f \Theta, h g \Lambda] } & =-f g \Theta(h) \Lambda-f g \Lambda(h) \Theta \\
& =-f g(\Theta(h) \Lambda-\Lambda(h) \Theta)
\end{aligned}
$$

Proof.

$$
\begin{aligned}
{[h f \Theta, g \Lambda] } & =h f g[\Theta, \Lambda]+h f \Theta(g) \Lambda-g \Lambda(h f) \Theta \\
& =h f g[\Theta, \Lambda]+h f \Theta(g) \Lambda-g(f \Lambda(h)+h \Lambda(f)) \Theta \\
& =h f g[\Theta, \Lambda]+h f \Theta(g) \Lambda-g f \Lambda(h) \Theta-g h \Lambda(f) \Theta \\
{[f \Theta, h g \Lambda] } & =f h g[\Theta, \Lambda]+f \Theta(h g) \Lambda-h g \Lambda(f) \Theta \\
& =f h g[\Theta, \Lambda]+f(g \Theta(h)+h \Theta(g)) \Lambda-h g \Lambda(f) \Theta \\
& =f h g[\Theta, \Lambda]+f g \Theta(h) \Lambda+f h \Theta(g) \Lambda-h g \Lambda(f) \Theta
\end{aligned}
$$

Therefore,

$$
[h f \Theta, g \Lambda]-[f \Theta, h g \Lambda]=-f g \Theta(h) \Lambda-f g \Lambda(h) \Theta
$$

Remark 5.2.2. Suppose that we add the assumption that $\Theta(f)=\Lambda(g)=0$, $\Theta^{2}(h)=0$ but $\Theta(h) \neq 0$, and $\Lambda(h)=0$. Then,

$$
[h f \Theta, g \Lambda]-[f \Theta, h g \Lambda]=-f g \Theta(h) \Lambda
$$

we can observe that, $h f \Theta, g \Lambda, f \Theta$, and $h g \Lambda$ are all complete vector fields, if $\Theta$ and $\Lambda$ were complete. Using this variant of the Kaliman-Kutzschebauch formula is a strategic way to go, since we can find new vector fields using complete ones.

Remark 5.2.3. The reason we stated the Kaliman-Kutzschebauch formula is because of the missing commutator on the right hand side. In Theorem 4.0.1, $[U, V]=0$. However, we don't have the same for the rest, i.e. $[U, W],[U, E]$, $[V, W],[V, E],[W, E] \neq 0$.

### 5.3 The Density Property

Definition 5.3.1. Let $X$ be a complex manifold. Let $f: X \rightarrow X$ be a holomorphic map. We say that $f$ is a holomorphic automorphism if $f$ is bijective and $f^{-1}$ is holomorphic.

## Notation 5.3.2.

1. We will denote the space of holomorphic automorphisms on $X$ by $\operatorname{Aut}_{\text {hol }}(X)$.
2. We will denote the space of holomorphic vector fields on $X$ by $\mathrm{VF}_{\mathrm{hol}}(X)$.
3. We will denote the set of complete holomorphic vector fields on $X$ by $\operatorname{CVF}_{\text {hol }}(X)$.

Definition 5.3.3 ([12, Page 82]).
A subbasis $\mathcal{S}$ for a topology on $X$ is a collection of subsets of $X$ whose union equals $X$. The topology generated by the subbasis $\mathcal{S}$ is defined to be the collection $\mathcal{T}$ of all unions of finite intersections of elements of $\mathcal{S}$.

Definition 5.3.4 ([12, Page 285]).
Let $X$ and $Y$ be topological spaces. If $K$ is a compact subspace of $X$ and $U$ is an open subset of $Y$, define

$$
S(K, U)=\{f: f \in \mathcal{C}(X, Y) \text { and } f(K) \subset U\}
$$

The sets $S(K, U)$ form a subbasis for a topology on $\mathcal{C}(X, Y)$ that is called the compact open topology.
Definition 5.3.5 ([16, Section 1]). Let $X$ be a Stein manifold. If the Lie algebra $\mathrm{Lie}\left(\mathrm{CVF}_{\mathrm{hol}}(X)\right)$ generated by the complete holomorphic vector fields $\mathrm{CVF}_{\mathrm{hol}}(X)$ on $X$ is dense (in the compact open topology) in the Lie algebra of all holomorphic vector fields $\mathrm{VF}_{\mathrm{hol}}(X)$, then $X$ has the density property.

Note that $\mathbb{C}^{n}$ for $n \geq 2$ also has the algebraic density property. Note that a complex algebraic manifold is said to have the algebraic density property if the Lie algebra generated by the complete algebraic vector fields on the manifold coincides with the Lie algebra of all algebraic vector fields. In fact, in his paper, Andrist [3] shows that the Lie algera of polynomial vector fields on $\mathbb{C}^{n}$ can be generated by three complete polynomial vector fields.

The main implication of the density property is the so called AndersénLempert theorem. The proof can be found in Andersén-Lempert [2], ForstneričRosay [6], [7] and Varolin [16].

Theorem 5.3.6 (Andersén-Lempert Theorem). Let $X$ be a Stein manifold with the density property. Let $\Omega \subset X$ be a Stein open subset and let $\varphi:[0,1] \times \Omega \rightarrow X$ be a $\mathcal{C}^{1}$-smooth map such that

1. $\varphi_{0}: \Omega \rightarrow X$ is the natural embedding.
2. $\varphi_{t}: \Omega \rightarrow X$ is holomorphic and injective for every $t \in[0,1]$.
3. $\varphi_{t}(\Omega)$ is a Runge subset of $X$ for every $t \in[0,1]$.

Then for every $\varepsilon>0$ and for every compact $K \subset \Omega$, there exists a continuous family $\Phi:[0,1] \rightarrow \operatorname{Aut}(X)$ such that $\Phi_{0}=\operatorname{Id}_{X}$ and $\left\|\varphi_{t}-\Phi_{t}\right\|_{K}<\varepsilon$.
Moreover, these automorphisms can be chosen to be compositions of flows of completely integrable generators of any dense Lie subalgebra $\mathfrak{g}$ of $\operatorname{Lie}\left(\mathrm{VF}_{\mathrm{hol}}(X)\right)$.

Remark 5.3.7 (Andersén-Lempert Theorem and Corollary 3.2.8).
Notice that in Corollary 3.2.8, given a vector field $V \in \operatorname{Lie}\left(\left\{V_{1}, \ldots, V_{m}\right\}\right)$, where the $V_{i}$ 's are complete, we can approximate uniformly the flow map of $V$ by compositions of the flow maps of the $V_{i}$ 's. In the Andersén-Lempert Theorem, we can approximate any automorphism in the path-connected component of the identity, by compositions of the flow maps of the vector fields in the dense Lie subalgebra of $\mathrm{Lie}\left(\mathrm{VF}_{\mathrm{hol}}(X)\right)$.

Lemma 5.3.8. $f(z, w) E \in \operatorname{CVF}_{\text {hol }}(X)$ for every $f \in \mathbb{C}[z, w]$.
Proof. We have shown in Theorem 4.0 .1 that $E$ is complete.
Moreover, $E(f(z, w))=0$ for all $f \in \mathbb{C}[z, w]$, then $f(z, w) E$ is an $E$-shear vector field, whose flow map is given by $\eta_{t}=\psi_{t . f}$ hence it's complete.

Definition 5.3.9. Let $G$ be a group with identity e and let $X$ be a nonempty set. A left group action of $G$ on $X$ is a map from $G \times X \rightarrow X$, defined by $(g, x) \mapsto g \cdot x$ that satisfies the following two conditions:

1. For every $g_{1}, g_{2} \in G$ and for every $x \in X, g_{1} \cdot\left(g_{2} \cdot x\right)=\left(g_{1} g_{2}\right) \cdot x$.
2. For every $x \in X, e \cdot x=x$.

Definition 5.3.10. We say that a group $G$ acts transitively on a set $X$ if there exists $x \in X$ such that $G \cdot x=X$.

Note: Here, our set is $X=\left\{(x, y, z, w) \in \mathbb{C}^{4}: x^{2} y+x+z^{2}+w^{3}=0\right\}$ and our group $G=\operatorname{Aut}_{\text {hol }}(X)$. The action of $\operatorname{Aut}_{\text {hol }}(X)$ on $X$ is given by, $(f,(x, y, z, w)) \mapsto f(x, y, z, w)$, where $f \in \operatorname{Aut}_{\text {hol }}(X)$ and $(x, y, z, w) \in X$.

Lemma 5.3.11. The group $\operatorname{Aut}_{\mathrm{hol}}(X)$ acts transitively on $X-\{x=0\}$.
Proof. Let $F_{c}=\{(x, y, z, w) \in X: x=c\}$ where $c \neq 0$. Note that $\bigcup_{c \in \mathbb{C}^{*}} F_{c}=$ $X-\{x=0\}$. So, to show transitivity, we need to show that for any points $p$, $q \in X-\{x=0\}$ there exists an automorphism $f \in \operatorname{Aut}_{\text {hol }}(X)$ such that $f(p)=q$.

Claim: For any two points $p, q \in F_{c}$ for some $c \neq 0$ there exists an automorphism $g \in \operatorname{Aut}_{\text {hol }}(X)$ such that $g(p)=q$.

Indeed, let $p=\left(c, y_{1}, z_{1}, w_{1}\right) \in F_{c}$ and $q=\left(c, y_{2}, z_{2}, w_{2}\right) \in F_{c}$. Recall that the flow maps of the vector fields $U$ and $V$ from Theorem 4.0.1 are given by:

$$
\begin{aligned}
& \Phi_{t}(x, y, z, w)=\left(x,-x^{2} t^{2}-2 z t+y, x^{2} t+z, w\right) \\
& \Psi_{t}(x, y, z, w)=\left(x,-x^{4} t^{3}-3 w^{2} t-3 x^{2} w t^{2}+y, z, x^{2} t+w\right)
\end{aligned}
$$

We will find $t, s, \tau \in \mathbb{C}$ such that $\Phi_{\tau} \circ \Psi_{s} \circ \Phi_{t}(p)=q$.

$$
\begin{aligned}
\Phi_{\tau} \circ \Psi_{s} \circ \Phi_{t}(p)=\left(c,-c^{2} \tau^{2}-2\left(c^{2} t+z_{1}\right) \tau\right. & -c^{4} s^{3}-3 w_{1}^{2} s-3 c^{2} w_{1} s^{2}-c^{2} t^{2} \\
& \left.-2 z_{1} t+y_{1}, c^{2}(t+\tau)+z_{1}, c^{2} s+w_{1}\right)
\end{aligned}
$$

Let $s=\frac{w_{2}-w_{1}}{c^{2}}$ and $\tau+t=\frac{z_{2}-z_{1}}{c^{2}}$. Now, if we substitute $s$ and $t=\frac{z_{2}-z_{1}}{c^{2}}-\tau$ in the equation:

$$
-c^{2} \tau^{2}-2\left(c^{2} t+z_{1}\right) \tau-c^{4} s^{3}-3 w_{1}^{2} s-3 c^{2} w_{1} s^{2}-c^{2} t^{2}-2 z_{1} t+y_{1}=y_{2}
$$

we get a polynomial in $\tau$. By the fundamental theorem of algebra, there exists a $\tau_{0}$ which satisfies the polynomial equation. Hence, we have a found $\tau_{0}, t_{0}, s \in \mathbb{C}$ such that $\Phi_{\tau_{0}} \circ \Psi_{s} \circ \Phi_{t_{0}}(p)=q$.
Claim: Let $c_{1}, c_{2} \in \mathbb{C}^{*}$ such that $c_{1} \neq c_{2}$. Then, for every $p \in F_{c_{1}}$ and for every $q \in F_{c_{2}}$ there exists an automorphism $h \in \operatorname{Aut}_{\text {hol }}(X)$ such that $h(p)=q$.
Consider the vector field $E$ from Theorem 4.0.1 and its flow map, which was given by:

$$
\psi_{t}(x, y, z, w)=\left(x \mathrm{e}^{-\left(z^{2}+w^{3}\right) t},-\frac{1}{x}\left(\mathrm{e}^{\left(z^{2}+w^{3}\right) t}+\frac{z^{2}+w^{3}}{x} \mathrm{e}^{2\left(z^{2}+w^{3}\right) t}\right), z, w\right)
$$

Let $p=\left(c_{1}, y_{1}, z_{1}, w_{1}\right) \in X-\{x=0\}$ and let $q=\left(c_{2}, y_{2}, z_{2}, w_{2}\right) \in X-\{x=0\}$. If $z_{1}^{2}+w_{1}^{3}=-c_{1}^{2} y_{1}-c_{1}=-c_{1}\left(c_{1} y_{1}-1\right) \neq 0$. Notice that the first component of $\psi_{t}(p)$ is $c_{1} \mathrm{e}^{-\left(z_{1}^{2}+w_{1}^{3}\right) t}$. By the surjectivity of the exponential map we can find a $t_{0} \in \mathbb{C}$ such that $c_{1} \mathrm{e}^{-\left(z_{1}^{2}+w_{1}^{3}\right) t}=c_{2}$, and then using the first claim we can flow $\psi_{t_{0}}(p)$ to $q$ using the flow maps of $U$ and $V$. If on the other hand, we have $c_{1} y_{1}=1$, first we flow out $p$ from the curve $c_{1} y_{1}=1$ in $F_{c_{1}}$ using the flow maps of $U$ and $V$, and then we proceed like in the first case. Therefore for every points $p, q \in X-\{x=0\}$ we found an automorphism $f \in \operatorname{Aut}_{\text {hol }}(X)$ such that $f(p)=q$.

Theorem 5.3.12. Aut $_{\text {hol }}(X)$ acts transitively on $X$.
Proof. In the preceding lemma, we showed that for any points $p, q \in X-\{x=0\}$ there exists an automorphism $f \in \operatorname{Aut}_{\text {hol }}(X)$ such that $f(p)=q$. Now, we will consider a point $p=\left(0, y_{1}, z_{1}, w_{1}\right) \in\{x=0\}$ and we need to show that for any point $q=\left(x_{2}, y_{2}, z_{2}, w_{2}\right) \in X$ there exists an automorphism $f \in \operatorname{Aut}_{\text {hol }}(X)$ such
that $f(p)=q$. First let us consider $q=\left(c, y_{2}, z_{2}, w_{2}\right) \in F_{c}$ for some $c \neq 0$. Let $W$ be the vector field from Theorem 4.0.1, with flow map:

$$
\left.\begin{array}{rl}
\varphi_{t}(x, y, z, w)=\left(\frac{z}{\sqrt{y}} \sin (2 \sqrt{y} t)+\right. & x \cos (2 \sqrt{y} t)
\end{array}\right) \frac{1}{2 y}(\cos (2 \sqrt{y} t)-1), y, ~ \begin{aligned}
& \left.z \cos (2 \sqrt{y} t)+\left(x \sqrt{y}+\frac{1}{2 \sqrt{y}}\right) \sin (2 \sqrt{y} t), w\right)
\end{aligned}
$$

Notice that, the first component of $\varphi_{t}(p)$ is:

$$
\frac{z_{1}}{\sqrt{y_{1}}} \sin \left(2 \sqrt{y_{1}} t\right)+\frac{1}{2 y_{1}}\left(\cos \left(2 \sqrt{y_{1}} t\right)-1\right)
$$

If $z_{1}=0$, then there exists $t_{0} \in \mathbb{C}^{*}, \varphi_{t_{0}}(p) \in F_{c^{\prime}}$ for some $c^{\prime} \in \mathbb{C}^{*}$. Also, if $z_{1} \neq 0$, the Taylor expansion of the first component of $\varphi_{t}(p)$ is:

$$
\left(2 z_{1} t-t^{2}\right)+\left(\frac{t^{4}}{3}-\frac{4 t^{3}}{3} z_{1}\right) y_{1}+\left(\frac{4 t^{5}}{15} z_{1}-\frac{2 t^{6}}{45}\right) y_{1}^{2}+\ldots
$$

Hence, there exists a $t_{0} \in \mathbb{C}^{*}$ such that $\varphi_{t_{0}}(p) \in F_{c^{\prime \prime}}$ for some $c^{\prime \prime} \in \mathbb{C}^{*}$. So, regardless what the value of $z_{1}$ is, there exists $c_{1} \in \mathbb{C}^{*}$ such that $\varphi_{t_{0}}(p) \in F_{c_{1}}$ for some $t_{0} \in \mathbb{C}^{*}$. Now, by the second claim of the preceding lemma, we know that there exits an automorphism $f \in \operatorname{Aut}_{\text {hol }}(X)$ such that $f\left(\varphi_{t_{0}}(p)\right)=q$.

If $q=\left(0, y_{2}, z_{2}, w_{2}\right) \in F_{0}$, then there exists $t_{0}, s_{0} \in \mathbb{C}^{*}$ such that $\varphi_{t_{0}}(p) \in F_{c_{2}}$ and $\varphi_{s_{0}}(p) \in F_{c_{3}}$ for some $c_{2}, c_{3} \in \mathbb{C}^{*}$. Again, by the second claim of the preceding lemma there exists an automorphism $f \in \operatorname{Aut}_{\text {hol }}(X)$ such that $f\left(\varphi_{t_{0}}(p)\right)=\varphi_{s_{0}}(q)$. And so, $\varphi_{-s_{0}}\left(f\left(\varphi_{t_{0}}(p)\right)\right)=q$.

Definition 5.3.13 ([11, Definition 2.9]).
A semi-compatible pair is a pair $(\nu, \mu)$ of complete vector fields such that the closure of the linear span of the product of the kernels $\operatorname{ker} \nu \cdot \operatorname{ker} \mu$ contains a non-trivial ideal $I \subset \mathcal{O}(X)$. We call I a compatible ideal of $(\nu, \mu)$.

Note: The ideal $I$ is not unique. In most applications $\mathcal{O}(X)$ itself serves as the ideal.

Definition 5.3.14 ([11, Definition 2.11]). A semi-compatible pair $(\nu, \mu)$ is called a compatible pair if there is a holomorphic function $h \in \mathcal{O}(X)$ with $\nu(h) \in \operatorname{ker} \nu-0$ and $h \in \operatorname{ker} \mu$. We call $h$ a compatible function of the pair $(\nu, \mu)$.

Example 5.3.15. On $\mathbb{C}^{n}$, for $n \geq 2$ with coordinates $z=\left(z_{1}, \ldots, z_{n}\right)$ the pair of vector fields $\left(\frac{\partial}{\partial z_{1}}, \frac{\partial}{\partial z_{2}}\right)$ are compatible with $h=z_{1}$ and $I=\mathcal{O}\left(\mathbb{C}^{n}\right)$, moreover $\frac{\partial}{\partial z_{2}}$ is a generating set for each tangent space.

Lemma 5.3.16. The pair $(V, W)$ is a compatible pair.

Proof. First, let us show that the pair $(V, W)$ is a semi-compatible pair. Indeed the kernel of $V$ contains the functions depending on $x, z$ and the kernel of $W$ contains the functions depending on $y, w$; thus the closure of $\operatorname{span}\{\operatorname{ker} V \cdot \operatorname{ker} W\}$ is equal to $\mathcal{O}(X)$ and in particular contains an ideal.

For $(V, W)$ to be a compatible pair, we need a function $h \in \operatorname{ker} W$ such that $V(h) \in \operatorname{ker} V-0$. Let $h=w \in \operatorname{ker} W$, and $V(w)=x^{2} \neq 0$ and $V(w) \in \operatorname{ker} V$.

Definition 5.3.17. Let $G$ be a group acting on a set $X$. Let $x \in X$ be a fixed element of the group. The subgroup $G_{x}=\{g \in G: g \cdot x=x\}$ is called the stabilizer of $x$.

Definition 5.3.18 ([11, Definition 2.4]).
Let $p \in X$. A set $\Omega \subset T_{p} X$ is called a generating set for $T_{p} X$ if the orbit of $\Omega$ of the induced action of the stabilizer $\operatorname{Aut}_{\mathrm{hol}}(X)_{p}=\left\{f \in \operatorname{Aut}_{\mathrm{hol}}(X): f(p)=p\right\}$ contains a basis of $T_{p} X$.

Lemma 5.3.19. For a generic point $p \in X=\left\{(x, y, z, w) \in \mathbb{C}^{4}: x^{2} y+x+z^{2}+\right.$ $\left.w^{3}=0\right\}$, the vector $W_{p}$ is a generating set for $T_{p} X$.

Proof. It is sufficient to find one point since spanning is an open condition and hence will fail only on a thin set. Let $p=\left(x_{0}, y_{0}, 1,0\right) \in X$ where $x_{0} \neq 0$. Let $\nu \in \operatorname{CVF}_{\text {hol }}(X)$ and $f \in \operatorname{ker} \nu$ with $f(p)=0$. Consider the flow map of $\nu$ given by $\zeta_{t} \in \operatorname{Aut}_{\text {hol }}(X)$. Let $\eta_{t}=\zeta_{t f}$ be the flow map of $f \nu$. Notice that the time- 1 map of $f \nu$ is given by $\zeta_{f}$ where $\left(\zeta_{f}\right)(q)=\zeta_{f(q)}(q)$. Consider the induced action by these time- 1 maps on $T_{p} X$ which is given by $v \mapsto v+v(f) \nu(p)$. To see this, let's Taylor expand $\zeta_{t}(q)$.

$$
\zeta_{t}(q)=q+t \nu_{q}+O\left(t^{2}\right)
$$

Also, we have that

$$
f(q)=f(p)+J_{p} f \cdot(q-p)+O\left(\|q-p\|^{2}\right)=J_{p} f \cdot(q-p)+O\left(\|q-p\|^{2}\right)
$$

Finally,

$$
\zeta_{f(q)}(q)=q+f(q) \nu_{q}+O\left(f(q)^{2}\right)
$$

Combining all the linear terms, and considering $\nu_{q}=\nu_{p}+$ non-linear terms we get:

$$
\begin{aligned}
\zeta_{f(q)}(q)= & q+\left(J_{p} f \cdot(q-p)\right) \nu_{q}+O\left(f(q)^{2}\right)+O\left(\|q-p\|^{2}\right) \\
= & q+\left(J_{p} f \cdot(q-p)\right) \nu_{q}+O\left(\left\|J_{p} f \cdot(q-p)+O\left(\|q-p\|^{2}\right)\right\|^{2}\right) \\
& +O\left(\|q-p\|^{2}\right) \\
= & p+(q-p)+\left(J_{p} f \cdot(q-p)\right) \nu_{p}+O\left(\|q-p\|^{2}\right)
\end{aligned}
$$

We conclude that

$$
d_{p} \zeta_{f}(v)=v+d_{p} f(v) \cdot \nu_{p}
$$

The vector fields $U, V \in \operatorname{CVF}_{\text {hol }}(X)$ with $f=x-x_{0} \in \operatorname{ker} U$, $\operatorname{ker} V$, with time-1 maps given by $\Phi_{x-x_{0}}, \Psi_{x-x_{0}} \in \operatorname{Aut}_{\text {hol }}(X)_{p}$.

$$
\begin{gathered}
\Phi_{x-x_{0}}(x, y, z, w)=\left(x, y-x^{2}\left(x-x_{0}\right)^{2} x^{2}-2 z\left(x-x_{0}\right), z+x^{2}\left(x-x_{0}\right), w\right) \\
\Psi_{x-x_{0}}(x, y, z, w)=\left(x, y-x^{4}\left(x-x_{0}\right)^{3}-3 x^{2} w\left(x-x_{0}\right)^{2}-\right. \\
\left.3 w^{2}\left(x-x_{0}\right), z, w+x^{2}\left(x-x_{0}\right)\right)
\end{gathered}
$$

The orbit of $W_{p}$ under the $\operatorname{Aut}_{\text {hol }}(X)_{p}$-action are given by: $W_{p}, W_{p}-2 U_{p}$ and $W_{p}-2 V_{p}$ due to Id, $\Phi_{x-x_{0}}$ and $\Psi_{x-x_{0}} \in \operatorname{Aut}_{\mathrm{hol}}(X)_{p}$. In vector notation $W_{p}$, $W_{p}-2 U_{p}$ and $W_{p}-2 V_{p}$ correspond to

$$
\left(\begin{array}{c}
-2 \\
0 \\
2 x_{0} y_{0}+1 \\
0
\end{array}\right),\left(\begin{array}{c}
-2 \\
4 \\
-2 x_{0}^{2}+2 x_{0} y_{0}+1 \\
0
\end{array}\right),\left(\begin{array}{c}
-2 \\
0 \\
2 x_{0} y_{0}+1 \\
-2 x_{0}^{2}
\end{array}\right)
$$

Since these three vectors are independent in $T_{p} X$, they form a basis.
Now that we have proved $\operatorname{Aut}_{\text {hol }}(X)$ acts transitively on $X,(V, W)$ are compatible pairs, and $\left\{W_{p}\right\}$ for a generic $p \in X$ is a generating for $T_{p} X$, we can prove the density property for the Koras-Russell cubic.

Definition 5.3.20. Let $X$ be a complex manifold of dimension $n$. The subset $Y \subset X$ is said to be Runge if, for every $K \subset Y$ compact, for every $f \in \mathcal{O}(Y)$ and for every $\epsilon>0$ there exists $F \in \mathcal{O}(X)$ such that $\|f-F\|_{K}<\epsilon$.

Lemma 5.3.21. Let $\left\{s_{i}\right\}_{i=1}^{N} \subset \mathcal{T}(X)$ where $\mathcal{T}(X)$ is the set of global sections of the tangent bundle. Let $p \in X$ and $\mathfrak{m}_{p}=\{f \in \mathcal{O}(X): f(p)=0\}$. If $\left\{s_{i}+\right.$ $\left.\mathfrak{m}_{p} \mathcal{T}(X)\right\}_{i=1}^{N}$ span the vector space $\mathcal{T}(X) / \mathfrak{m}_{p} \mathcal{T}(X) \cong T_{p} X$, then the localizations $\left(s_{i}\right)_{p}$ generate $\mathcal{T}_{p}$.

Proof. Since $\left.s_{1}\right|_{p},\left.s_{2}\right|_{p},\left.\ldots s_{N}\right|_{p}$ span the tangent space $T_{p} X$ where the vector space $T_{p} X$ has dimension $d \leq N$, then without loss of generality, we can say that $\left.s_{1}\right|_{p},\left.\ldots s_{d}\right|_{p}$ is a basis of $T_{p} X$. Let $\left(\left(z_{1}, \ldots, z_{d}\right), U\right)$ be a coordinate neighborhood of $p$. That is to say, in local coordinates we can write $s_{i}=\sum_{j=1}^{d} f_{i}^{j} \frac{\partial}{\partial z_{j}}$ on a neighborhood $W$ of $p$. At $p$ we know that:

$$
\left|\begin{array}{cccc}
f_{1}^{1} & f_{1}^{2} & \ldots & f_{1}^{d} \\
f_{2}^{1} & f_{2}^{2} & \cdots & f_{2}^{d} \\
\vdots & \vdots & & \vdots \\
f_{d}^{1} & f_{d}^{2} & \cdots & f_{d}^{d}
\end{array}\right| \neq 0
$$

So, the determinant is not zero in a neighborhood as well. Let $\Theta=\sum_{j=1}^{d} g_{j} \frac{\partial}{\partial z_{j}}$ on a neighborhood of $p$, then we can write $\Theta=\sum_{i=1}^{d} h_{i} s_{i}$ in a neighborhood of $p$, where the $h_{i}$ are holomorphic in that neighborhood.

Lemma 5.3.22. If the elements $\left(s_{i}\right)_{p}$ generate the stalks $\mathfrak{F}_{p}$ for all points $p \in$ $X$. Then every global section $\nu \in \mathfrak{F}(X)$ is of the form $\sum f_{i} s_{i}$ for some global holomorphic functions $f_{i} \in \mathcal{O}(X)$.

Proof. See [13, Theorem 6.25].
Remark 5.3.23. The proof of Lemma 5.3.22 requires Theorem B of Cartan which states that $H^{p}(X, \mathfrak{F})=0$ for all $p>0$ where $X$ is a Stein manifold and $\mathfrak{F}$ is a coherent sheaf.

Corollary 5.3.24. Given $\Theta \in \mathcal{T}(X)$ a holomorphic vector field on $X$ we can write $\Theta=\sum_{i=1}^{N} g_{i} s_{i}$ where $g_{i} \in \mathcal{O}(X)$ and $s_{1}, \ldots, s_{N}$ are the sections from Lemma 5.3.21.

Proof. By taking the coherent sheaf $\mathfrak{F}$ from Lemma 5.3 .22 to be the tangent sheaf $\mathcal{T}$ concludes the proof. Note that the tangent sheaf is coherent since it is locally free.

Lemma 5.3.25. Let $Y \subset X$ be a domain of $X$ which is Runge and Stein. If the elements $\left(s_{i}\right)_{p}$ generate the stalks $\mathcal{F}_{p}$ for all points $p \in Y$, then every global section $\nu \in \mathcal{T}(X)$ can be uniformly approximated on compacts $K \subset Y$ by global sections of the form $\sum f_{i} s_{i}$ for some global holomorphic functions $f_{i} \in \mathcal{O}(X)$.

Proof. Let $\nu \in \mathcal{T}(X)$ be a global section, consider its restriction $\left.\nu\right|_{Y} \in \mathcal{T}(Y)$. By Corollary 5.3.24 we have $\left.\nu\right|_{Y}=\sum_{i=1}^{N} g_{i} s_{i}$ for some holomorphic functions $g_{i} \in \mathcal{O}(Y)$. Since Y is given to be a Runge domain and $K \subset Y$ is compact, let $\epsilon>0$, there exists $f_{i} \in \mathcal{O}(X)$ such that $\left\|f_{i}-g_{i}\right\|_{K}<\frac{\epsilon}{N} \cdot \sup \left\|s_{i}\right\|_{K}$. Thus, $\| \nu-$ $\sum_{i=1}^{N} f_{i} s_{i}\|\leq \sup \| s_{i}\left\|_{K} \sum_{i=1}^{N}\right\| f_{i}-g_{i} \|_{K}<\epsilon$. Therefore we have approximated the global section $\nu$ by sections $\sum_{i=1}^{N} f_{i} s_{i}$ uniformly on compacts $K \subset Y$.
Lemma 5.3.26. The submodule $\mathcal{O}(X) \cdot x^{2} \cdot W$ of $\mathrm{VF}_{\text {hol }}(X)$ is contained in the closure of $\mathrm{Lie}\left(\mathrm{CVF}_{\mathrm{hol}}(X)\right)$.

Proof. Notice that $\mathcal{O}(X)=\operatorname{span}\{\operatorname{ker} V \cdot \operatorname{ker} W\}$. Let $f \in \operatorname{ker} V$ and $g \in$ ker $W$, then by Proposition 5.1.2 and Proposition 5.1.3 fV,fwV,gW, $g w W \in$ $\operatorname{CVF}_{\text {hol }}(X)$. By the Kaliman Kutzschebauch formula we have:

$$
[f V, g w W]-[f w V, g W]=f g x^{2} W \in \operatorname{Lie}\left(\operatorname{CVF}_{\mathrm{hol}}(X)\right)
$$

Thus an arbitrary element $\sum\left(f_{i} g_{i}\right) x^{2} W \in \mathcal{O}(X) \cdot x^{2} \cdot W$ with $f_{i} \in \operatorname{ker} V$ and $g_{i} \in \operatorname{ker} W$ is contained in $\operatorname{Lie}\left(\operatorname{CVF}_{\text {hol }}(X)\right)$.

Theorem 5.3.27. The Koras-Russell cubic $X$ has the density property.

Proof. We know that $W_{p}$ for a generic $p \in X$ is a generating set. Moreover, we saw that $W_{p}, W_{p}-2 V_{p}$ and $W_{p}-2 U_{p}$ form a basis for the tangent space $T_{p} X$. Let $A=\left\{a \in X: T_{a} X \neq \operatorname{span}\left\{W_{a}, W_{a}-2 V_{a}, W_{a}-2 U_{a}\right\}\right\}$ which is analytic. From here on let $\nu_{1}=W, \nu_{2}=W-2 V, \nu_{3}=W-2 U$.

Let $\bigcup K_{i}=X$ be an exhaustion of $X$ by $\mathcal{O}$-convex compacts. For any $K=K_{i}$, let $Y$ be a neighborhood of $K$ which is Stein and Runge, and moreover, the closure of $Y$ is compact. (The existence of $Y$ can be found in Theorem 5.1.6 and Theorem 5.2.8 from Lars Hörmander's textbook [8]).

Claim: After adding finitely many complete vector fields alongside $W$, we get that $Y \cap A=\emptyset$.

Sub-claim: $\bar{Y} \cap A$ is a finite union of irreducible analytic subsets.
First, we prove the sub-claim. Notice that $\bar{Y} \cap A$ is a closed subset of the compact set $\bar{Y}$. For every $p \in \bar{Y} \cap A$ there exists $U_{p}$ a neighborhood of $p$ and a holomorphic map $H_{p}: U_{p} \rightarrow \mathbb{C}^{l_{p}}$, such that $U_{p} \cap A=\left\{z \in U_{p}: H_{p}(z)=0\right\}$. The open sets $U_{p}$ form an open covering of the compact set $\bar{Y} \cap A$. By compactness, there exists a finite sub-cover $U_{1}, \ldots, U_{N}$. Assume to get a contradiction that there are infinitely many irreducible analytic subsets. Then, by the pigeonhole principle there exists a $U_{j_{0}}$ which contains infinitely many irreducible analytic subsets, call them $A_{1}, A_{2}, \ldots$ For each irreducible analytic subset $A_{j}$ choose a point $a_{j} \in A_{j}$ such that $a_{j} \notin A_{k}$ for all $k \neq j$. Let $p$ be an accumulation point of the sequence $\left\{a_{j}\right\}_{j=1}^{\infty}$. By [13, Chapter I.E.3.9, page 40] there is a polydisc $P(p, \delta)$ such that $A \cap P(p, \delta)$ can be written as a finite union of irreducible analytic sets. This contradicts our assumption, and hence ends the proof of the sub-claim.

Let $A_{0} \subset A$ be an irreducible component of maximal dimension. Let $a \in A_{0}$ and $\phi \in \operatorname{Aut}_{\text {hol }}(X)$ such that $\phi(a) \in Y-A$, we can do this by transitivity. Since $\phi(a) \notin A$ then, $\operatorname{span}\left\{\nu_{1}(\phi(a)), \nu_{2}(\phi(a)), \nu_{3}(\phi(a))\right\}=T_{\phi(a)} X$ by taking pullbacks we get $\operatorname{span}\left\{\left(\phi^{*} \nu_{1}\right)(a),\left(\phi^{*} \nu_{2}\right)(a),\left(\phi^{*} \nu_{3}\right)(a)\right\}=T_{a} X$. Thus after adding these pullbacks among the vector field $\nu_{1}, \nu_{2}, \nu_{3}$, the component $A_{0} \cap Y$ is replace by finitely many components of lower dimension. Repeating the same procedure inductively we get after finitely many steps a list of complete vector fields $\nu_{1}, \ldots, \nu_{N}$ such that $A \cap Y=\emptyset$.

Let $\mathcal{T}$ be the tangent sheaf. It is coherent because it is locally free. Since the vectors $\nu_{i}(a)$ span $T_{a} X$ for all $a \in Y$, then by Lemma 5.3.21 the assumption of Corollary 5.3.24 holds. Therefore, by Lemma 5.3.25 every vector field on $X$ can be approximated uniformly on $K$ by elements of the form $\sum f_{i} \nu_{i}$ for some holomorphic functions $f_{i} \in \mathcal{O}(X)$. Also, by Lemma 5.3.26 the submodule generated by the finite list of $\nu_{i}$ 's is contained in the closure of $\operatorname{Lie}\left(\mathrm{CVF}_{\text {hol }}(X)\right)$ (Note that this property still holds after enlarging the list of vector fields since we're pulling back $W$ using diffeomorphisms; uniform approximation on compacts is preserved by pullbacks of diffeomorphisms and automorphisms). Therefore every holomorphic vector field is in the closure of $\operatorname{Lie}\left(\mathrm{CVF}_{\text {hol }}(X)\right)$, which means $X$ has the density property.

Remark 5.3.28. The proofs of Lemma 5.3.8, Lemma 5.3.11, Theorem 5.3.12, Lemma 5.3.16, Lemma 5.3.19, Lemma 5.3.21, Lemma 5.3.25, Lemma 5.3.26 and Theorem 5.3.27 can be found in the paper of Leuenberger [11]. However, we have modified the proofs for the Koras-Russell cubic, since Leuenberger gave a more general proof for a family of submanifolds, where the Koras-Russell cubic is just one member of that family.

## Chapter 6

## List of Generators

Lemma 6.0.1. Let $U=-2 z \frac{\partial}{\partial y}+x^{2} \frac{\partial}{\partial z}$ and $V=-3 w^{2} \frac{\partial}{\partial y}+x^{2} \frac{\partial}{\partial w}$. Using the complete vector fields $U, V, z U, w z^{2} V, w z^{2} x V, w V, w^{2} z U$ and $w^{2} z x U$, we can generate the following vector fields:

$$
\begin{array}{cl}
w z^{2} x^{i} V, z w^{2} x^{i} U & \text { for } i=0,1,2, \ldots \\
z^{2} x^{i} V, w^{2} x^{i} U & \text { for } i=2,3,4, \ldots \\
z x^{i} V, w x^{i} U & \text { for } i=4,5,6, \ldots \\
x^{i} V, x^{i} U & \text { for } i=6,7,8, \ldots
\end{array}
$$

Proof. 1. First, let us generate $w z^{2} x^{i} V$ using $z U, w z^{2} V, w z^{2} x V$.

$$
\begin{aligned}
{\left[z U, w z^{2} V\right] } & =z U\left(w z^{2}\right) V=2 z^{2} w x^{2} V \\
{\left[z U, 2 z^{2} w x^{2} V\right] } & =z U\left(2 z^{2} w x^{2}\right) V=4 z^{2} w x^{4} V \\
{\left[z U, 4 z^{2} w x^{4} V\right] } & =z U\left(4 z^{2} w x^{4}\right) V=8 z^{2} w x^{6} V \\
\vdots & \\
{\left[z U, 2^{i-1} z^{2} w x^{2 i-2} V\right] } & =z U\left(2^{i-1} z^{2} w x^{2 i-2}\right) V=2^{i} z^{2} w x^{2 i} V
\end{aligned}
$$

So, using $z U$ and $w z^{2} V$ we were able to generate $z^{2} w x^{2 i} V$. Now we will generate $z^{2} w x^{2 i+1} V$ using $z U$ and $w z^{2} x V$.

$$
\begin{aligned}
{\left[z U, w z^{2} x V\right] } & =z U\left(w z^{2} x\right) V=2 z^{2} w x^{3} V \\
{\left[z U, 2 z^{2} w x^{3} V\right] } & =z U\left(2 z^{2} w x^{3}\right) V=4 z^{2} w x^{5} V \\
{\left[z U, 4 z^{2} w x^{5} V\right] } & =z U\left(4 z^{2} w x^{5}\right) V=8 z^{2} w x^{7} V \\
\vdots & \\
{\left[z U, 2^{i-1} z^{2} w x^{2 i-1} V\right] } & =z U\left(2^{i-1} z^{2} w x^{2 i-1}\right) V=2^{i} z^{2} w x^{2 i+1} V
\end{aligned}
$$

Therefore, using $z U, w z^{2} V$ and $w z^{2} x V$ we have generated $z^{2} w x^{i} V$ for $i=$ $0,1,2, \ldots$

Similarly we will generate the vector fields of the form $z w^{2} x^{i} U$ using $w V$, $z w^{2} U$ and $z w^{2} x U$.
Now, we will get the even powers in $x, z w^{2} x^{2 i} V$ using $w V$ and $z w^{2} U$.

$$
\begin{aligned}
{\left[w V, z w^{2} U\right] } & =w V\left(z w^{2}\right) U=2 z w^{2} x^{2} U \\
{\left[w V, 2 z w^{2} x^{2} U\right] } & =w V\left(2 z w^{2} x^{2}\right) U=4 z w^{2} x^{4} U \\
{\left[w V, 4 z w^{2} x^{4} U\right] } & =w V\left(4 z w^{2} x^{4}\right) U=8 z w^{2} x^{6} U \\
\vdots & \\
{\left[w V, 2^{i-1} z w^{2} x^{2 i-2} U\right] } & =w V\left(2^{i-1} z w^{2} x^{2 i-2}\right) U=2^{i} z w^{2} x^{2 i} U
\end{aligned}
$$

So,using $w V$ and $z w^{2} U$ we have generated $z w^{2} x^{2 i} U$. Now, we will generate $z w^{2} x^{2 i+1} U$ using $w V$ and $z w^{2} x U$.

$$
\begin{aligned}
{\left[w V, z w^{2} x U\right] } & =w V\left(z w^{2}\right) U=2 z w^{2} x^{3} U \\
{\left[w V, 2 z w^{2} x^{3} U\right] } & =w V\left(2 z w^{2} x^{3}\right) U=4 z w^{2} x^{5} U \\
{\left[w V, 4 z w^{2} x^{5} U\right] } & =w V\left(4 z w^{2} x^{5}\right) U=8 z w^{2} x^{7} U \\
\vdots & \\
{\left[w V, 2^{i-1} z w^{2} x^{2 i-1} U\right] } & =w V\left(2^{i-1} z w^{2} x^{2 i-1}\right) U=2^{i} z w^{2} x^{2 i+1} U
\end{aligned}
$$

Therefore, using $w V, z w^{2} U$ and $z w^{2} x U$ we have generated $z w^{2} x^{i} U$ for $i=0,1,2 \ldots$
2. Now, we will add $U$ and $V$ to our list of vector fields to get rid of the $z$ and $w$ terms from $z w^{2} x^{i} U$ and $w z^{2} x^{i} V$ respectively.
First, using $V$ and $z^{2} w x^{i} V$ for $i=0,1,2, \ldots$ we get:

$$
\begin{aligned}
{\left[V, z^{2} w V\right] } & =V\left(w z^{2}\right) V=z^{2} x^{2} V \\
{\left[V, z^{2} w x V\right] } & =V\left(w z^{2} x\right) V=z^{2} x^{3} V \\
{\left[V, z^{2} w x^{2} V\right] } & =V\left(w z^{2} x^{2}\right) V=z^{2} x^{4} V \\
& \vdots \\
{\left[V, z^{2} w x^{i} V\right] } & =V\left(z^{2} w x^{i}\right)=z^{2} w x^{i+2} V \\
{\left[U, z w^{2} U\right] } & =U\left(z w^{2}\right) U=w^{2} x^{2} U \\
{\left[U, z w^{2} x U\right] } & =U\left(z w^{2} x\right) U=w^{2} x^{3} U \\
{\left[U, z w^{2} x^{2} U\right] } & =U\left(z w^{2} x^{2}\right) U=w^{2} x^{4} U \\
\vdots & \\
{\left[U, z w^{2} x^{i} U\right] } & =U\left(z w^{2} x^{i}\right) U=w^{2} x^{i+2} U
\end{aligned}
$$

Therefore, using $V, U, w z^{2} x^{i} V$ and $z w^{2} x^{i} U$ for $i=0,1,2, \ldots$ we have generated $z^{2} x^{i} V$ and $w^{2} x^{i} U$ for $i=2,3, \ldots$
3. Now, using the vector fields that we have, particularly $U, V, z^{2} x^{i} V$ and $w^{2} x^{i} U$ for $i=2,3, \ldots$ we will generate $z x^{i} V$ and $w x^{i} U$ for $i=4,5, \ldots$
Apply $[U, \cdot]$ to $z^{2} x^{i} V$ for $i=2,3, \ldots$ and we get the vector fields of the form $z x^{i} V$ for $i=4,5, \ldots$
Apply $[V, \cdot]$ to $w^{2} x^{2} U$ and we get the vector fields of the form $w x^{i} U$ for $i=4,5, \ldots$
Finally, we apply $[U, \cdot]$ and $[V, \cdot]$ to $z x^{i} V$ and $w x^{i} U$ for $i=4,5, \ldots$ respectively, and we get the vector fields of the form $x^{i} V$ and $x^{i} U$ for $i=$ $6,7, \ldots$

Lemma 6.0.2. Given the vector fields $U, V, W$ and $E$ from Theorem 4.0.1, the vector fields used and found from Lemma 6.0.1 and the complete vector fields $z^{2} V, w E, z^{2} x V, E, w^{2} U, z E, w^{2} x U, W$ and $w W$ we can generate the following vector fields:

$$
\begin{array}{cc}
z^{2} x^{i} E & \text { for } i=2,3,4, \ldots \\
w^{2} x^{i} E & \text { for } i=2,3,4, \ldots \\
z^{2} x^{i} W & \text { for } i=2,3,4, \ldots
\end{array}
$$

Proof. 1. By the Kaliman-Kutzschebauch formula, we have:
$[h f V, g E]-[f V, h g E]=-f g V(h) E$ where $V(h) \neq 0, V^{2}(h)=0$ and $\mathrm{E}(\mathrm{h})=0$. Let $h=w$ and $g=1$,

$$
\begin{gathered}
f=z^{2} \Longrightarrow\left[w z^{2} V, E\right]-\left[z^{2} V, w E\right]=-z^{2} x^{2} E \\
f=z^{2} x \Longrightarrow\left[w z^{2} x V, E\right]-\left[z^{2} x V, w E\right]=-z^{2} x^{3} E \\
f=z^{2} x^{2} \Longrightarrow\left[w z^{2} x^{2} V, E\right]-\left[z^{2} x^{2} V, w E\right]=-z^{2} x^{4} E \\
\\
\vdots \\
f=z^{2} x^{i} \Longrightarrow\left[w z^{2} x^{i} V, E\right]-\left[z^{2} x^{i} V, w E\right]=-z^{2} x^{i+2} E
\end{gathered}
$$

So, using $z^{2} V, E, w E$ and $z^{2} x V$ we were able to generate $z^{2} x^{i} E$ for $i=$ $2,3, \ldots$
2. By the Kaliman-Kutzschebauch formula, we have:
$[h f U, g E]-[f U, h g E]=-f g U(h) E$ where $U(h) \neq 0, U^{2}(h)=0$ and $E(h)=0$. Let $h=z$ and $g=1$,

$$
\begin{aligned}
f=w^{2} \Longrightarrow & {\left[z w 2^{2} U, E\right]-\left[w^{2} V, z E\right]=-w^{2} x^{2} E } \\
f=w^{2} x \Longrightarrow & {\left[z w^{2} x U, E\right]-\left[w^{2} x V, z E\right]=-w^{2} x^{3} E } \\
f=w^{2} x^{2} \Longrightarrow & {\left[z w^{2} x^{2} U, E\right]-\left[w^{2} x^{2} U, z E\right]=-w^{2} x^{4} E } \\
& \vdots \\
f=w^{2} x^{i} \Longrightarrow & {\left[z w^{2} x^{i} U, E\right]-\left[w^{2} x^{i} U, z E\right]=-w^{2} x^{i+2} E }
\end{aligned}
$$

So, using $E, w^{2} U, z E$ and $w^{2} x U$ we were able to generate $w^{2} x^{i} E$ for $i=$ $2,3, \ldots$
3. By the Kaliman-Kutzschebauch formula, we have:
$[h f V, g W]-[f V, h g W]=-f g V(h) W$ where $V(h) \neq 0, V^{2}(h)=0$ and $W(h)=0$. Let $h=w$ and $g=1$,

$$
\begin{aligned}
f=z^{2} \Longrightarrow & {\left[w z 2^{2} V, W\right]-\left[z^{2} V, w W\right]=-z^{2} x^{2} W } \\
f=z^{2} x \Longrightarrow & {\left[w z^{2} x V, W\right]-\left[z^{2} x V, w W\right]=-z^{2} x^{3} W } \\
f=z^{2} x^{2} \Longrightarrow & {\left[w z^{2} x^{2} V, W\right]-\left[z^{2} x^{2} V, w W\right]=-z^{2} x^{4} W } \\
& \vdots \\
f=z^{2} x^{i} \Longrightarrow & {\left[w z^{2} x^{i} V, W\right]-\left[z^{2} x^{i} V, w W\right]=-z^{2} x^{i+2} W }
\end{aligned}
$$

So, using $W$ and $w W$ we were able to generate $z^{2} x^{i} W$ for $i=2,3, \ldots$
Remark 6.0.3. Note that we can't make a symmetric argument using the Kaliman Kutzschebauch formula for $U$ and $W$, since if we take $h=z$, which is an overshear of $U$, we will have $W(z)=2 x y+1 \neq 0$.

Lemma 6.0.4. Given the vector fields $U, V$ from Theorem 4.0.1, the vector fields used and found from Lemma 6.0.1, and the vector fields used in Lemma 6.0.2, we can generate the following vector fields:

$$
\begin{aligned}
& z^{2} x^{i} U \quad \text { for } i=8,9,10, \ldots \\
& z x^{i} U \quad \text { for } i=10,11,12 \ldots \\
& w^{2} x^{i} V \quad \text { for } i=8,9,10, \ldots \\
& w x^{i} V \quad \text { for } i=10,11,12, \ldots \\
& z^{3} w x^{i} V \quad \text { for } i=10,11,12, \ldots \\
& z^{3} x^{i} V \quad \text { for } i=12,13,14, \ldots \\
& w^{3} z x^{i} U \quad \text { for } i=10,11,12, \ldots \\
& w^{3} x^{i} U \quad \text { for } i=12,13,14, \ldots
\end{aligned}
$$

Proof. 1. By the Kaliman-Kutzschebauch formula, we have:
$[h f V, g U]-[f V, h g U]=-f g V(h) U$ where $V(h) \neq 0, V^{2}(h)=0$ and $U(h)=$ 0 Let $h=w$ and $g=x^{6}$,

$$
\begin{aligned}
f=z^{2} \Longrightarrow & {\left[w z 2^{2} V, x^{6} U\right]-\left[z^{2} V, w x^{6} U\right]=-z^{2} x^{8} U } \\
f=z^{2} x \Longrightarrow & {\left[w z^{2} x V, x^{6} U\right]-\left[z^{2} x V, w x^{6} U\right]=-z^{2} x^{9} U } \\
f=z^{2} x^{2} \Longrightarrow & {\left[w z^{2} x^{2} V, x^{6} U\right]-\left[z^{2} x^{2} V, w x^{6} U\right]=-z^{2} x^{1} 0 U } \\
& \vdots \\
f=z^{2} x^{i} \Longrightarrow & {\left[w z^{2} x^{i} V, x^{6} U\right]-\left[z^{2} x^{i} V, w x^{6} U\right]=-z^{2} x^{i+2} U }
\end{aligned}
$$

So, using previously known vector field we were able to generate $z^{2} x^{i} U$ for $i=8,9,10, \ldots$ Moreover, if we apply $[U, \cdot]$ on $z^{2} x^{i} U$ for $i=8,9,10, \ldots$, we will generate $z x^{i} U$ for $i=10,11,12, \ldots$
2. By the Kaliman-Kutzschebauch formula, we have:
$[h f U, g V]-[f U, h g V]=-f g U(h) V$ where $U(h) \neq 0, U^{2}(h)=0$ and $V(h)=0$. Let $h=z$ and $g=x^{6}$,

$$
\begin{aligned}
f=w^{2} \Longrightarrow & {\left[z w^{2} U, x^{6} V\right]-\left[w^{2} U, z x^{6} V\right]=-w^{2} x^{8} V } \\
f=w^{2} x \Longrightarrow & {\left[z w^{2} x U, x^{6} V\right]-\left[w^{2} x U, z x^{6} V\right]=-w^{2} x^{9} V } \\
f=w^{2} x^{2} \Longrightarrow & {\left[z w^{2} x^{2} U, x^{6} V\right]-\left[w^{2} x^{2} U, z x^{6} V\right]=-w^{2} x^{1} 0 V } \\
& \vdots \\
f=w^{2} x^{i} \Longrightarrow & {\left[z w^{2} x^{i} U, x^{6} U\right]-\left[w^{2} x^{i} U, z x^{6} V\right]=-w^{2} x^{i+2} V }
\end{aligned}
$$

So, using previously known vector field we were able to generate $w^{2} x^{i} V$ for $i=8,9,10, \ldots$ Moreover, if we apply $[V, \cdot]$ on $w^{2} x^{i} V$ for $i=8,9,10, \ldots$, we will generate $w x^{i} V$ for $i=10,11,12, \ldots$
3. Consider the vector fields $w z^{2} V$ and $z^{2} x^{i} U$ for $i=8,9,10, \ldots$ We apply $\left[\cdot, w z^{2} V\right]$ to the vector fields $z^{2} x^{i} U$ for $i=8,9,10, \ldots$ and we get $z^{3} w x^{i} V$ for $i=10,11,12, \ldots$ Moreover, we apply $[V, \cdot]$ on the vector fields $z^{3} w x^{i} V$ for $i=10,11,12, \ldots$ and we get $z^{3} x^{i} V$ for $i=12,13,14, \ldots$
4. Consider the vector fields $z w^{2} U$ and $w^{2} x^{i} V$ for $i=8,9,10, \ldots$ We apply $\left[\cdot, z w^{2} U\right]$ on the vector fields $w^{2} x^{i} V$ for $i=8,9,10, \ldots$ and we get $w^{3} z x^{i} U$ for $i=10,11,12, \ldots$ Moreover, we apply $[U, \cdot]$ on the vector fields $w^{3} z x^{i} U$ and we get the $w^{3} x^{i} U$ for $i=12,13,14, \ldots$

Lemma 6.0.5. Given the vector fields $U, V$ and $W$. Using the complete vector fields $x U, y W, y w W$ and all the needed vector fields from the previous lemmas, we
can generate the following vector fields:

$$
\begin{aligned}
& z^{3} x^{i} U \quad \text { for } i=2,3,4, \ldots \\
& z^{3} w^{2} x^{i} U \quad \text { for } i=2,3,4, \ldots \\
& z^{4} w^{2} x^{i} U \quad \text { for } i=2,3,4, \ldots \\
& y z^{2} x^{i} W \quad \text { for } i=4,5,6, \ldots \\
& y x^{2} W \\
& z x y W \\
& y^{2} x z W \\
& y^{2} x z w W \\
& y z^{3} x^{i} U \quad \text { for } i=4,5,6, \ldots \\
& z^{3} w^{2} x^{i} U \quad \text { for } i=4,5,6, \ldots \\
& z^{4} x^{i} W \quad \text { for } i=4,5,6, \ldots \\
& z^{6} x^{i} W \quad \text { for } i= \\
& z^{3} x^{i} V \quad \text { for } i=2,3,4, \ldots \\
& z^{5} w x^{i} V \quad \text { for } i=2,3,4, \ldots \\
& z^{5} x^{i} V \quad \text { for } i=2,3,4 \ldots \\
& y z^{3} x^{i} V \quad \text { for } i=4,5,6, \ldots \\
& z^{3} w^{2} x^{i} V \quad \text { for } i=4,5,6, \ldots \\
& z^{3} w^{2} x^{i} W \quad \text { for } i=4,5,6, \ldots \\
& y z^{4} w^{2} x^{i} W \quad \text { for } i=5,6,7, \ldots
\end{aligned}
$$

Proof. 1. By the Kaliman-Kutzschebauch formula we have:

$$
[h f W, g U]-[f W, h g U]=-f g W(h) U-f g U(h) W
$$

For $g=1, h=x$ and $f=z^{2} x^{i}$ for $i=2,3,4, \ldots$ we get, $z^{3} x^{i} U$ for $i=2,3,4, \ldots$
For $g=w^{2}, h=x$ and $f=z^{2} x^{i}$ for $i=2,3,4, \ldots$ we get, $z^{3} w^{2} x^{i} U$ for $i=2,3,4, \ldots$
For $g=z w^{2} x^{i}$ for $i=0,1,2, \ldots, h=x$ and $f=z^{2} x^{2}$ we get, $z^{4} w^{2} x^{i} U$ for $i=2,3,4, \ldots$
2. By the Kaliman-Kutzschebauch formula we have:

$$
[f h V, g W]-[f V, g h W]=-f g V(h) W-f g W(h) V
$$

For $g=y, h=w$ and $f=z^{2} x^{i}$ for $i=2,3,4, \ldots$ we get $y z^{2} x^{i} W$ for $i=4,5,6, \ldots$
For $f=1, h=2$ and $g=y$ we have $y x^{2} W$. Moreover, we can get the following vector fields: $\left[W, y x^{2} W\right]=z x y W,\left[y W, y x^{2} W\right]=y^{2} x z W$ and $\left[y w W, y x^{2} W\right]=y^{2} x w z W$.
3. Again, by the Kaliman-Kutzchebauch formula for $U$ and $W$, for $f=1$, $h=x$ and $g=y z^{2} x^{i}$ for $i=4,5,6, \ldots$ we get $y z^{3} x^{i} U$ for $i=4,5,6, \ldots$. Moreover, $\left[V, y z^{3} x^{i} U\right]=z^{3} w^{2} x^{i} U$ for $i=4,5,6, \ldots$
For $h=y, g=1$ and $f=z^{3} x^{i}$ we get $z^{4} x^{i} W$ for $i=4,5,6, \ldots$.
For $f=z^{3} x^{4}, h=y$ and $g=z^{2} x^{i}$ we get $z^{6} x^{i} W$ for $i=8,9,10, \ldots$
4. Using the Kaliman-Kutzschebauch formula for $V$ and $W$, for $f=1, h=x$ and $f=z^{2} x^{i}$ for $i=2,3,4, \ldots$ we get $z^{3} x^{i} V$ for $i=2,3,4, \ldots$
For $g=z^{2} x^{2}, h=x$ and $f=z^{2} w x^{i}$ for $i=0,1,2, \ldots$ we get $z^{5} w x^{i} V$ for $i=2,3,4, \ldots$
For $h=x, f=z^{2}$ and $g=z^{2} x^{i}$ for $i=2,3,4, \ldots$ we get $z^{5} x^{i} V$ for $i=2,3,4, \ldots$
For $f=1, h=x$ and $g=y z^{2} x^{i}$ for $i=4,5,6, \ldots$ we get $y z^{3} x^{i} V$ for $i=4,5,6, \ldots$ Moreover, $\left[V, y z^{3} x^{i} V\right]=z^{3} w^{2} x^{i} V$ for $i=4,5,6, \ldots$
For $h=y, g=1$ and $f=z^{3} x^{i}$ for $i=4,5,6, \ldots$ we get $z^{3} w^{2} x^{i} W$ for $i=4,5,6, \ldots$
For $h=y, g=y x z$ and $f=z^{3} x^{i}$ for $i=4,5,6, \ldots$ we get $y z^{4} w^{2} x^{i} W$ for $i=5,6,7, \ldots$

In all these computations we have used the complete vector fields $U, V, z U$, $w z^{2} V, w z^{2} x V, w V, w^{2} z U, w^{2} z x U, z^{2} V, w E, z^{2} x V, E, w^{2} U, z E, w^{2} x U, W, w W$, $x U, y W$ and $y w W$. We let $\mathcal{V}=\left\{\nu_{i}\right\}_{i=1}^{20}$ to be these complete vector fields, and $\left\{\eta_{t}^{i}\right\}_{i=1}^{20}$ be the flow maps of the vector fields in $\mathcal{V}$. Let $\mathcal{W}$ be all the vector fields we have found using $\mathcal{V}$, where $\mathcal{W} \subset \operatorname{Lie}(\mathcal{V}) \subset \operatorname{Lie}\left(\operatorname{CVF}_{\text {hol }}(X)\right)$.

Note that, to achieve the density property for the Koras-Russell cubic we need three crucial steps. The first being that $\operatorname{Aut}_{\text {hol }}(X)$ acts transitively on $X$, where we used the vector fields $U, V, W$ and $E$. Second, we showed that $W_{p}$ for a generic point $p \in X$ is a generating set for $T_{p} X$. Here we used $x U$ and $x V$. Finally, we showed that the submodule $\mathcal{O}(X) \cdot x^{2} \cdot W$ is contained in the closure of $\operatorname{Lie}\left(\operatorname{CVF}_{\text {hol }}(X)\right)$, where we used the vector fields $x^{k} z^{l} V, w x^{k} z^{l} V$ and $y^{m} w^{n} W$ for any $k, l, m, n \in \mathbb{N}$. Denote the collection of all the vector fields need to prove the density property by $\mathcal{D}$, and let $\left\{\zeta_{t}^{i}\right\}$ be the flow maps of the vector fields in $\mathcal{D}$.

Notice that using the twenty vector fields in $\mathcal{V}$, we were able to find the vector
fields $\mathcal{M}=\left\{\mu_{j}^{i}\right\}_{j=1}^{7}$ given by

$$
\begin{array}{lc}
w x^{i} z^{2} V & i=0,1,2, \ldots \\
z^{2} x^{i} V & i=2,3,4, \ldots \\
z x^{i} V & i=4,5,6, \ldots \\
x^{i} V & i=6,7,8, \ldots \\
w x^{i} V & i=10,11,12, \ldots \\
x^{i} z^{3} V & i=2,3,4, \ldots \\
w x^{i} z^{5} V & i=2,3,4, \ldots
\end{array}
$$

which are all required to prove the density property of the threefold. Let $\Delta$ be the flow maps of the vector fields in $(\mathcal{D}-\mathcal{M}) \cup \mathcal{V}$.

Let $F$ be an automorphism on $X$, which is in the path-connected component of the identity. That is, there exists $\varphi_{t}: X \rightarrow X$, such that $\varphi_{0}=\operatorname{Id}$ and $\varphi_{1}=F$. Note that $\varphi_{t}$ satisfies the three conditions of the Andersén-Lempert theorem, namely $\Omega=X$ and $\varphi_{t}(X)=X$ is a Runge subset of $X$ for every $t \in[0,1]$ trivially. So $\varphi_{t}$ can be approximated by a composition of flows from $\Delta$, in particular, we can approximate $F$ by compositions of the flows in $\Delta$.

Theorem 6.0.6. Any automorphism $F$ in the path-connencted component of the identity map can be approximated uniformly by compositions of flow maps from $\Delta$.
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