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ABSTRACT 

OF THE THESIS OF 

 

Sally Samir Choker  for  Master of Science  

     Major: Biomedical Engineering 

 

Title: Low Threshold and Calcium activated Potassium Currents Regulate the Intrinsic Firing 

Properties of Forebrain Projecting Neurons in Zebra Finches 

 

Vocal control and learning are dependent on auditory feedback in both songbirds and 

humans, rendering songbirds as an excellent model to study the neural mechanisms of 

complex learned behavior. The telencephalic nucleus HVC within the songbird, analogue to 

the mammalian pre-motor cortex, produces stereotyped instructions through the motor 

pathway leading to precise, learned vocalization. The forebrain projecting HVC neurons 

(known as HVCRA), that projects to the robust nucleus of the arcopallium, play a critical role 

in orchestrating the neural circuitry that guides the bird’s learning and song production. 

Whole cell current-clamp recordings previously performed on HVCRA neurons within brain 

slices have shown a diversity in their firing activity across birds, ranging from transient to 

stuttering patterns (Daou & Margoliash, under review). We developed a biophysical model 

that captures the diversity of the HVCRA firing activity. The model generated predictions 

about the ionic currents that HVCRA exhibit which were tested and verified in the slice using 

pharmacological manipulations. The model highlights important roles for the low-threshold 

potassium currents( 𝐼𝐷) and (𝐼𝑀) and the Ca2+-dependent K+ current (𝐼𝑆𝐾) in driving the 

characteristic neural patterns observed in HVCRA. 

Methods 

We used a single-compartment conductance-based Hodgkin-Huxley like biophysical model 

of HVCRA neurons to estimate the magnitude of the ionic currents. Manual adjustment of the 

densities of the ionic conductances and additional parameters was performed to match the 

membrane potential model trajectories to the biological trace in response to applied step 

currents. To estimate the goodness of the fit, we adopted a feature-based comparison 

approach in which intrinsic features of simulated voltage traces and biological traces are 

compared. The model is then validated by testing the fitted model trace to predictions of 

different current injections. 
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ILLUSTRATIONS 
 

Figure 

1. (a) Schematic of a male zebra finch along with a sample spectrogram of a song 

(bottom). Avian brain nuclei related to song control (top). The vocal organs are 

innervated by motor neurons in the brainstem (nXIIts, circled in blue). Nucleus 

retroambigualis (RAm), nucleus parambigualis (PAm) (circled in purple) and 

nucleus nXIIts, responsible for vocal production, are innervated by forebrain 

nucleus RA (circled in red).  Nucleus RA is innervated by projection neurons 

(HVCRA) within nucleus HVC (circled in black). (Adopted from (Daou and 

Margoliash 2021)). (b) Extracellular recording of a single HVCRA neuron 

(bottom), with the simultaneously recorded vocalization (top). The HVCRA neuron 

generates a single burst of spikes during each repitition of the song motif 

(Hahnloser et al. 2002a) ........................................................................................... 13 

2. Current clamp recordings of four HVCRA neurons (one recording/neuron) in 

response to a 450 pA current pulse (Daou and Margoliash, under review). Starting 

from left to right, the first neruon fires a single spike (phasic pattern), the following 

exhibits a long delay to the first spike during which the membrane voltage slowly 

depolarizes. The third neuron responds in a tonic pattern, the forth neuron fires 2 

bursts of spikes seperated by a pause (stuttering) .................................................... 14 

3. Similarities between birdsong and human speech. In both humans, and songbirds, 

there is an early critical ‘sensory’ learning phase during which infants and juvenile 

birds listen to the sounds of others. This phase is followed by a ‘sensorimotor’ 

phase during which infants and juvenile birds practice their own vocalizations and 

try to match them to the memorized targets using auditory feedback. Figure 

extracted from (Brainard and Doupe 2013) ............................................................. 17 

4. Female (left) and male (right) zebra finches. Male zebra fiches have orange cheek 

patches, black bar on the breast and a chestnut-colored flank with white spots, while 

females lack these features. Beak color is red in males and orange in females. ...... 18 

5. Song spectrogram of a zebra finch. Sound energy is plotted as a function of 

frequency and time. The intensity of the sounds is represented by grayscale. Songs 

start with introductory notes (denoted by ‘i’) that are followed by one or more 

motifs. A repeated sequence of syllables is called a motif. A syllable consists of one 

or more notes occurring together. (from (Berwick et al. 2011)) .............................. 19 

6. Developmental timeline of song learning. In white crown sparrows, the sensory and 

sensorimotor phase are separated by many months (top), while in zebra finches, the 

two phases overlap extensively (middle). Canaries, classified as open learners can 

continue their song learning process beyond their first year (bottom) (from(Brainard 

and Doupe 2002)). ................................................................................................... 20 
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7. Simplified diagram of song system illustrating the songbird brain with projections 

of major nuclei. The VMP (red arrows) is responsible for song production and the 

AFP is essential for song learning (green arrows). In the VMP, the syrinx is 

innervated by motor neurons in the brainstem (nxIIts), which receives input from 

nucleus RA. Nucleus RA receives premotor input from HVC, which is innervated 

by thalamic nucleus Uva. The AFP consists of nucleus HVC which sends auditory 

input to Area X. Area X in turn innervates the thalamic nucleus DLM. which 

projects to the anterior telencephalic nucleus (LMAN). LMAN in turn innervates 

nucleus RA and area X. (from (Fee and Scharff 2010)). ......................................... 23 

8. Morphological identification of HVC neuron types. HVCx are characterized with 

thicker and more spinous dendrites than HVCRA (middle), which possess slender 

and sparsely spinous dendrites. HVCint have aspinous varicose dendrite. HVCRA 

possess a small soma compared to HVCx and HVCint and  HVCx have the largest 

cell bodies.(from (Mooney and Prather 2005)). ....................................................... 25 

9. Electrophysiological identification of HVC neuron types. In response to a 

depolarizing current pulses (left column), (a) HVCX fires tonically with SFA, (b) 

HVCRA fires a single spike often with a delay (c) HVCint exhibits high frequency 

firing with no adaptation. In response to hyperpolarizing pulses (right column), (a) 

HVCX exhibit little sag with moderate rebound firing, while (c) HVCint exhibit 

more prominent sag followed by a strong rebound firing, and HVCRA shows no 

sag (b). From (Daou et al. 2013). ............................................................................. 27 

10. Intracellular membrane potential of four HVCRA neurons during singing. For each 

cell, activity from three motif renditions is shown aligned to the song (top). An 

overlay of the membrane potential traces expanded  is shown in the bottom of each 

panel(a-d). HVCRA neurons in panels a,b and c generated a single burst during each 

song motif. HVCRA neurons in (d) did not spike during song motifs. From (Long et 

al. 2010). .................................................................................................................. 28 

11. Spike raster plot of 10 HVCRA neurons and two HVCint recorded in a single 

singing zebra finch. Each row of tick marks shows spikes generated during one 

rendition of the song. Ten renditions are shown for each neuron.  Each neuron 

generates exactly one burst of ~6 ms duration during each rendition of the song 

motif. HVCRA neurons burst reliably at a single precise time in the song while, 

HVC interneurons burst densely throughout the song (Hahnloser et al. 2002b) . ... 29 

12. Activity through HVC propagates like a chain of falling dominoes. Neurons might 

form a synaptically connected chain such that the activity propagates from one 

group neurons to the next (figure from (Long et al. 2010) ...................................... 29 

13. Whole-cell intracellular recordings from four HVCRA neurons of four birds are 

displayed (1 neuron/bird). Each HVCRA neuron is injected with increasing 

magnitudes of depolarizing currents (left to right). In response to the rheobase 

HVCRA either fire a single spike followed by a slow depolarization ramp (Bird 1), 

or phasically with no ramp (Birds 2 and 3) or with a delay (Bird 4). In response to 

high magnitudes of depolarizing current, HVCRA either fire tonically with no 
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adaptation (Bird 1), or with SFA (spike frequency adaptation, a time dependent 

decrease in firing rate) (Bird 3), transiently (Bird 2), or in stuttering pattern (Bird 4)
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14. A low threshold slowly inactivating K+  current accounts for the phasic, stuttering, 

and delayed firing. (a) Axonal injection of current pulses in rat cortical layer 5 

pyramidal cells results in a single spike in the axon, followed by a slow ramping 

depolarization (top). After bath application of DTX, axonal spike threshold is 

lower, a train of spikes was generated with higher  amplitude current pulses and the 

slow depolarizing ramp was blocked (bottom) (Shu et al. 2007). (b) Bath 

application of DTX in neurons of the rat neocortex blocked stuttering and allowed 

tonic spiking  (Toledo-Rodriguez et al. 2004). (c) Bath application of TsTX 

converted the delayed firing response of rat motor spinal neurons to tonic discharge 

(Bos et al. 2018). ...................................................................................................... 35 

15. Rat sympathetic neurons fire one or few spikes in response to current pulses. Bath 

application of XE991 in rat converted firing from phasic to tonic (Zaika et al. 

2006). (b) Rat dentate granule cells express M and SK channels. Bath application of 

Apamin (SK channel blocker) (red trace, top middle) or XE991(M-channel blocker) 

(green trace, bottom middle) increased excitability. Averaged firing frequencies 

measured within 100 ms time windows during 1 s, 0.15 nA current pulses. Apamin 

(top panel to the right) significantly increased the firing frequency during the first 

200 ms of the pulse. However, XE991 (bottom panel to the right) increased the 

frequency during the whole 1 s response (Mateos-Aparicio et al. 2014) ................ 37 

16. Schematic showing the basic workflow for model production and validation. ....... 43 

17. Feature extraction to assess the goodness of fit. The first spike amplitude is 

calculated as the difference between peak spike value and minimum value of spike 

afterhyperpolarization. Spike width is measured at half maximal amplitude, AHP is 

measured as the difference between spike threshold and minimal value of spike 

afterhyperpolarization, and ISI is measured as the difference of peak timing of two 
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18. Influence of 𝑰𝑫 on firing patterns. Phasic, STUT and delayed patterns depend on 

the availability of 𝐼𝐷 (𝑔𝐷) and its inactivation time constant (𝜏𝑧). Dashed gray 

lines delineate the ramp. .......................................................................................... 54 

19. Influence of 𝐼𝐷 on the firing frequency for varying values of 𝜏𝑧. The longer the 

channel takes time to inactivate, the faster the transition from a phasic activity at 

low applied current to a tonic firing at higher steps of stimulation current ............. 55 

20. Effect of 𝐼𝐷 on the rheobase. Blocking 𝐼𝐷 (𝑔𝐷 =0) lowered the rheobase (5 pA vs 

100 pA for control), increased the spiking activity over the entire range of current 

injections, and blocked the abrupt increase in spike count. Blue and red traces 

correspond to the voltage responses. ....................................................................... 56 

21. Influence of 𝐼𝑀 on firing. Increasing 𝑔𝑀  progressively reduced the firing rate, 

preventing the cell from generating further action potentials .................................. 57 
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CHAPTER 1 

INTRODUCTION 
 

1.1 Study background 

Oscine songbirds (e.g., zebra finches, canaries, and white-crowned sparrows) have 

been extensively used as a model system to study complex learned behavior. The song 

produced by a songbird is learned in much the same way that humans acquire several motor 

skills, and more specifically speech learning (Bolhuis, Okanoya, and Scharff 2010b; 

Brainard and Doupe 2002, 2013). Birdsong learning shares strong parallels with speech 

acquisition. Like humans, birds must hear the sounds of adults during an early sensitive 

period and also must hear their own voice while learning to vocalize (Doupe and Kuhl 

1998a). Songbirds thus provide a promising model system for elucidating general neural 

mechanisms involved in vocal learning, both in normal states and disease.  

Birdsong is driven by a discrete set of well-characterized premotor brain nuclei 

specialized for song learning and production, known as the ‘song system’.(this system is 

described in detail in 0, 2.3 Neural substrates for vocal learning: song control circuits) 

(Mooney 2009). Among these structures, the telencephalic nucleus HVC (proper name), 

analogous to the mammalian pre-motor cortex, is known to have a central role in controlling 

the temporal structure of the song (Figure 1-a). During singing, each neuron in HVC 

projecting to downstream premotor nucleus RA (robust nucleus of the arcopallium) emits 

only a single highly stereotyped burst of several spikes during each repetition of the song 
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motif (Figure 1-b) (Hahnloser, Kozhevnikov, and Fee 2002a). A motif is a sequence of 

smaller vocal gestures, called syllables, occurring repeatedly. This burst sequence drives 

activity in RA, which in turn drives the motor neurons that control vocalization. Thus, the 

RA-projecting neurons, denoted as ‘HVCRA’, are of prime importance for singing, 

innervating the motor neurons essential for song production. However, the circuit and 

cellular mechanisms in HVC responsible for HVCRA’s sparse pattern of activity remain an 

active area of research. Numerous intracellular and extracellular recording studies of HVC 

neurons have been carried out and models to investigate HVC’s internal circuitry have been 

proposed. These studies revealed a variety of physiological properties within the HVC. 

However, the cellular activity of HVCRA neural population remained poorly characterized. 

 

1.2 Study aims  

In this study, we aim to investigate the ionic mechanisms underlying the HVCRA 

firing pattern among a particular species of songbirds, the zebra finches. Whole cell current-

clamp recordings which were previously performed on HVCRA neurons within brain slices 

have shown diversity in their firing activity, ranging from transient to stuttering patterns 

(Figure 2) (Daou & Margoliash, under review). A previous work by Arij Daou and his co-

workers (Daou et al. 2013), found that a calcium-activated apamin sensitive potassium 

current (𝐼𝑆𝐾) contributes to the phasic firing of HVCRA. However, the ionic basis behind the 

rest of the firing patterns remained unknown.  
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What ion channels could be responsible for these spiking behaviors? Does this 

heterogeneity in firing implicate the classification of HVCRA neurons into different types? 

We advance two hypotheses.  

1. We hypothesize the expression of two low threshold potassium currents in 

HVCRA, the slowly inactivating K+  current 𝐼𝐷, and the non-inactivating K+  

Figure 1 (a) Schematic of a male zebra finch along with a sample spectrogram of a song 

(bottom). Avian brain nuclei related to song control (top). The vocal organs are innervated 

by motor neurons in the brainstem (nXIIts, circled in blue). Nucleus retroambigualis 

(RAm), nucleus parambigualis (PAm) (circled in purple) and nucleus nXIIts, responsible 

for vocal production, are innervated by forebrain nucleus RA (circled in red).  Nucleus RA 

is innervated by projection neurons (HVCRA) within nucleus HVC (circled in black). 

(Adopted from (Daou and Margoliash 2021)). (b) Extracellular recording of a single 

HVCRA neuron (bottom), with the simultaneously recorded vocalization (top). The 

HVCRA neuron generates a single burst of spikes during each repitition of the song motif 

(Hahnloser et al. 2002a) 
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current 𝐼𝑀. The collective activity of 𝐼𝑀, 𝐼𝐷 and 𝐼𝑆𝐾 accounts for the diverse 

evoked responses of HVCRA. 

2. We propose the classification of HVCRA neurons into three types based on the 

ion channels mainly governing the firing behavior. Type I encompasses the cells 

in which 𝐼𝑀 along with 𝐼𝑆𝐾 control the spike train, type II comprises the neurons 

where 𝐼𝐷 and 𝐼𝑆𝐾 regulate the firing discharge, and type III comprises the neurons 

where 𝐼𝐷, 𝐼𝑀 and 𝐼𝑆𝐾 drive the firing activity.  

To test our hypotheses, we have developed a biophysical model that replicates 

HVCRA’s diverse spiking patterns and generates predictions about the ionic currents present. 

The model highlights the important roles of 𝐼𝑀, 𝐼𝐷, and 𝐼𝑆𝐾 in driving the characteristic neural 

patterns. These predictions were confirmed in slice using pharmacological manipulations.  

 

  

450 pA 450 pA 450 pA -80mV -78mV -77 mV 
-79 mV 450 pA 

50 ms 

Figure 2 Current clamp recordings of four HVCRA neurons (one recording/neuron) in 

response to a 450 pA current pulse (Daou and Margoliash, under review). Starting from 

left to right, the first neruon fires a single spike (phasic pattern), the following exhibits a 

long delay to the first spike during which the membrane voltage slowly depolarizes. The 

third neuron responds in a tonic pattern, the forth neuron fires 2 bursts of spikes seperated 

by a pause (stuttering) 
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CHAPTER 2 

LITERATURE REVIEW 
 

This chapter provides a summary of the basic discoveries made by studying songbirds 

and reviews the roles of specific ion channels in generating different firing patterns. We 

present first the behavioral parallels between birdsong and human speech. We describe next 

the process of vocal learning and the neural sub-states essential for song acquisition and 

production. In the following sections, we highlight the neural activity of one of the most 

studied nuclei essential for song production, nucleus HVC, with an emphasis on the HVCRA 

neural population (neurons of interest in our study). We describe the electrophysiological 

activity of HVCRA in vivo and in vitro. We highlight next the similarities of HVCRA’s spiking 

activity with the firing behavior of the mammalian central neurons. We detail then how the 

expression of particular channel types underlies the generation of characteristic patterns of 

various types of neurons. Finally, we present the previous models of HVCRA and discuss 

their limitations. 

 

2.1 Why study songbirds 

Vocal learning is the ability to modify the acoustic and/or syntactic structure of 

sounds produced, including imitation and improvisation (Jarvis 2007). It is also a crucial 

factor for speech acquisition. Humans are excellent vocal learners as they have the ability to 

imitate speech sounds that they hear and modify them through auditory feedback. However, 
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vocal learning among non-human species is quite rare. Among mammals, only cetaceans 

(whales and dolphins), elephants, and some bats show evidence of vocal learning. In contrast, 

many thousands of songbird species, as well as of parrots and hummingbirds, share the 

capacity of vocal learning with humans (Brainard and Doupe 2002; Doupe and Kuhl 1998b). 

Songbirds share numerous parallels to human speech learning, therefore, represent a unique 

animal model to investigate mechanistically both vocal learning and its disorders. 

 

2.1.1 Birdsong and human speech 

There are notable parallels in song learning among songbirds and human speech 

(Bolhuis, Okanoya, and Scharff 2010a; Doupe and Kuhl 1998a). First, both humans and 

songbirds must be able to hear others and themselves to develop normal vocalization. Birds 

do not learn to sing normally, nor infants to speak, if they are not exposed to the 

communicative signals of adults of their species. Profound speech deterioration manifests in 

children if they become deaf early or late in childhood (Cowie and Douglas-Cowie 1992). 

Second, in both humans, and songbirds, there is a critical period occurring early in 

development when auditory–vocal learning is accomplished best, called the ‘sensory’ 

learning phase (Figure 3). This early phase of learning is primarily perceptual and serves to 

guide later vocal production. In humans, the ability to learn new languages without formal 

instruction is decreased after puberty. Finally, in both species, the ‘sensory’ (listening) phase 

precedes a production or a ‘sensorimotor’ phase. The sensorimotor phase begins once infants 

begin to ‘babble’- or juvenile birds produce song-like sounds denoted as the ‘subsong’. 

During this phase, both infants and juvenile birds practice their own vocalizations and try to 
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match them to the learned perceptual target using auditory feedback (Bolhuis et al. 2010a; 

Doupe and Kuhl 1998b; Mooney 2009). 

However, birdsongs are not homologous to human language: birdsong is not similar 

to language in the sense of conveying complex meaning. It also lacks the rich structure and 

semantics of the human language. Birdsong may be more analogous to speech which refers 

to the ability to produce learned vocalizations exhibiting semantic content (Brainard and 

Doupe 2002; Doupe and Kuhl 1998b). Despite these differences, the striking similarities that 

birdsong learning shares with human speech acquisition render birdsong as a great model 

system to investigate complex learned behavior. 

 

 

Figure 3: Similarities between birdsong and human speech. In both humans, and songbirds, 

there is an early critical ‘sensory’ learning phase during which infants and juvenile birds 

listen to the sounds of others. This phase is followed by a ‘sensorimotor’ phase during 

which infants and juvenile birds practice their own vocalizations and try to match them to 

the memorized targets using auditory feedback. Figure extracted from (Brainard and Doupe 

2013) 
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2.1.2 Zebra finches: an avian model for vocal learning 

One songbird, in particular, the zebra finch (Taeniopygia guttata) has been the focus 

of much research because of its prolific breeding and rapid maturation (Figure 4). Only male 

zebra finches have the capacity to learn and sing, while female zebra finches do not sing. 

This has been related to the reason that male zebra finches have an elaborate network of 

forebrain nuclei known as the “song system”, while female zebra finches do not exhibit this 

system (Mooney 2009).  

 

 

The male zebra finch adult songs are highly stereotyped throughout their lives, 

making them well suited for in-depth analysis. The song of an adult male zebra finch song 

consists of a few short introductory notes (the simplest individual sounds that birds produce), 

followed by several repetitions of motifs, separated by brief periods of silence (Figure 5). A 

Figure 4 Female (left) and male (right) zebra finches. Male zebra fiches have 

orange cheek patches, black bar on the breast and a chestnut-colored flank with 

white spots, while females lack these features. Beak color is red in males and 

orange in females. 
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motif is a stereotyped sequence of syllables and a syllable consists of one or more notes 

occurring together(Berwick et al. 2011; Brenowitz, Margoliash, and Nordeen 1997). 

 

 

2.2 Process of vocal learning 

The song learning process in songbirds occurs in two distinct stages: sensory learning 

and sensorimotor learning phases (Figure 6) (Mooney 2009). During the sensory learning  

phase, the juvenile songbird listens to and memorizes the song of an adult tutor male 

(oftentimes its father or an adult male conspecific). The memorized song is called the 

‘template’. During the sensorimotor learning phase, the juvenile begins to practice his own 

vocalizations and matches his song to the memorized template using auditory feedback. 

Figure 5 Song spectrogram of a zebra finch. Sound energy is plotted as a function of 

frequency and time. The intensity of the sounds is represented by grayscale. Songs start 

with introductory notes (denoted by ‘i’) that are followed by one or more motifs. A repeated 

sequence of syllables is called a motif. A syllable consists of one or more notes occurring 

together. (from (Berwick et al. 2011)) 
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Sensorimotor learning is comprised of three stages: the subsong, plastic song, and 

crystallized song. In the beginning, the juvenile produces highly variable vocalizations 

known as the ‘subsong’; this stage is homologous to the babbling of human infants. With 

further vocal practice, the subsong gradually evolves to a more structured but still variable 

song called the plastic song. The plastic song is progressively refined until the bird produces 

crystallized songs where the variability is substantially eliminated and the song exhibits a 

strong resemblance to the tutor song (Fee and Scharff 2010). The crystallized song serves to 

attract females and defend territory from other males.  

 

 

 

Figure 6 Developmental timeline of song learning. In white crown sparrows, the sensory 

and sensorimotor phase are separated by many months (top), while in zebra finches, the 

two phases overlap extensively (middle). Canaries, classified as open learners can continue 

their song learning process beyond their first year (bottom) (from(Brainard and Doupe 

2002)).  
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The developmental timeline for song learning differs among species of songbirds 

(Figure 6). In zebra finches, the sensory and sensorimotor phases overlap extensively, and 

the song is crystallized between 90- and 120-days post-hatch (dph). While in white-crown 

sparrows, the sensory and sensorimotor phases are separated in time and song crystallization 

occurs at the end of the first year of the bird’s life (Mooney 2009). Zebra finches and white-

crowned sparrows are classified as ‘age-limited learners’, as they learn only during their first 

year of age. On the other hand, ‘open learners’ such as the canaries, may develop new song 

patterns beyond their first year of life, generally in a seasonal manner (Brenowitz et al. 1997)  

 

2.3 Neural substrates for vocal learning: song control circuits 

A specialized network of interconnected forebrain nuclei, essential for song learning 

and production, distinguishes the brain of songbirds from the brain of birds that do not learn 

to vocalize. (Brenowitz et al. 1997; Kozhevnikov and Fee 2007; Mooney 2009). This 

particular neural circuitry is known as the ‘song system’. Two major pathways of the song 

system are involved in song learning and production: the vocal motor pathway (VMP), 

necessary for the production and acquisition of a learned song, and the anterior forebrain 

pathway (AFP), necessary for song recognition and acquisition (Figure 7). The telencephalic 

song nucleus higher vocal center (HVC). is at the starting point of both VMP and AFP. 

However, these two pathways arise from two different populations of HVC projection 

neurons. The VMP receives premotor input from one subset of HVC projection neurons, 

referred to as ‘HVCRA’. These neurons project to the robust nucleus of the archistriatum (RA) 

which controls the vocal and respiratory neurons used for singing. RA nucleus contains 
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projection neurons that innervate the tracheosyringeal portion of the nucleus hypoglossus 

(nXIIts) and the respiratory premotor neurons. The respiratory premotor neurons encompass 

the nucleus retroambigualis (RAm) and the nucleus parambigualis (PAm), which control, 

respectively, expiration and inspiration during singing (Wild 1993). The neurons of nXIIts 

in their turn innervate the syrinx, the muscles that are responsible for generating vocal output. 

Thus, nucleus RA drives the motor neurons responsible for vocalization. HVC in its turn 

receives input from the thalamic nucleus uvaeformis (Uva).  

The anterior forebrain pathway receives auditory input from a distinct subset of HVC 

projection neurons, denoted as HVCX. HVCX neurons project to Area X, the basal ganglia 

analog in songbirds, which in turn innervates the thalamic nucleus DLM. The thalamic 

nucleus DLM projects then to the anterior telencephalic nucleus (LMAN) which in turn 

innervates nucleus RA, providing it with auditory input. Additionally, LMAN projects to 

area X, hence offering the potential for feedback within this pathway. Thus, the AFP 

indirectly connects HVC to RA via the thalamic nucleus DLM and the anterior telencephalic 

nucleus LMAN (Brenowitz et al. 1997) 

To understand the neural mechanisms underlying song learning and production, it is 

critical to characterize the activity of its interconnected forebrain nuclei essential for singing 

and acquisition. Because of the crucial importance of HVC for song production 

(Kozhevnikov and Fee 2007), it is one of the most studied nuclei in the song system. HVC 

neural types and their patterns of activity in vivo and in vitro have been well characterized 

(Daou et al. 2013; Daou and Margoliash 2020; Dutar, Vu, and Perkel 1998; Kozhevnikov 
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and Fee 2007; Kubota and Taniguchi 1998; Mooney 2000; Mooney and Prather 2005) and 

will be summarized in the following section.  

 

 

2.4 The telencephalic song nucleus HVC  

HVC exhibits singing-related activity. Neurons in HVC emit precise premotor 

activity when the bird is singing (Hahnloser et al. 2002a; Yu and Margoliash 1996). Early 

electrophysiological experiments suggest that this singing-related activity propagates down 

Figure 7 Simplified diagram of song system illustrating the songbird brain with projections 

of major nuclei. The VMP (red arrows) is responsible for song production and the AFP is 

essential for song learning (green arrows). In the VMP, the syrinx is innervated by motor 

neurons in the brainstem (nxIIts), which receives input from nucleus RA. Nucleus RA 

receives premotor input from HVC, which is innervated by thalamic nucleus Uva. The AFP 

consists of nucleus HVC which sends auditory input to Area X. Area X in turn innervates 

the thalamic nucleus DLM. which projects to the anterior telencephalic nucleus (LMAN). 

LMAN in turn innervates nucleus RA and area X. (from (Fee and Scharff 2010)). 
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the VMP, arising earlier in HVC than in RA. HVC is responsible for generating the syllable 

order and tempo of the song while nucleus RA represents individual syllables (Vu, Mazurek, 

and Kuo 1994). Furthermore, HVC may be a site for encoding the tutor’s song in the brain. 

A study by Todd Roberts and his colleagues found that electrical disruption of neural activity 

of the telencephalic nucleus HVC of juvenile zebra finches, as they listen to the tutor’s song, 

prevented song copying, consequently, producing poor copies of the tutor’s song (Roberts et 

al. 2012). 

HVC is structurally heterogeneous, comprised of at least three major types including 

two relay cell types and interneurons. One type of projection neurons (HVCX) innervates 

area X within the anterior forebrain pathway (AFP) essential for song learning and 

perception. The other type of projection neurons (HVCRA) innervates area RA, which drives 

the motor neurons controlling vocalization. HVCX, HVCRA, and interneurons (HVCint) are 

distinguished from each other based on their morphology and their intrinsic 

electrophysiological properties (Daou et al. 2013; Mooney 2000; Mooney and Prather 2005). 

 

2.4.1 Morphological identification of HVC neural types 

Intracellular staining of HVC neurons with biocytin or neurobiotin allows to 

morphologically identify the three distinct classes. HVC projection neurons and interneurons 

can be differentiated anatomically by their dendritic extent, their projecting axons, and the 

size of their soma (Mooney 2000; Mooney and Prather 2005). HVCRA neurons are 

characterized by sparsely spinous dendrites and a main axon that projects caudally to nucleus 

RA. HVCX neurons, on the other hand, possess thicker and more spinous dendrites, with 
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their main axon projecting rostrally to area X. HVCint are characterized by aspinous varicose 

dendrites, and their processes are entirely restricted to HVC. Additionally, X-projecting 

neurons possess larger cell bodies than HVCRA and HVCint, while HVCRA neurons have a 

smaller soma compared to HVCint (Figure 8). 

 

 

2.4.2 Electrophysiological identification of HVC neural types  

Previous in vitro studies indicated that different morphological classes of HVC 

neurons in adult male zebra finches possess distinct intrinsic electrophysiological properties 

(Daou et al. 2013; Dutar et al. 1998). The three classes of HVC neurons are differentiated 

according to their DC evoked firing responses in vitro (Figure 9). In response to a 

hyperpolarizing pulse, HVCX show a fast and time-dependent inward rectification with a 

little sag, followed by moderate rebound firing on the termination of the pulse (Figure 9- a). 

Figure 8 Morphological identification of HVC neuron types. HVCx are characterized with 

thicker and more spinous dendrites than HVCRA (middle), which possess slender and 

sparsely spinous dendrites. HVCint have aspinous varicose dendrite. HVCRA possess a 

small soma compared to HVCx and HVCint and  HVCx have the largest cell bodies.(from 

(Mooney and Prather 2005)).  
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HVCint, on the other hand, present a prominent sag accompanied by a strong rebound firing 

at the end of the negative current pulse (Figure 9-c), while HVCRA display no sag at all 

(Figure 9-b).  

In response to depolarizing current pulses, HVCint are distinguished from the two 

relay cell types by their high frequency, non-adapting action potentials (Figure 9 c). HVCX, 

on the other hand, fire in a regular pattern with spike frequency adaptation (a time-dependent 

decrease in action potential discharge rate) when injected with a depolarizing current pulse 

(Figure 9-a). Unlike HVCX and HVCint, RA-projecting neurons (HVCRA) are characterized 

by their lack of excitability and often delayed response (Figure 9-b) (Daou et al. 2013). 

These neurons exhibit diversity in their firing activity ranging from phasic to stuttering 

patterns.  

 

2.5 Characterization of HVCRA activity 

2.5.1 In vivo response 

Extracellular (Hahnloser, Kozhevnikov, and Fee 2002b; Kozhevnikov and Fee 2007; 

Mooney 2000) and intracellular (Long, Jin, and Fee 2010) recordings of RA-projecting 

neurons in singing zebra finches have shown that this neural population displays temporally 

sparse, precise, and stereotyped activity. Individual HVCRA neurons emit only a single brief 

burst (6-10 msec) of action potentials during the entire ~1s motif (Figure 10). Each burst of 

an individual HVCRA neuron is generated at precisely the same time point (referenced to an 

acoustic landmark in the motif) during repeated renditions of the motif (Hahnloser et al. 
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2002b)(Figure 11). It has been suggested that this precise and sparse activity serves to 

specify the timing of syllables, notes, and even the intervening gap between syllables 

(Mooney 2009). Some HVCRA neurons burst during these silent gaps consistent with this 

idea.  

 

 

b    

HVCRA 

a    

HVCx 

c    

HVCint 

Figure 9 Electrophysiological identification of HVC neuron types. In response to a 

depolarizing current pulses (left column), (a) HVCX fires tonically with SFA, (b) 

HVCRA fires a single spike often with a delay (c) HVCint exhibits high frequency 

firing with no adaptation. In response to hyperpolarizing pulses (right column), (a) 

HVCX exhibit little sag with moderate rebound firing, while (c) HVCint exhibit 

more prominent sag followed by a strong rebound firing, and HVCRA shows no sag 

(b). From (Daou et al. 2013). 
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Based on the observation that different HVCRA neurons burst once at different time 

points in the song, it has been hypothesized that these neurons generate a continuous 

sequence of activity over time (Fee and Scharff 2010). In other words, the bursting activity 

of HVCRA propagates through synaptically connected HVCRA neurons, like a series of falling 

dominoes, creating a timing signal that spans the entire song motif (Figure 12 ). Hence, song 

timing is controlled by the propagation of activity through a chain of RA-projecting neurons 

in HVC.  

Figure 10 Intracellular membrane potential of four HVCRA neurons during singing. For each 

cell, activity from three motif renditions is shown aligned to the song (top). An overlay of the 

membrane potential traces expanded  is shown in the bottom of each panel(a-d). HVCRA neurons 

in panels a,b and c generated a single burst during each song motif. HVCRA neurons in (d) did 

not spike during song motifs. From (Long et al. 2010).  
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Figure 11 Spike raster plot of 10 HVCRA neurons and two HVCint recorded in a 

single singing zebra finch. Each row of tick marks shows spikes generated during 

one rendition of the song. Ten renditions are shown for each neuron.  Each neuron 

generates exactly one burst of ~6 ms duration during each rendition of the song 

motif. HVCRA neurons burst reliably at a single precise time in the song while, HVC 

interneurons burst densely throughout the song (Hahnloser et al. 2002b) . 

Figure 12 Activity through HVC propagates like a chain of falling dominoes. 

Neurons might form a synaptically connected chain such that the activity propagates 

from one group neurons to the next (figure from (Long et al. 2010)  
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2.5.2 In vitro responses 

Whole cell current-clamp recordings previously performed on HVCRA neurons, at the 

University of Chicago, show diversity in their firing activity ranging from phasic to stuttering 

patterns. Responses from four HVCRA neurons of four birds are displayed (1neuron/bird) in 

Figure 13. Each HVCRA neuron is injected with increasing magnitudes of depolarizing 

currents.  

The response of HVCRA neurons to current pulses of increasing magnitudes tended 

to show systematic variation. The firing pattern of HVCRA of Bird 1, labeled as Orange 224, 

is characterized by (1) a phasic behavior or a single spike in response to the rheobase (a 

rheobase is the minimal current magnitude required to initiate a spike), (2) slow increase in 

membrane voltage (ramp) following the initial spikes, (3) a tonic evoked firing response to 

higher magnitude of current pulses, and (4) a sudden increase in the firing rate in response 

to increasing magnitudes of injected current. In contrast, the spiking pattern of HVCRA 

neuron of Bird 2, Orange 228, is characterized by (1) a phasic evoked response to the 

rheobase, (2) a transient firing activity in response to higher magnitudes of current pulses, 

and (3) a progressive increase in the firing rate in response to increasing magnitudes of 

injected current. Similarly, HVCRA neuron of Bird 3, Lilac 104  responded in a phasic pattern 

to the rheobase and exhibited a progressive increase in firing rate in response to increasing 

magnitudes of depolarizing pulses, however, in response to higher magnitudes of injected 

current, the cell fired in a sustained (tonic) manner with spike frequency adaptation. (spike 

frequency adaptation is a time dependent decrease in action potential discharge rate). We 

must note that in Birds 2 and 3, the membrane voltage following the initial spike tends to 
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stabilize rather than slowly increasing with time in the case of Bird 1. At last, the spiking 

pattern of HVCRA neuron of Bird 4, labeled as Orange 112, differed from the other three cells 

with its delayed and stuttering response to different magnitudes of current pulses. HVCRA 

neuron of bird 4 in response to the rheobase displayed a long delay to spike during which the 

membrane voltage slowly depolarizes, followed by a sustained train of spikes. When higher 

current pulses were injected, a stuttering (STUT) discharge was induced. The stuttering 

discharge is described as the occurrence of 2 or multiple bursts of action potentials separated 

by a pause.  

To summarize, in response to the rheobase, the HVCRA spiking pattern is 

characterized by either (1) a phasic firing followed by slow membrane depolarization, (2) a 

phasic firing followed by stabilization of the membrane potential, or (3) a delayed response. 

When a higher magnitude of the current is injected, it either fires (1) tonically with no SFA, 

(2) transiently, (3) tonically with SFA, or (4) in a stuttering pattern.  

 

2.6 Similarity of activity with mammalian central neurons 

The diverse firing activity of HVCRA neurons in response to depolarizing current is 

homologous to the spiking pattern of numerous types of mammalian central of neurons 

(Simon P Aiken, Lampe, and Brown 1995; Rothman and Manis 2003; Shu et al. 2007; Storm 

1988; Toledo-Rodriguez et al. 2004). Axons of layer 5 of rat pyramidal neurons fire 

phasically in response to axonal current injections The single spike is followed by a slow 

depolarizing ramp of the axonal membrane potential (Figure 14 a) (Shu et al. 2007). This 
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characteristic firing activity was shown to be dependent on a slowly inactivating dendrotoxin  

(DTX) sensitive potassium current. Bath application of DTX reduced the axonal spike 

threshold, blocked the slow depolarizing ramp, and converted the response from a single 

spike to a train of spikes. DTX selectively blocks potassium channels that contain either 

Kv1.1, 1.2, or 1.6 subunits. Thus, the slowly inactivating DTX sensitive potassium current 

is mediated by the Kv1 channels expressed in axonal pyramidal neurons. 
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Figure 13 Whole-cell intracellular recordings from four HVCRA neurons of four birds are 

displayed (1 neuron/bird). Each HVCRA neuron is injected with increasing magnitudes of 

depolarizing currents (left to right). In response to the rheobase HVCRA either fire a single spike 

followed by a slow depolarization ramp (Bird 1), or phasically with no ramp (Birds 2 and 3) or 

with a delay (Bird 4). In response to high magnitudes of depolarizing current, HVCRA either fire 

tonically with no adaptation (Bird 1), or with SFA (spike frequency adaptation, a time dependent 

decrease in firing rate) (Bird 3), transiently (Bird 2), or in stuttering pattern (Bird 4) 
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Additionally, Kv1 channels are found to be correlated with the irregular spiking 

(stuttering) activity of neurons of the rat neocortex (Toledo-Rodriguez et al. 2004). Bath 

application of DTX blocked stuttering and allowed tonic spiking (Figure 14b). Consistent 

with this finding, Kv1 channels are shown to be involved in the irregular spiking of the 

GABAergic interneurons in the rat neocortex (Porter et al. 1998). In response to depolarizing 

current injections, these neurons fire a burst of action potentials followed by spikes emitted 

at an irregular frequency. Bath application of DTX converted this irregular pattern to a 

sustained mode of discharge in response to a depolarizing stimulus.  

Furthermore, the slowly inactivating DTX-sensitive potassium current was shown to 

cause delayed excitation in rat hippocampal neurons in response to long depolarizing pulses 

(Giglio and Storm 2014; Storm 1988, 1990). Hippocampal neurons exhibit a long delay to 

the first action potential, during which the cell depolarizes slowly, in a ramp-like way. Bath 

application of DTX eliminated the slow ramp-like depolarization along with the long delay. 

Similarly, motor spinal neurons, in response to the rheobase exhibit a delayed response, 

during which the membrane potential slowly depolarizes (Figure 14 c) (Bos et al. 2018). 

This delayed firing was also proven to be controlled by a slowly inactivating DTX sensitive 

potassium current, mediated by the Kv1 channels, and more specifically, the Kv1.2 subunit. 

Bath application of DTX and tityustoxin (TsTX), which is a selective blocker of the Kv1.2 

channel subunit, prevented the slow membrane depolarization as well as the delay in onset 

of firing.  

Therefore, the slow membrane depolarization, phasic, delayed, and stuttering 

patterns observed in different types of neurons are all attributed to the expression of a slowly 
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inactivating DTX sensitive potassium current, labeled as ‘𝐼𝐷’ (the delay current). However, 

the phasic phenotype was not only associated with the expression of the Kv1 family. Rat 

sympathetic neurons only fire one (or a very few) action potentials in response to long 

depolarizing steps (Figure 15 a). The phasic excitability was shown to be dependent on the 

presence of the slow voltage-gated ‘M-current (𝐼𝑀)’ mediated by the Kv7 channel. Channel 

blockade with XE991 or linopirdine (selective blockers of the Kv7 channel) converted the 

neuron from phasic to tonic firing (Brown and Passmore 2009; Zaika et al. 2006). Similarly, 

𝐼𝑀 is present in Ca1 pyramidal neurons, and it serves to suppress repetitive firing (Simon P 

Aiken et al. 1995; Brown and Passmore 2009).  

Thus, neuronal excitability can be strongly inhibited by the presence of Kv1 or Kv7 

channels or even the co-expression of both channels. In rat vestibular cells, these two 

channels co-exist and serve to suppress repetitive firing discharge. Application of DTX and 

linopirdine converted step evoked firing patterns from phasic to sustained (Kalluri, Xue, and 

Eatock 2019). 

𝐼𝑀 was not only implicated in the inhibition of repetitive firing, it may produce spike 

frequency adaptation (SFA), during which the firing rate is reduced during maintained 

depolarization (Simon P Aiken et al. 1995; Storm 1990). An additional apamin-sensitive 

calcium-activated potassium current (𝐼𝑆𝐾) may also contribute to SFA. In sympathetic 

neurons both currents are present, and the full tonic-firing capacity of these neurons is only 

revealed when both currents are blocked (Brown and Passmore 2009). Similarly, in dentate 

granule cells, SK and Kv7 channels coexist and regulate the neuron’s firing pattern. In these 

cells, SK channels are the main contributors to the early spike frequency adaptation while 
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Kv7 channels serve to reduce firing by decreasing the spike frequency uniformly throughout 

the spike train (Figure 15 b) (Mateos-Aparicio, Murphy, and Storm 2014). SK channels are 

also expressed in HVCRA cells and they serve to suppress firing and cause SFA (Daou et al. 

2013).  
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Figure 14 A low threshold slowly inactivating K+  current accounts for the phasic, stuttering, 

and delayed firing. (a) Axonal injection of current pulses in rat cortical layer 5 pyramidal cells 

results in a single spike in the axon, followed by a slow ramping depolarization (top). After 

bath application of DTX, axonal spike threshold is lower, a train of spikes was generated with 

higher  amplitude current pulses and the slow depolarizing ramp was blocked (bottom) (Shu 

et al. 2007). (b) Bath application of DTX in neurons of the rat neocortex blocked stuttering 

and allowed tonic spiking  (Toledo-Rodriguez et al. 2004). (c) Bath application of TsTX 

converted the delayed firing response of rat motor spinal neurons to tonic discharge (Bos et 

al. 2018).  
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In summation, the neuronal intrinsic excitability of mammalian central neurons is 

dependent on the expression of a rich repertoire of ionic currents (Bean 2007). Specifically, 

𝐼𝑆𝐾, 𝐼𝐷, and 𝐼𝑀 allow the neuron to fire with characteristic patterns (phasic, delayed, STUT, 

SFA) homologous to HVCRA’s firing response. This similarity in firing may suggest a 

resemblance in the underlying ionic mechanism regulating the spiking activity, which 

implicates the potential expression of the delay current (𝐼𝐷) and M-type current (𝐼𝑀) in 

HVCRA. A summary of the characterizing properties and dynamics of 𝐼𝐷 and 𝐼𝑀 is presented 

in the following section.  

 

2.7 Review: D-current and M-current 

2.7.1 The delay current 𝑰𝑫 

The D current was first detected in hippocampal CA1 pyramidal neurons (Storm 

1988, 1990). 𝐼𝐷 has slow kinetics, particularly inactivation and recovery from inactivation. 

𝐼𝐷 activates at a low threshold; it is activated rapidly by depolarizations beyond -70 mV. It 

inactivates completely over several seconds and the recovery from inactivation is extremely 

slow (Storm 1990).  

The classical role of 𝐼𝐷 is to cause long delays (several seconds) to the first spike in 

response to long depolarizing stimuli (Storm 1988, 1990). This is due to the rapid activation 

of 𝐼𝐷 upon depolarization, keeping the cell from depolarizing any further. As 𝐼𝐷 slowly 

inactivates, the cell slowly depolarizes in a ramp-like way until it reaches the spiking 

threshold and fires with a delay. Additionally, 𝐼𝐷 was shown to reduce the firing frequency, 
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control action potential threshold (Shu et al. 2007), and contribute to irregular spiking 

discharge (Porter et al. 1998; Toledo-Rodriguez et al. 2004). 𝐼𝐷 is sensitive to mM 

concentrations of DTX and µM concentrations of 4-aminopyridine (4-AP). The functions of 

𝐼𝐷 in various types of central neurons are summarized in Table 1.  

 

 

 

Figure 15 Rat sympathetic neurons fire one or few spikes in response to current pulses. 

Bath application of XE991 in rat converted firing from phasic to tonic (Zaika et al. 

2006). (b) Rat dentate granule cells express M and SK channels. Bath application of 

Apamin (SK channel blocker) (red trace, top middle) or XE991(M-channel blocker) 

(green trace, bottom middle) increased excitability. Averaged firing frequencies 

measured within 100 ms time windows during 1 s, 0.15 nA current pulses. Apamin 

(top panel to the right) significantly increased the firing frequency during the first 200 

ms of the pulse. However, XE991 (bottom panel to the right) increased the frequency 

during the whole 1 s response (Mateos-Aparicio et al. 2014)  
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𝐼𝐷 is similar to the A-type potassium current (𝐼𝐴) (Storm 1988, 1990); both currents 

are sensitive to 4-AP and delay the firing discharge. However, 𝐼𝐴 is very much less sensitive 

to 4-AP, requiring 1-5 mM for a block, while micromolar concentration of 4-AP (~40 µM) 

is sufficient to block 𝐼𝐷. 𝐼𝐴 can cause delays up to 100 ms while 𝐼𝐷 causes far longer delays 

(several seconds). Furthermore, 𝐼𝐷 has slower kinetics than 𝐼𝐴, 𝐼𝐷 inactivates and recovers 

from inactivation more slowly. 𝐼𝐷 has also more negative thresholds for activation and 

inactivation than 𝐼𝐴.  

Additionally, 𝐼𝐷 resembles the low threshold, slowly inactivating potassium current 

found in neurons of the ventral cochlear nucleus (𝐼𝐿𝑇) (Rothman and Manis 2003). Similarly, 

ILT is sensitive to DTX and inhibits repetitive firing. However, 𝐼𝐿𝑇 incompletely inactivates 

and has not been shown to cause delayed discharge.  

 

2.7.2 M-type current (𝑰𝑴) 

The M-current was originally described by Brown and Adams (1980) in frog 

sympathetic neurons (Brown and Adams 1980) as a non-inactivating K+  current that was 

inhibited by muscarinic acetylcholine receptor stimulation, thus its name M-current. 𝐼𝑀 is 

voltage-dependent; it activates slowly by depolarization at subthreshold potentials, from 

about -60 mV. It does not inactivate; this assists in stabilizing the membrane potential in 

presence of depolarizing currents. Because of its slow activation, it does not contribute to 

individual spike repolarization.   
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𝐼𝑀 mainly serves as a brake for repetitive firing; once activated (slowly) by 

depolarization, it generates an enhanced outward current following the initial spike burst, 

therefore, raising the threshold for subsequent spikes. The inhibition of M-current by either 

XE991 or linopirdine, hence, leads to enhanced neuronal excitability. Additional functions 

for 𝐼𝑀 have been demonstrated. 𝐼𝑀 contributes to SFA in sympathetic (Brown and Passmore 

2009)and hippocampal (Simon P Aiken et al. 1995; Brown and Passmore 2009) neurons. It 

controls AP threshold and suppresses spontaneous firing (Shah et al. 2008): blocking 𝐼𝑀 in 

hippocampal neurons reduces the action potential threshold by around 7-8 mV resulting in 

spontaneous firing of many neurons. These functions are summarized in Table 2 

 

Table 1 : Functions of the delay current 𝐼𝐷  mediated by Kv1 channels in mammalian central 

neurons 

LOCATION/NEURON CHANNEL 

SUBUNIT 

PHARMACOLOGICAL 

BLOCKER 

FUNCTION  REFERENCE  

Axonal cortical neurons Kv1.2 TsTx Affects axonal 
spike threshold 

Suppresses 

firing 
Slow ramp 

upon prolonged 

depolarization 
Spike 

repolarization 

(Shu et al. 2007) 
PNAS 

Rat Neocortex Kv1.1 DTX-I(1.1, 1.2, 1.6) 

DTX-K (kv1.1) 

Correlated with 

STUT 
discharge 

(Toledo-Rodriguez 

et al. 2004) 
Cerebral Cortex 

Gabaergic interneurons in the rat 
neocortex 

Kv1.1 (at 
least) 

DTX-I, DTX-K Responsible for 
irregular 

discharge 

(Porter et al. 1998) 
European Journal 

of Neuroscience 
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Pyramidal Neurons of the Layer II and 
layer III of rodent granular retrosplenial 

cortex  

Kv1.1 (at 
least) 

DTX-I, DTX-K late spiking  (Kurotani et al. 
2013) 

Brain Structure and 

Function 

Motor spinal neurons of rodents Kv1.2 TsTx delayed spike 
discharge with 

a slow ramp 

setting the 
RMP 

promote a slow 

acceleration in 
firing rate 

because of its 

slow 
inactivation 

(Bos et al. 2018) 
Cell Reports 

Striatal medium spiny neurons of the rat 

striata    

Kv1.2 DTX-I(1.1, 1.2, 1.6) Delay to 1st 

spike   
Reduction of 

firing 

frequency  
  

(Shen et al. 2004) 

Journal of 
Neurophysiology 

 

Table 2 Functions of Kv7 channels in mammalian central neurons 

 

LOCATION/NEURON CHANNEL 

SUBUNIT 

PHARMACOLOG

ICAL BLOCKER 

 FUNCTION  REFERENCE  

Rat sympathetic Neuron Kv7 Linopirdine Inhibition of repetitive firing 

Contribute to SFA  

(Zaika et al. 2006) 

J. Physiol 
 

(Brown and 

Passmore 2009) 
British Journal of 

Pharmacology  
Rat hippocampal CA1 
pyramidal neurons 

Kv7  Linopirdine Suppress endogenous burst firing 
followed by an afterdepolarization  

Control of AP threshold  
Stabilize the RMP 

Contribute to SFA 

Inhibit firing 

(Simon P. Aiken, 
Lampe, and 

Brown 1995) 
British Journal of 

Pharmacology 

 
(Brown and 

Passmore 2009) 

British Journal of 
Pharmacology  

Rat hippocampal dentate 

granule cells 

Kv7 XE991 control AP threshold → Blocking M-

current shifts Vth to more negative 

values 
Dampening of excitability  

(Mateos-Aparicio 

et al. 2014) 

J Physiol. 
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2.8 Previous models of HVCRA 

Computational models of neuronal circuits serve as a framework for generating 

hypotheses about cell type specific role in an active network. The behavior of the circuit 

depends on the intrinsic properties of component neurons and the dynamics of their 

interaction. Numerous models have been proposed to investigate the HVC circuitry and how 

neurons within are interconnected (Gibb, Gentner, and Abarbanel 2009; Jin, Ramazanoğlu, 

and Seung 2007; Long et al. 2010). These models were either biophysically nonrealistic 

incorporating non-ionic forms of conductance-based models or failed to replicate the 

behavior of neuronal discharge. Moreover, the diversity of cellular properties of HVC cell 

types are rarely incorporated because the full complement of channels expressed by HVC 

neurons was not known. Arij Daou and his co-workers in 2013 completed the latest model 

of HVC in an attempt to replicate the firing patterns of HVCX, HVCRA, and HVCint. While 

the spiking patterns of HVCX and HVCint were successfully reproduced, however, the model 

failed to replicate HVCRA’s firing activity. HVCRA’s model failure was due to an inaccuracy 

in the ionic currents composing that model. For instance, they attributed the delay in firing 

to the expression of the A-type current (𝐼𝐴) solely. They confirmed the presence of 𝐼𝐴 in that 

study by applying a 0.3 mM dose of 4-AP. However, 4-AP is a non-selective blocker that 

inhibits 𝐼𝐴 and 𝐼𝐷. 𝐼𝐴 is sensitive to mM concentrations of 4-AP while 𝐼𝐷 is sensitive to 

micromolar concentrations of 4-AP. Thus, the 0.3 mM dose of 4-AP used in that study may 

have blocked 𝐼𝐴 and/or 𝐼𝐷. Therefore, the delay may be dependent on the presence of either 

or both currents. Furthermore, the model trace poorly matched HVCRA’s experimental trace 

and the stuttering pattern of HVCRA wasn’t replicated as well.   
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CHAPTER 3 

METHODOLOGY 
 

This chapter summarizes the computational approach adopted to simulate the 

electrical activity of HVCRA neurons. An overview of the model fitting procedure will be 

presented first, followed by a description of the developed model and then the framework 

adopted to assess the goodness of the fitted model traces. 

 

3.1 Model fitting procedure  

Figure 16 depicts the basic workflow for model production and validation. In short, 

we constructed a single-compartment conductance-based model that generates predictions 

of the mixture of ionic currents controlling the electrical activity of HVCRA. Densities of 

somatic conductances and additional parameters are manually adjusted to match the voltage 

model trajectory to the biological trace in response to step current. The goodness of the fitted 

trace is assessed by comparing intrinsic features of interest (e.g., spike rate, spike width) of 

the experimental voltage trajectory and model response. For each electrophysiological 

feature, the error is calculated as an absolute z-score (Druckmann et al. 2007). Errors are 

then averaged together to produce a single objective error function (Gouwens et al. 2018). 

Next, we will evaluate how the model trace performed on additional stimuli upon which it 

was not fitted. Similarly, the predicted trace is evaluated by calculating the error of intrinsic 

features of interest and averaging them together. Finally, predictions about the ionic currents 
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present will be tested and verified in the slice using pharmacological manipulations (DTX to 

test the existence of the D-current (Shu et al. 2007), XE991 to test the presence of the M-

current (Brown and Passmore 2009)).  

 

Construct the model 

Parameter fitting to match 

the modeled trace to the 

biological trajectory  

Feature extraction and 

calculation of error Assess generalization of 

the model for other stimuli 

Test the existence of ID 

and IM using DTX and 

Linopirdine respectively 

Figure 16 Schematic showing the basic workflow for model production and validation. 
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3.2 HVCRA model 

We constructed a Hodgkin and Huxley like single-compartment conductance-based 

model comprised of spike producing currents (𝐼𝐾 and INA), a small conductance calcium-

activated potassium current (𝐼𝑆𝐾 ), a high threshold L type calcium current (𝐼𝐶𝑎𝐿), a slowly 

inactivating D-type potassium current (𝐼𝐷), a non-inactivating M-type potassium current 

(𝐼𝑀), an A-type potassium current (𝐼𝐴), a leak current (𝐼𝐿). and an external applied current 

(𝐼𝑎𝑝𝑝) to drive spiking. 𝐼𝑆𝐾 is activated by intracellular calcium which enters the cell through 

high threshold L-type calcium channels. known to inhibit repetitive firing by hyperpolarizing 

the membrane potential following each action potential, thus, leading to an increase in 

interspike interval and decrease in spiking frequency (Faber 2009). It also contributes to 

SFA. 𝐼𝐷 causes long delay to the first spike, slow membrane depolarization (ramp), irregular 

spiking or stuttering, and suppresses repetitive firing. 𝐼𝑀, similarly, inhibits firing and 

contributes to SFA. 𝐼𝐴 generates delay in spiking (~0.1s) and reduces the firing frequency.  

The membrane potential V is described by the following first-order differential 

equation: 

𝐶𝑚
𝑑𝑉

𝑑𝑡
= 𝐼𝑎𝑝𝑝 − (𝐼𝑁𝑎 − 𝐼𝐾 − 𝐼𝐶𝑎𝐿 − 𝐼𝑆𝐾 − 𝐼𝐷 − 𝐼𝑀 − 𝐼𝐴 − 𝐼𝐿) 

where Cm is the membrane conductance. 

𝐼𝐾, 𝐼𝐾, 𝐼𝐶𝑎𝐿, 𝐼𝐷, 𝐼𝑀, and 𝐼𝐴 are voltage-dependent currents, while 𝐼𝑆𝐾 depends on the 

concentration of intracellular calcium. The voltage-dependent currents are modeled using 

Hodgkin-Huxley formalism, so that for each current:  
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𝐼 = 𝑔𝑚𝑥ℎ𝑦(𝑉 − 𝐸) 

Where g is the maximal conductance, x and y are the numbers of gate activation and 

inactivation variables, respectively; E is the reversal potential of the ion involved, and V is 

the membrane potential. 

In these equations, currents are governed by an activation/inactivation variable x 

whose rate of change is defined by the following first-order differential equation  

𝑑𝑥

𝑑𝑡
=

𝑥∞ − 𝑥

𝜏𝑥
,         𝑥 = h, n, e, w, z or y 

where 𝜏𝑥 is the time constant of x, 𝑥∞ is the steady-state value of x, and x itself 

represents the activation/inactivation variables h, n, e, w, z, y, and r in the following 

equations, whereas 𝜃𝑥 , 𝑥 =  𝑚, 𝑛, 𝑠, 𝑤, 𝑧, 𝑦, 𝑎 𝑜𝑟 𝑒  is the half-activation/inactivation 

voltage for gating variable x  and 𝜎𝑥 , 𝑥 =  𝑚, 𝑛, 𝑠, 𝑤, 𝑧, 𝑦, 𝑎 𝑜𝑟 𝑒  is the slope factor for that 

variable.  

 

3.2.1 Defining the currents 

The voltage-dependent model currents  

Spike producing currents Na+  and K+  (Daou et al. 2013) 

𝐼𝑁𝑎 = 𝑔𝑁𝑎𝑚∞
3 (𝑉)ℎ(𝑉 − 𝑉𝑁𝑎) 

𝑚∞ =
1

1 + exp (
𝑉 − 𝜃𝑚

𝜎𝑚
)
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𝛼ℎ = 0.128exp (
𝑉 + 50

18
) 

𝛽ℎ =
4

1 + 𝑒𝑥𝑝 (
−(𝑉 + 27)

5
)
 

ℎ∞ =
𝛼ℎ

𝛼ℎ + 𝛽ℎ
 

 

𝐼𝐾 = 𝑔𝐾𝑛4(𝑉 − 𝑉𝐾) 

𝑛∞ =
1

1 + exp (
𝑉 − 𝜃𝑛

𝜎𝑛
)
 

𝜏𝑛 =
10

cosh (
𝑉 − 𝜃𝑛

2𝜎𝑛
)
 

 

L-Type 𝐶𝑎2+ current (Daou et al. 2013) 

𝐼𝐶𝑎𝐿 = 𝑔𝐶𝑎𝑉𝑠∞
2 (𝑉)(

𝐶𝑎𝑒𝑥

(1 − 𝑒𝑥𝑝 (
2𝐹𝑉
𝑅𝑇 )

) 

𝑠∞ =
1

1 + 𝑒𝑥𝑝 (
𝑉 − 𝜃𝑠

𝜎𝑠
)
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The term 
𝐹

𝑅𝑇
 is the thermal voltage, where T  is the temperature of the bathing solution 

(25°C or 298 K), R is the gas constant, and F is Faraday’s constant. 𝐶𝑎𝑒𝑥  is the external 

𝐶𝑎2+ concentration, which is 2.5 mM in the bathing solution.  

The low threshold slowly inactivating delay current 𝐼𝐷 (Shu et al. 2007) 

𝐼𝐷 = 𝑔𝐷𝑤𝑧(𝑉 − 𝑉𝐾) 

𝑤∞ = 1 −
1

1 + 𝑒𝑥𝑝 (
𝑉 − 𝜃𝑤

𝜎𝑤
)
 

𝑧∞ =
1

1 + 𝑒𝑥𝑝 (
𝑉 − 𝜃𝑧

𝜎𝑧
)
 

 

The low threshold non inactivating M-type current (𝐼𝑀) (Ross et al. 2017) 

𝐼𝑀 = 𝑔𝑀𝑦(𝑉 − 𝑉𝐾) 

𝑦∞ =
1

1 + 𝑒𝑥𝑝 (
−(𝑉 − 𝜃𝑦)

𝜎𝑦
)

 

 

The A-type current 𝐼𝐴 (Daou et al. 2013) 

𝐼𝐴 = 𝑔𝐴𝑎∞(𝑉)𝑒(𝑉 − 𝑉𝑘) 

𝑎∞ =
1

1 + 𝑒𝑥𝑝 (
𝑉 − 𝜃𝑎

𝜎𝑎
)
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𝑒∞ =
1

1 + 𝑒𝑥𝑝 (
𝑉 − 𝜃𝑒

𝜎𝑒
)
 

The voltage-independent currents 

𝐶𝑎2+ dependent potassium current 𝐼𝑆𝐾 

𝐼𝑆𝐾 = 𝑔𝑆𝐾𝑘∞([𝐶𝑎2+]𝑖)(𝑉 − 𝑉𝑘) 

Where 𝑘∞([𝐶𝑎2+]𝑖) is the steady-state activation function of the SK current that is 

based on the levels of intracellular calcium and is given by: 

𝑘∞([𝐶𝑎2+]𝑖) =
[𝐶𝑎2+]𝑖

2

[𝐶𝑎2+]𝑖
2 + 𝑘𝑠

2
 

The constant 𝑘𝑠 is the dissociation constant of the 𝐶𝑎2+-dependent current, and 

[𝐶𝑎2+]𝑖 is the intracellular concentration of free 𝐶𝑎2+ ions and is governed by 

𝑑[𝐶𝑎2+]𝑖

𝑑𝑡
= −𝑓{𝜀𝐼𝐶𝑎 + 𝑘𝐶𝑎([𝐶𝑎2+]𝑖 − 𝑏𝐶𝑎)} 

The constant 𝑓 represents the fraction of free-to-total cytosolic 𝐶𝑎2+. The constant ε 

combines the effects of buffers, cell volume, and the molar charge of calcium. Also, the 

constant 𝑘𝐶𝑎 is the calcium pump rate constant, and 𝑏𝐶𝑎 represents the basal level of 𝐶𝑎2+. 

 

The leak current IL 

𝐼𝐿 = 𝑔𝐿(𝑉 − 𝑉𝐾) 
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Simulations consisted of solving for the membrane voltage (𝑉) in response to the 

injected current 𝐼𝑎𝑝𝑝. To match the model voltage trace to the biological trajectory, we 

manually fitted several parameters in the model that directly influences the action potential 

shape (amplitude, width, afterhyperpolarization (AHP), spike train, and particular features 

of interest (latency/delay to spike, stuttering, SFA...) of the output trajectory. Thus, maximal 

conductances of the different ionic currents along with the membrane capacitance Cm were 

adjusted to control firing frequency and match gross features of individual spikes (spike 

amplitude, AHP). For more subtle control over the spike shape, half activation of Na+ and 

K+ currents were fitted. Furthermore, activation and/or inactivation time constants, in 

addition to activation and or inactivation level of the delay current 𝐼𝐷 and M-type current 𝐼𝑀 

were calibrated to capture subtle aspects of firing (latency, spike timing...). Parameter values 

that remained constant across all simulations are presented in Table 3. Model resolution and 

parameter fitting were implemented in MATLAB using a built-in graphical user interface. 

 

3.3 Model assessment  

To judge the goodness of fit, we extracted a set of features from the fitted and 

biological responses to positive current injections. The physiological features measured are 

illustrated in Figure 17. Across all modeled and biological traces, 1st spike amplitude, width, 

and afterhyperpolarization (AHP), along with the first and second interspike interval (ISI) 

were computed. The first spike amplitude was computed as the difference between peak 

spike value and minimum value of spike afterhyperpolarization. Spike width is measured at 

half maximal amplitude, AHP is measured as the difference between spike threshold and 
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minimal value of spike afterhyperpolarization, and ISI is calculated as the difference of peak 

timing of two consecutive spikes  

 

 

 

Table 3: Constant parameter values  

Parameter Value Parameter Value Parameter Value 

𝜽𝒔 -20 mV 𝜏ℎ 1 ms 𝑏𝐶𝑎 0.1 𝜇𝑀 

Latenc

S
p

ik
e 
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m
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li
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e 
 

AHP 

First Spike Width 
1

st
 ISI 2

nd
 ISI 

Spike count 

Figure 17 Feature extraction to assess the goodness of fit. The first spike amplitude is 

calculated as the difference between peak spike value and minimum value of spike 

afterhyperpolarization. Spike width is measured at half maximal amplitude, AHP is 

measured as the difference between spike threshold and minimal value of spike 

afterhyperpolarization, and ISI is measured as the difference of peak timing of two 

consecutive spikes) 
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𝜽𝒚 -45 mV 𝜏𝑒 20 ms 𝜀 0.0015 𝜇𝑀/(𝑝𝐴. 𝑚𝑠) 

𝜽𝒂 -20 mV 𝑉𝐾 -90 mV   

𝜽𝒆 -60 mV 𝑉𝑁𝑎 50 mV   

𝝈𝒔 -0.05 mV 𝑉𝐿 -70 mV   

𝝈𝒚 5 mV 𝑘𝐶𝑎 0.3 ms-1   

𝝈𝒂 -10 mV 𝑓 0.1   

𝝈𝒆 5 mV 𝑘𝑠 0.5 𝜇𝑀   
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CHAPTER 4 

RESULTS 
 

Results are presented in two sections. First, we describe the ability of the delay 

current 𝐼𝐷, M-type current 𝐼𝑀 to represent the characterizing features of HVCRA to step 

evoked firing response observed in vitro. In the following section, the fitted model traces to 

the real response of HVCRA, are shown. Model confirmation by the pharmacological 

manipulations is then presented next. Finally, results of the model assessment are shown.  

 

4.1 Influence of 𝑰𝑫 and 𝑰𝑴 on spiking patterns 

4.1.1 Influence of 𝑰𝑫 on firing patterns 

To determine to which extent the D-current can account for the phasic, stuttering, and 

delayed firing patterns observed in HVCRA responses in vitro, we constructed a model 

consisting of 𝐼𝑁𝑎, 𝐼𝐾, and 𝐼𝐷. Interestingly, we found that these patterns mainly depend on 

the availability of 𝐼𝐷 (𝑔𝐷) and its inactivation time constant (𝜏𝑧). The inactivation time 

constant 𝜏 refers to how long the ion channel takes to close. The higher the value of 𝜏 the 

longer the time the channel takes to inactivate.  

Sixteen simulations in response to 350 pA current pulse, with varying 𝑔𝐷 and 𝜏𝑧. are 

shown in Figure 18. As 𝑔𝐷 is increased, firing response transitions from long trains of action 

potentials to discontinuous spiking or STUT followed by delayed or phasic firing. For low 

values of 𝜏𝑧 , the model fires in a delayed pattern, while at higher values, the model fires a 
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single spike. Thus, as 𝐼𝐷 inactivates more slowly, and at high magnitudes of 𝑔𝐷, the model 

tends to fire in a phasic pattern. 

Examining the resulting voltage traces, a slow membrane potential depolarization is 

elicited (i) during the long delay to spike, (ii) following the single spike during phasic firing, 

and (iii) between separate bursts of action potentials during stuttering (STUT). The 

transitioning from a sustained to either a phasic, STUT or delayed response was relatively 

rapid and characterized by a differential drop in firing frequency depending on 𝜏𝑧. The longer 

the channel takes time to inactivate, the faster the drop in firing frequency.  Furthermore, a 

certain level of 𝑔𝐷is necessary to convert spiking; the simple presence of 𝐼𝐷 is not enough to 

create a phasic, delayed, or stuttering response. Once 𝑔𝐷 reaches a critical value, the rapid 

activation of 𝐼𝐷 generates an enhanced outward current, converting the firing pattern. As 𝐼𝐷 

inactivates slowly, the cell membrane depolarizes in a ramp-like way. It is only when the cell 

reaches the threshold of spiking it fires a delayed or second burst of spikes. Thus, 𝐼𝐷 is 

accountable for generating the phasic, delayed, and STUT patterns. 

Furthermore, we sought to investigate the influence of 𝐼𝐷 on the firing frequency for 

varying values of 𝜏𝑧. Thus, we evaluated the model’s firing frequency in response to 

increasing magnitudes of applied current, at different levels of 𝜏𝑧. As illustrated in Figure 

19, a progressive increase in firing frequency.is elicited at low values of 𝜏𝑧, however a sudden 

jump in firing is generated at higher levels of 𝜏𝑧, indicating the fast transition from a phasic 

to tonic spiking. Thus, the longer the channel takes time to inactivate, the faster the transition 

from a phasic activity at low applied current to a tonic firing at higher steps of stimulation 

current.  
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To examine the effect of 𝐼𝐷 on the rheobase, we compared the change in firing 

frequency in response to increasing step currents when  𝐼𝐷 is blocked (𝑔𝐷= 0) (Figure 20). 

When 𝐼𝐷 is present, firing shifted abruptly from phasic to tonic activity in response to 

increasing current pulses. The minimal current needed to elicit a spike (rheobase) was 100 

pA. Blocking 𝐼𝐷 (𝑔𝐷 =0)  lowered the rheobase (5 pA vs 100 pA for control), increased the 

spiking activity over the entire range of current injections, and blocked the abrupt increase 

in spike count.  

 

Figure 18 Influence of 𝑰𝑫 on firing patterns. Phasic, STUT and delayed patterns 

depend on the availability of 𝐼𝐷 (𝑔𝐷) and its inactivation time constant (𝜏𝑧). Dashed 

gray lines delineate the ramp. 

50 ms 

1
0
 m

V
 



 55 

 

4.1.2 Influence of 𝑰𝑴 

To examine the modulation of M-current on intrinsic excitability, we constructed a 

model consisting of 𝐼𝑁𝑎, 𝐼𝐾 and 𝐼𝑀. The resulting simulations in response to a 350 pA 

stimulation current are displayed in Figure 21. Increasing 𝑔𝑀  progressively reduced the 

firing rate, preventing the cell from generating further action potentials. At intermediate 

magnitudes of 𝑔𝑀, firing was characterized by a late spike frequency adaptation (progressive 

increase in interspike interval). As 𝑔𝑀 is further increased, firing was further suppressed 

Figure 19 Influence of 𝐼𝐷 on the firing frequency for varying values of 𝜏𝑧. The longer 

the channel takes time to inactivate, the faster the transition from a phasic activity at 

low applied current to a tonic firing at higher steps of stimulation current 
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resulting in a phasic response. The initial spikes are followed by a stabilization of the 

membrane potential. The slow activation of  𝐼𝑀 generates an outward current that raises the 

threshold for subsequent spikes, thus abbreviating spike discharge. The lack of inactivation 

of  𝐼𝑀 assists in stabilizing the membrane potential in presence of a depolarizing stimulus.  

 

 

Furthermore, we studied the model response to increasing step currents (Figure 22). 

The model fired phasically in response to the rheobase (50 pA). As the stimulation current 

Figure 20 Effect of 𝐼𝐷 on the rheobase. Blocking 𝐼𝐷 (𝑔𝐷 =0) lowered the rheobase (5 pA vs 100 

pA for control), increased the spiking activity over the entire range of current injections, and 

blocked the abrupt increase in spike count. Blue and red traces correspond to the voltage 

responses. 
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is incremented, the firing rate increased progressively, shifting from a single spike to a few 

spikes. Blocking 𝐼𝑀 (𝑔𝑀 =0) greatly increased the firing rate and shifted the rheobase to 

lower values (50 pA vs 5 pA for control) 

 

4.1.3 Influence of 𝑰𝑴 and 𝑰𝑫 

To examine the effect of both currents 𝐼𝑀 and 𝐼𝐷 on firing, we constructed a model 

consisting of 𝐼𝑁𝑎, 𝐼𝐾, 𝐼𝑀.and 𝐼𝐷. Interestingly, when both currents were present, the model 

resulted in a stuttering pattern similar to the actual electrical response of HVCRA. Figure 23 

summarizes the ionic mechanism underlying this discontinuous spiking. First, the rapid 

activation of 𝐼D at low threshold upon depolarization suppresses firing. As 𝐼𝐷 slowly 

inactivates, the cell slowly depolarizes in a ramp-like way until it reaches the spiking 

threshold and fires a second burst of action potentials. However, the slow activation of 𝐼𝑀 

and its lack of inactivation generates an enhanced non-inactivating outward current following 

the second burst of spikes, causing late spike adaptation and further suppressing spike 

discharge. 

Figure 21 Influence of 𝐼𝑀 on firing. Increasing 𝑔𝑀  progressively reduced the firing rate, 

preventing the cell from generating further action potentials 
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4.2 Model Results 

4.2.1 Fitted traces 

We have fitted the responses of 28 HVCRA neurons of 7 birds in total. Model 

parameters were calibrated to match the model output to the actual neuron’s behavior in 

response to a depolarizing current injection. Model fits were tested by assessing model 

predictions in response to current injections not used in the fitting process. Good fits and 

Figure 22 Effect of 𝐼𝑀 on the rheobase Blocking 𝐼𝑀 (𝑔𝑀 =0) greatly increased the firing rate 

and shifted the rheobase to lower values (50 pA vs 5 pA for control). 
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predictions of four neurons firing in different spiking phenotypes are shown in Figures 24-

26. The model successfully replicated the diverse firing patterns in response to the current 

injections used in slice during current-clamp recording. As illustrated in Figures 24-26, the 

model captured the phasic, tonic, delayed, and STUT patterns characterizing HVCRA activity.  

 

Figure 23 Summary of the roles of 𝐼𝑀.and 𝐼𝐷.in shaping the STUT pattern 

𝐼𝐷 is activated at low 

thresholds → inhibition 
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Sufficient 

inactivation 

of 𝐼𝐷 
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Figure 24 : Modeled (red traces) and experimental (blue traces) of 2 neurons (1 neuron/bird) 

firing phasically are displayed. Left are the fitted traces, middle and right are the predicted 

model  responses 
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4.2.2 Conductance space 

Maximal ionic conductances of 𝐼𝑁𝑎, 𝐼𝐾, 𝐼𝐴, 𝐼𝐶𝑎𝐿, 𝐼𝑆𝐾,  𝐼𝑀, and 𝐼𝐷 along with additional 

parameters were calibrated to match the neuron’s actual response. Fitting mainly depended 

on calibrating the maximal conductances of  𝐼𝑀, 𝐼𝐷, and 𝐼𝑆𝐾  and activation and inactivation 
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V
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Lilac 135 

Figure 25 Modeled (red traces) and experimental (blue traces) of 2 neurons (1 neuron/bird) 

exhibiting tonic and phasic firing are displayed. Left  are the fitted traces, middle and right 

are the predicted model  responses. 
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time constants of 𝐼𝑀 and 𝐼𝐷 respectively to reproduce the firing patterns observed in vitro. 

Examining the distribution of the predicted current magnitudes of  𝐼𝑀, 𝐼𝐷 and 𝐼𝑆𝐾 revealed 

that neurons occupied three areas in the three-dimensional conductance space (Figure 27).  

Results demonstrated that neurons’ firing responses are either governed by the 

collective activity of 𝐼𝐷 and 𝐼𝑆𝐾, 𝐼𝑀 and 𝐼𝑆𝐾 , or  𝐼𝐷 𝐼𝑆𝐾, and  𝐼𝑀. Model responses governed 

by 𝐼𝐷 and 𝐼𝑆𝐾 are characterized by (i) a phasic response followed by slow membrane 

depolarization in response to the rheobase, (ii) tonic firing with little to no adaptation in 

response to higher current steps, and (iii) a rapid increase in firing rate in response to 

increasing magnitudes of depolarizing current injections. In contrast, the model traces 

governed by 𝐼𝑀 and 𝐼𝑆𝐾 are characterized by (i) a phasic response followed by membrane 

potential stabilization in response to the rheobase, (ii) a transient or sustained firing with 

spike frequency adaptation in response to higher current injections, and (iii) a progressive 

increase in firing rate under increasing magnitudes of depolarizing current injections. While 

neurons governed by the activity of the three potassium currents was are characterized by (i) 

a stuttering firing pattern and (ii) a slow and rapid increase of firing frequency in response 

to increasing magnitudes of step currents. Thus, neurons can be classified into three distinct 

types (types I, II, and III) based on the ion channels controlling their activity. Type I 

encompasses the cells in which 𝐼𝐷 along with 𝐼𝑆𝐾 control the spike train, type II comprises 

the neurons where 𝐼𝑀 and 𝐼𝑆𝐾 regulate the firing discharge, while type III encompasses 

neurons governed by the collective activity of these three potassium currents.  
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Figure 26 Modeled (red traces) and experimental (blue traces) of 3 neurons (1 neuron/bird) 

firing in STUT pattern are displayed. Left  are the fitted traces, middle and right are the 

predicted model  responses. 
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Mainly, M and D-currents govern the general spiking pattern of these three classes, 

however, 𝐼𝑆𝐾 contributes to the regulation of subtle features of firing and more specifically 

the interspike interval. 𝐼𝑆𝐾 is a calcium-activated potassium current that activates during an 

action potential, and the resultant hyperpolarization lowers the firing frequency and 

elongates interspike intervals.  
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Figure 27 3D scatter plot of 28 modeled neurons showing the predicted conductances if 

𝐼𝑆𝐾, 𝐼𝑀and 𝐼𝐷. Each diamond refers to a neuron. Each bird is labeled by a color. 
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Figure 28 summarizes the different electrical activities classified within a single 

type. Neurons in Type I fire a single spike followed by stabilization of the membrane 

potential (due to the lack of inactivation of 𝐼𝑀) in response to the rheobase, while at higher 

applied currents it either fires a few spikes or tonically with adaptation. Neurons in type I are 

characterized by a progressive increase in firing frequency (Figure 29).  Neurons in type II 

fire also phasically in response to the rheobase, however, the single spike is followed by a 

slow increase in membrane potential caused by the slow inactivation of 𝐼𝐷. At higher applied 

currents, neurons fire in a tonic with little to no adaptation resulting in a sudden increase in 

firing frequency. As for neurons in type III, they respond phasically or in a delayed pattern 

in response to the rheobase, while at higher applied currents, they fire in a discontinuous or 

stuttering pattern with adaptation. Neurons in this class either fire progressively or abruptly 

in response to increasing steps of applied current (Figure 29).  

The model, in addition to replicating the diverse patterns, closely matched the firing 

rate in vitro for the three different classes.(Figure 29)  

Classification of HVCRA neurons into three types explained the diversity of firing 

based on gradients of potassium currents. However, within a single type, neurons tended to 

fire distinctively as well (Figure 28). The diversity within a single type is also explicated by 

the model. Simulations have shown that the ionic currents within a single type differ in their 

kinetic properties. For instance, neurons in type I either tend to fire tonically or phasically in 

response to high magnitude of applied current (Figure 30). By fitting these traces, we found 

that neurons firing tonically express an M-current with a faster activation time than neurons 
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firing phasically. In other words, the faster the M-current activates, the higher the frequency 

it fires at increased magnitudes of applied currents (Figure 30).   

 

  

Figure 28 Classification of the diverse firing activities within three types. Each row 

corresponds to the response of a single neuron to the rheobase and higher amplitudes of 

applied current 
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Figure 29 Firing frequency  plotted against increasing current injections of 28 neurons of 

the model (circles)  and experimental (diamonds) data are shown. Each color represents a 

cell type. 

 

Additionally, variability arises within type III neurons (Figure 28) which is also 

explained by the model. Neurons within this class tend to fire irregularly (stuttering pattern) 

and distinctively. Fitting these diverse traces has shown that these neurons express a D-

current that differentially inactivates across cells. We quantified these differences by 



 68 

measuring the interspike interval separating two bursts of spikes (Max ISI) and plotted it 

against the inactivation time constant 𝜏𝑧 of 𝐼𝐷 (Figure 31). We found that the Max ISI 

increases with higher values of 𝜏𝑧. Meaning that the more time 𝐼𝐷 takes to inactivate, the 

larger the distance separating two bursts of spikes.  

 

 

To summarize, the diverse firing patterns exhibited in HVCRA were classified into 

three distinct types based on gradients of low threshold potassium currents. Additionally, the 

distinct firing phenotypes within a single type were captured by the model and were shown 

Figure 30 Variability within type I neurons. (Left) Neurons in type I either tend to fire tonically 

or phasically in response to high magnitude of applied current . . (Right) Simulated F-I curves  

of the neurons in the left panel. Each color corresponds to a bird. Neurons firing tonically 

express an M-current with faster activation time than neuron firing phasically.  
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to be caused by differential activation and inactivation time constants of 𝐼𝑀 and 𝐼𝐷  

respectively.  

 

 

4.2.3 Model Confirmation: pharmacological manipulations 

By fitting the diverse biological traces, we predicted the expression of the low 

threshold potassium currents 𝐼𝑀 and 𝐼𝐷 mediated by the Kv7 and Kv1 channels respectively 

Figure 31 Variability within Type III neurons. Max ISI increases with higher values 

of tauz.( 𝜏𝑧) The more time ID takes to inactivate, the larger the distance separating 

two bursts of spikes 
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in HVCRA neurons. These ionic predictions were confirmed in slice using specific blockers. 

XE991 and DTX are  selective blockers for the Kv7 and Kv1 channels respectively.  

Bath application of XE991 in Type I neurons (n=3) converted firing from phasic to 

tonic spiking (Figure 32). Furthermore, the model responded similarly when 𝐼𝑀 was blocked 

(𝑔𝑀=0 nS). Application of XE991 also resulted in a 10 mV negative shift in voltage 

gM=0nS 
gM=10nS 

Control XE991 

Figure 32 Expression of the  M-current in type I neurons.. (A) Experimental (blue) and 

model (red) reposne of a type I neuron to different applied currents. (B) Bath application of 

XE991 converted firing from phasic to tonic. Blue and red traces correspond to the 

biological and modeled trace before application of XE991. Black and gray traces refer to 

the biological and modeled traces respectively after application of XE991. (C) First spike 

of the experimental traces before (blue) and after (red) XE991 application superimposed 
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threshold. Thus M-current mediated by the Kv7 channel is expressed in type I HVCRA 

neurons 

Bath application of DTX in type III neurons (n=2) converted firing from stuttering to 

tonic, negatively shifted action potential threshold by 7 mV, and reduced latency to the first 

spike. Similarly, the model resulted in a parallel response when 𝐼𝐷 was blocked (𝑔𝐷=0) 

(Figure 33). The resulting tonic activity after the application of DTX was characterized by 

adaptation which could be due to the presence of 𝐼𝑀 and 𝐼𝑆𝐾. Further experiments are needed 

to validate the presence of 𝐼𝑀 in type III cells. Additionally, in all cases, spike width was not 

affected after the application of the low threshold Kv blockers indicating that both 𝐼𝑀 and 𝐼𝐷 

do not participate in spike repolarization. Thus, preliminary pharmacological manipulations 

have proven the expression of both 𝐼𝑀 and 𝐼𝐷 in types I and III respectively.  

 

4.2.4 Model assessment 

We adopted a feature-based comparison approach to assess how well the fitted traces 

replicated the true biological response. Electrophysiological features of both modeled and 

experimental traces in response to 1.5x rheobase were evaluated (Figure 34). Fitted traces 

of the different cell types performed well in terms of firing rate, latency, firing threshold, and 

ISIs width. However, other features were less accurately captured by the model. Variations 

between modeled and experimental data arose in 1st spike amplitude, width and AHP.. The 

model tended to generate action potentials wider and with higher amplitudes than the 

experimental spikes. Therefore, the model replicated the actual neuron’s response in terms 
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of firing rate and characteristic patterns (delay, STUT, SFA..), while more subtle features of 

spiking weren’t accurately captured.  

 

gD= 0nS 

Figure 33 Expression of the  D-current in type III neurons.(A) Bath application of DTX 

converted firing from STUT to tonic. Blue and red traces correspond to the biological and 

modeled trace before application of DTX. Black and gray traces refer to the biological and 

modeled traces respectively after application of DTX. (B) First spike of the experimental 

traces before (blue) and after (red) DTX application superimposed.. 
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Figure 34: Comparisons between the model and experimental data for various 

electrophysiological features. 
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CHAPTER 5 

DISCUSSION 
 

In this study, we conducted a computational-based modeling approach coupled with 

experimental validation to characterize the electrical activity of RA-projecting neurons 

(HVCRA) responsible for song production in zebra finches. We developed a single-

compartment conductance-based model that replicated the diverse firing patterns of these 

neurons and predicted the presence of low thresholds potassium currents 𝐼𝑀 and 𝐼𝐷 driving 

the firing activity. These predictions were confirmed in slice using selective blockers. 

Revealing the underlying ionic mechanism led to a classification of these neurons based on 

the ion channels mainly governing their activity, suggesting that the different classes are 

caused by gradients of potassium currents. The novelty in this study lies first in predicting 

and confirming the expression of the low threshold potassium currents 𝐼𝑀 and 𝐼𝐷 in HVCRA, 

and second in the model’s ability to explain the diverse firing patterns and more specifically 

the stuttering behavior, a mechanism that wasn’t thoroughly investigated previously in the 

literature.  

While our results are the first to identify the ion channels responsible for the 

heterogeneity of firing within the HVCRA population, a previous study by Shea and his 

colleagues (Shea et al. 2010) reported the existence of two types of HVCRA neurons. They 

classified them into (i) cells that fire phasically in response to the rheobase and tonically in 

response to higher magnitudes of injected current, and (ii) cells only firing phasically 

throughout the current pulse. While there is no clear cut on classifying neurons in the nervous 
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system (Lourenço, Koukouli, and Bacci 2020; Markram et al. 2004), nevertheless, their 

findings and our current results highlight HVCRA’s heterogeneity in firing, implicating that 

there could be diversity in the morphological and functional properties of these neurons.  

Cell type classification in our study is based on either one (as in types I and II) or 

both (as in type III) of the low threshold potassium currents mainly governing the firing in 

the simulated traces (Figure 27), nonetheless, this does not nullify the possibility of the 

expression of both currents in types I and II, one current controlling the spike train and the 

other slightly affecting the excitability. Furthermore, our preliminary pharmacological 

findings confirmed the expression of Kv7 and Kv1 channels in types I and III neurons 

respectively (Figure 32Figure 33). Additional experiments are required to be conducted on 

a larger number of neurons to validate the existence of one or both channels in all three types 

and subsequently confirm the discrete or continuous classification of these neurons.  

𝐼𝐷 and 𝐼𝑀 mediated by Kv1 and Kv7 channels respectively, powerfully regulate the 

excitability in HVCRA neurons. Both currents have a profound effect on firing threshold and 

frequency. Application of DTX and XE991 negatively shifted the firing threshold by more 

than 8 mV and greatly increased firing frequency. Thus, 𝐼𝑀 and 𝐼𝐷, due to their activation at 

low thresholds, function as shunting currents around the action potential threshold effectively 

raising the threshold for action potential initiation and inhibiting repetitive firing.  

While both currents serve to inhibit neuron’s excitability and modulate action 

potential threshold, however, they differentially regulate the frequency–input current (FI) 

curve (Figure 29). Firing rates encode the intensity of many signals in the nervous system. 

For a neuron to reliably encode signals of varying intensities, it must be able to fire at low, 
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intermediate, and high frequencies (Drion, O’Leary, and Marder 2015). Our findings showed 

that 𝐼𝑀 and 𝐼𝐷 differentially affect HVCRA’s firing rate. For example, type I neurons are 

characterized with slow dynamics; their firing frequency progressively increases in response 

to increasing step currents, while type II neurons’ firing frequency increases abruptly. We 

showed that the progressive increase in firing rate was mainly due to the slow activation of 

𝐼𝑀, while the sudden jump in firing frequency was due to the fast activation and very slow 

inactivation of 𝐼𝐷. Hence, 𝐼𝑀 and 𝐼𝐷 allow HVCRA neurons to differentially filter inputs of 

various intensities.  

Thus, the expression of Kv1 and Kv7 channels can have a significant impact on 

neuronal processing. In addition to regulating excitability, Kv1 channels are known to be 

important for controlling firing precision in neurons concerned with temporal coding in both 

birds and mammals (Mathews et al. 2010). They reduce input resistance and membrane time 

constant, thus favoring speed and precision of firing (Leão 2019). Hence, the temporally 

precise and sparse activity of HVCRA in vivo may be associated with the expression of Kv1 

channels in these neurons.  

Accordingly, future studies will be necessary to unravel the actual functional roles of 

𝐼𝑀 and 𝐼𝐷 in synchronization of the neural network. The model built could serve as a 

fundamental component for a larger model of the HVC network, as it incorporates the 

diversity of cellular properties of HVCRA observed experimentally. We do note several 

limitations in our developed model in terms of replicating the intrinsic spiking features. The 

model reproduced gross features of spiking such as phasic response, long delay to firing, 

stuttering, and spike frequency adaptation, however, it failed to accurately capture subtle 
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features such as spike amplitude and width, AHP, and other (Figure 34). Capturing the 

intrinsic features of individual spikes requires tuning the kinetic properties of spike-

producing currents (Na+ and K+). To address these limitations, an automated parameter 

fitting approach along with a target objective function (feature-based comparison) would be 

necessary to optimize the fitted model traces to the experimental data. The genetic algorithm, 

which is a search-based optimization technique based on the principles of genetics and 

natural selection., has proven to be a suitable approach for models with a large number of 

parameters used for fitting (Druckmann et al. 2007; Gouwens et al. 2018). The parameters 

set generated in this study could be implemented in this technique as an initial population to 

reproduce offspring (a new solution space).  
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CHAPTER 6 

CONCLUSION  
 

Although numerous studies attempted to characterize the HVCRA electrical activity 

(Daou et al. 2013; Fayad 2018; Gibb et al. 2009; Jin et al. 2007), our results are the first to 

reproduce the diverse firing phenotypes, reveal the underlying ionic mechanism and 

categorize these neurons based on gradients of potassium currents.  

Diversity in neuronal types is exhibited in many systems and reflects specializations 

necessary to encode information suited for its neurophysiological function (Leão 2019). It 

has been proven that intrinsic biophysical diversity assists neural coding by increasing 

information content (Padmanabhan and Urban 2010). Thus, the diversity within HVCRA 

neurons reflects important specializations necessary to drive the activity in downstream areas 

and ultimately song production. It would be tempting to examine whether the neurons’ 

response in area RA (innervated by HVCRA neurons) is also dependent on a differential 

expression of ion channels in these cells. Future studies should also focus on studying the 

physiological relevance of the electrophysiological diversity of HVCRA neurons and how this 

diversity would be translated into functional differences in the local neural network.  
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