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ABSTRACT
OF THE THESIS OF

Mohsen Youssef Shamas for Master of Science
Major: Computer Science

Title: MetaDial: A Meta-learning Approach for Dialogue Generation in Arabic Language

Dialogue generation is the automatic generation of a text response, given a post by
a user. The advancements in deep learning models have made developing conversa-
tional systems not only possible, but also effective and helpful in many applications
spanning a variety of domains. Nevertheless, work on Arabic Conversational bots
is still limited due to various challenges including the language rich morphology,
huge vocabulary, and the scarcity of data resources. Although meta-learning has
been introduced before in the natural language processing (NLP) realm and showed
significant improvements in many tasks, it has rarely been used in natural language
generation (NLG) tasks and never in Arabic NLG. In this thesis, we propose a
meta-learning approach for Arabic Dialogue generation for fast adaptation on low
resource domains. We start by using existing pre-trained models; we then meta-learn
the initial parameters on high resource dataset before fine-tuning the parameters on
the target tasks. We prove that the proposed model that employs meta-learning
techniques improves generalization and enables fast adaptation of the transformer
model on low-resource NLG tasks. We report gains in the BLEU-4 in improve-
ments in Semantic textual Similarity (STS) metrics in comparison with the existing
state-of-the-art approach. We also do a further study on the effectiveness of the
meta-learning algorithms on the response generation of the models.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Conversational chatbots are the artificial agents that perform the task of dialogue
generation in either specific or open domains. Open domain chatbots are meant to
enroll in broad range of general-topic human conversations. In classifying artificial
chatbots based on the general approaches used to develop them, there have been
generally two categories: the retrieval based chatbots and the generative chatbots.
Retrieval based chatbots use repositories of predefined answers and heuristics to
choose appropriate answers to input text. Generative chatbots, on the other hand,
use machine translation techniques to generate response as a translation to the user
input(context).

The development of dialogue generation systems started way before the devel-
opment of the earliest generative deep learning models, where the first chatter bots

[1], [2] relied purely on rule based approaches and primitive natural language pro-



Ciin gh g A8 A Canl Ba U 9158 Ja gm 20308 Ja a1 L U je
1998 e A s Wil g ey

Hey what's up do use Google very often? | really love the company

n and was surprised to hear that it was founded back in 1998.

Blall 8 Alalie sl T g daladi) mueall e (a4l it

La gl
I think everyone must use it daily! its become ingrained in
everv dav life

Figure 1.1: Example dialogue from ArabicTopicalChat (Translation of TopicalChat)
between a human and an artificial chatbot

cessing scripts. However, with the development of powerful neural network models
and their successful implementation on many natural language processing (NLP)
and natural language generation (NLG) applications, the development and use of
dialogue response systems became ubiquitous. Artificial conversational agents are
currently being used in a wide variety of applications from mental health care sys-
tems, to I'T support services, to marketing, to entertainment industry and many
others. Focus on open-domain chatbots started to arise after the development of
complex recurrent neural networks(RNNs) and lately transformers architectures to

study NLG tasks of which lies the dialogue response generation.

1.2 Arabic Natural Language Processing

Although many approaches have been used to develop robust conversational systems,
such systems can impose a real challenge when it comes to the Arabic language.
Arabic is in itself a sophisticated language with a complex morphology and rich

10



vocabulary. This contributes heavily to the difficulty of developing Arabic-speaking
artificial agents. In addition to the complex characteristics of the language itself,
the availability of data for training or evaluation is still very limited, in comparison
to other high resource languages. The challenge of data scarcity in the Arabic
NLP tasks has been studied and pursued in previous works such as utilizing semi-
supervised learning for Arabic Named Entity Recognition [3]. Given those challenges
and others, there has yet to be a powerful and efficient model for developing a robust

Arabic dialogue system.

1.3 Objective

This work introduces meta-learning to the realm of Arabic natural language gen-
eration, and specifically Arabic dialogue generation. We provide a comprehensive
study on the effectiveness of using meta-learning techniques on pretrained trans-
formers for Arabic dialogue generation. To achieve our goal, we adopt the full
transformer architecture [4] and initialize it with pretrained checkpoints from the
AraBERT model [5]. To mitigate the challenges of low resources, and to further
enable the fast adaptation of the model on small datasets, we employ the famous
Model Agnostic Meta-Learning (MAML) algorithm [0] and its variation, Reptile [7].
The aim of this optimization approach is to enable fast adaptation of the model
when finetuned on small datasets[(]. This approach has been shown to be successful
when trained on classification tasks from the GLUE benchmark [3] especially when

Reptile algorithm was used to meta-learn initial parameters[9]. To the best of our
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knowledge, there has not been any work on Arabic NLG that studies the effect of
meta-learning algorithms on training Arabic NLP models. Also, our approach is
the first to apply meta-learning on the full transformer model for the open-domain
dialogue generation task.

The rest of the work is organized as follows: in chapter 2, we review the lit-
erature on dialogue generation in English and Arabic languages. Next, we define
our approach for tackling Arabic dialogue generation in chapter 3. Then, datasets
are described in chapter 4. We proceed to discuss our experiments and results in

chapter 5, and we provide conclusion and final remarks in chapter 6.

12



CHAPTER 2

LITERATURE REVIEW

Researchers have developed plenty of approaches to improve the quality of response
generation by the conversational agents. In this chapter, we will first focus on the
notable English state of the art approaches and then review the attempts to tackle

Arabic Dialogue generation.

2.1 English Dialogue Generation

Before the advancements in deep learning approaches, chatbots used to utilize
markup languages and knowledge bases and databases as retrieval based models.
[10] developed a corpus based conversational agent that utilizes SQL to retrieve
responses from database. They developed a real time system, which could extract
both database attributes and attribute values from the user input and automatically
respond to the user’s input using a rule based approach. [11] studied and reviewed
reward-driven process, partially observableMarkov decision processes (POMDPs).

In their work, they explored POMDP-based spoken dialog systems and explained
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the challenges and mitigations such reward based dialogue systems. An example of
an end-to-end system was proposed by [12]. Their work studied practical and effi-
cient end-to-end dialog control with supervised and reinforcement learning. Their
model, Hybrid Code Networks, combines a recurrent neural network with knowl-
edge templates to reduce the amount of training data required and to benefit from
inferring a latent representation of dialog state. Rasa is an open-source intent-
based chatbot framework [13]. The framework is composed of different components:
speech recognition module, spoken language understanding (SLU) module, dialogue
state tracker, dialogue policy optimization, and a Text to Speech module. [14] use
statistical machine translation (SMT) approaches and information retrieval (IR)
approaches to develop dialogue response generation models. They show in their
work that SMT-based models perform substantially better than IR-based mod-
els. With the development of the sequence to sequence architectures [15], that
are comprised of two recurrent neural networks, named encoder and decoder, chat-
bots would have the capability of response generation. [16] developed an ensemble
of retrieval-based and generation-based dialogue system. The response is generated
by a recurrent neural network. [17] developed a sequential matching network that
first matches response with each utterance in the context and creates a vector with
matching information. Vectors are fed into an RNN that outputs the response.
[18] explored the issue of generating safe and commonplace responses encountered
by researchers when developing sequence-to-sequence models; they found that one
reason behind this is the use of unidi-rectional likelihood of output (responses)

given input (messages). They propose Maximum Mutual Information (MMI) as
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the objective function for the Seq2Seq model to mitigate this problem and showed
that their approach outperform previous approaches with respect to the diversity
of the generated outputs. In yet another approach, the work of [19] presented
two persona-based neural response generation models; a single-speaker SPEAKER
MODEL and a dyadic SPEAKER-ADDRESSEE MODEL,within a sequence-to-
sequence (SEQ2SEQ) frame-work. They reported improvements in the BLEU and
perplexity scores after incorporating persona to their dialogue response system. In
other attempts to tackle dialogue generation, some researchers have used reinforce-
ment learning (RL) and Generative Adversarial Networks (GANs) to produce and
study dialogue response models; [20] proposed using an adversarial training ap-
proach for response generation and trained their model in a reinforcement learning
framework. They report performance improvements when training their model using
adversarial learning. [21] introduced MILABOT, a deep reinforcement learning chat-
bot that consists of an ensemble of natural language generation and retrieval models,
including template-based models, bag-of-words models, sequence-to-sequence neural
network and latent variable neural network models. [22] modeled dialogue genera-
tion as a reinforcement learning problem where they defined a reward function for
a Seq2Seq model based on Gated Recurrent Units (GRU) and attention. In an at-
tempt to utilize transformers for developing conversational bots, [23] introduced a
new benchmark EmpatheticDialogue, and used it to train and evaluate deep learn-
ing models. They employed workers from Amazon Mechanical Turk to generate
the conversations and the empathy labels for each context-response pair. They ex-

perimented with different variations of the transformer model ( auto-encoder, auto-

15



regressive decoder, and full architecture). They observed that the produced response
by the created chatbots contain higher level of empathy than previous approaches.
In another approach tackling dialogue generation in the few-shot domain, [21] ex-
plored dialogue generation using pretrained language model. Their work introduces
and defines the problem of few-shot learning in NLG. It also proposed a multido-
main table to text dataset. And they propose a novel algorithm to reduce human
annotation efforts and improve model performance. [25] developed an improved
chatbot that uses EmpatheticDialogue dataset to finetune a generative pretrained
transformer (GPT) pretrained on the BooksCorpus dataset [20], a big dataset that
contains more than 7000 unpublished books. Also, they pretrained the model on
the PersonnaChat dataset [27] to increase engagingness of the model. They showed
that pretraining a transformer model yields better generalization and improvemend
in its ability of natural language understanding (NLU). Other approaches modeled
the Dialogue generation task as reinforcement learning problem in which the chatbot
interacts with the end-users and observes the results of its actions. It receives each
time a reward which can be positive or negative. The learning process of the chatbot
happens throughout the conversations. [28] presented LaMDA: Language Models
for Dialog Applications. The work describes a family of Transformer-based neural
language models specialized for dialog that, when finetuned on annotated data, lead
to significant improvements of the dialogue response generation towards the two key
challenges of safety and factual grounding. They also explore the use of LaMDA in

the multiple domains including education and content-recommendations.
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2.1.1 Meta-learning for Dialogue Generation

Recent work on dialogue generation has started utilizing meta-learning technique
to optimize the natural language generation (NLG) performed by the conversa-
tional agent; [29] proposed a domain adaptive dialog generation method based on
meta-learning (DAML). There model, DAML, learns from multiple rich-resource
tasks and then adapts to new domains with minimal training samples. The two-
step gradient updates in DAML enable the model to learn general features across
multiple tasks. They observed that DAML proves as robust and effective method
for training dialogue systems with low resources. In a similar approach, [30] pro-
posed a generalized optimization-based meta-learning approach Meta-NLG for the
low-resource NLG task. Meta-NLG utilizes Meta NLG tasks and a meta-learning
optimization procedure based on Model Agnostic Meta-Learning (MAML). They
showed in their work that the Meta NLG outperforms all existing models on the
low resource tasks that they tested on and proved that their approach fastens the
adaptation significantly in low resource situations. In a more recent approach, [31]
proposed a Meta-X o frame-work based on meta-learning and language cluster-
ing for effective cross-lingual transfer and generation. The work studies the use of

meta-learning for zero-shot cross-lingual transfer and generation.

2.2 Arabic Dialogue Generation

Although research on conversational systems has been myriad in general, contribu-

tions in Arabic dialogue generation and chatbots development is still limited. This
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is due to the challenges imposed by the language structure and sophisticated mor-
phology, and also due to the limited data for benchmarking and evaluation. It was in
2014 that the first work tackling Arabic conversational bot was published ArabChat
[32]. The architecture was comprised a scripting engine and a rule-based scripting
language to handle the contexts of conversations. The authors also developed a Pat-
tern Matching approach to handle users’ conversations. ArabChat was able to direct
the user in their conversation’s topics, and at the same time it was flexible enough
to follow the user and their topics of interest. [33] introduced “BOTTA”, an Arabic
Chatbot that simulated conversations in the Egyptian Dialect. AIML was used to
develop the chatbot, and AIML files were used to create BOTTA’s knowledge base.
Morcover, sets of AIML from ROSIE (variation of ALICE chatbot [2]) were directly
translated to be used by BOTTA. OlloBot [31] is an Arabic conversational agent
that aims to assist physicians support patients with the health process. The devel-
opment of OlloBot was done by listing intents and entities and building the dialogue
structure and flow on IBM Watson Conversation. More recently, work on Arabic
Chatbots started to involve more deep learning methods. [35] introduced an empa-
thetic chatbot adopting a deep learning approach; the authors trained a Bi-LSTM
Seq2Seq model combined with attention on the ArabicEmpatheticDialogue data set.
Their contribution showed that deep learning yielded better results than all previous
approaches. Another work that uses the same dataset [30] experimented with the
transformer model [1] with pretrained checkpoints and outperformed the previous
model when evaluated using the same data from ArabicEmpatheticDialogue.

There has been some approaches in tackling dialogue generation and natural
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language generation in Arabic and English, and meta-learning has been studied for
the NLG task, but the work is still limited to NLG in English, and end-to-end task
oriented dialogue generation. Our approach is the first to study the effect of meta-
learning on Arabic dialogue generation, and the first to study open-domain dialogue
generation for low resource language using the full sequence-to-sequence transformer

architecture with meta-learning a language model.
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CHAPTER 3

PROPOSED APPROACH

In this chapter, we first provide background on meta-learning algorithms, then
we elaborate on incorporating meta-learning with the deep learning framework to

achieve fast adaptation for dialogue generation.

3.1 Background: Meta-learning

Meta-learning is the process of learning to learn. Meta-learning algorithms are

optimization algorithms that aim to optimize specific part of the machine learning
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Figure 3.1: Meta-learning initial parameters
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process. Some algorithms aim to learn to initialize model parameters|(], others
focus on learning the optimizer throughout the learning process[37]; some other
algorithms learn to compare[38], and others aim to learn the whole learning process
[39]. In our work we incorporate MAML with the learning framework; MAML is
an algorithm that aims to initialize the model parameters to fastly adapt to the
target tasks at the finetuning stage, using as little data as possible. The goal of
MAML optimization is to enable the model of adapting to low resource target tasks
by meta-training it on high-resource auxiliary tasks. Formally, We define a set of
tasks T = {T,T»,T3...} given that task T' =< X,Y > where X = zy29..2,, and
Y = y19s..y, are the respective sequences of words that comprise input and response
sentences. Model parameters 6 are meta-learned using auxiliary tasks T,,, and then

finetuned on target tasks:

0" = Learn(T;, Metalearn(T ., 6))

where * are the parameters adapted to the low resource task T;.
The hypothesis tested in our work proposes that using MAML for Arabic dialogue
generation would initialize the model parameters to be closer to the domain space

of the target tasks(see figure 3.1).

3.2 Learning Framework

Our framework is comprised of three main phases: pretraining of a transformer

model, meta-learning the parameters of the pretrained model using the meta-learning
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algorithm, and lastly finetuning the model on the target task. The full framework
is illustrated in figure 3.3.

The model architecture that we adapt extends the BERT2BERT model archi-
tecture developed by [10]. It is essentially a seq2seq model that uses the original
transformer implementation of the work of [1] with slight modifications. For the
encoder implementation, the RELU activation function is replaced with the GELU
function following the BERT model [11]. The decoder implementation is also iden-
tical to BERT but with 1 modifications: the self attention mechanism is masked to
look only to the left context. An attention mechanism is added between the encoder
and the decoder. Illustration of the model architecture can be shown in figure 3.2

We load a pretrained model with both encoder and decoder parameters initialized
with pretrained checkpoints. Pretraining is the unsupervised learning of the model
parameters on unlabeled NLP tasks to increase generalization [41]. For the pre-

finetuning optimization, meta-learning, we experiment with model-agnostic meta-
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learning [0] which, uses auxiliary tasks to meta-learn model’s initial parameters to
enable fast adaptation of the model on target tasks. The method is gradient descent-
based, as it samples a batch of tasks from a task distribution and performs multiple
training steps. Given the initial parameters of the model and the list of the updated
parameters over cach training step, the next step is to learn parameters that can
adapt to each of the tasks in a balanced fashion.

In the context of the NLP task of dialogue generation, a task is defined as an
input-response data sample. the meta-learning phase is done by sampling auxiliary
tasks from a task distribution in batches of constant size k, and for each batch
the model learn k parameters from the tasks. Then, the meta-learning algorithm
performs an outer update to the model parameters from the k updated parameters.
Formally, given model fp parametrized by 6 and distribution p(7") over set of tasks
Ty, T3, .., Ty, at each iteration of the meta-learning algorithm, we sample batch of
tasks {T;} of size k from p(T"). Then for each task T}, model parameters are updated

with k& gradient descent steps using the equation:
0P = 0% — oV Li(fy)

where « is the meta-learning rate and L; is the objective function chosen to be the
categorical cross-entropy error over the task 7;.

The meta-learning step following the & computations of the parameters ng) would
then differ between the original MAML algorithm and Reptile algorithm. This steps

is used to update the original parameters 6.
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The vanilla MAML algorithm updates the model with meta-objective function[9]:

min Z L(fory

T(i)~p(T)

hence the parameters 6 are updated using MAML by using gradient descent:
6= 0 — BVoL(fy)

where (3 is the meta-learning rate of fy over 6.

On the other hand, reptile algorithm does not use gradient update for a second
time; it uses the multiple gradient descents from the previous steps to move the
model weights toward new parameters. The equation by which the parameters are

updated according to reptile is:

b=0+5—-— 3 (-0
HTZH T(i)~p(T)

Although reptile algorithm has a much lower complexity than the vanilla MAML
algorithm because MAML performs second order gradient descent which is compu-
tationally heavy and time consuming, it has been demonstrated in previous works

[7], 19], [12] that reptile can achieve competitive and sometimes better performance.
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CHAPTER 4

DATASETS

Almost every Arabic Natural Language Processing project encounters the challenge
of securing datasets that fairly represents the NLP application’s data space. Na-
tive datasets for Arabic dialogue generation are still non-existent, so we use Arabic
translations from existing English datasets for the task of dialogue response gen-
eration. In this chapter, we first describe the dataset of which the auxiliary tasks
arc sampled for meta-learning the model parameters. Then, we describe the dataset
used of which the target tasks are used for finetuning the model for dialogue gener-
ation. We also compare the datasets against each other in terms of readability, and

by finetuning language models using cach of them.

4.1 ArabicTopicalChat Dataset

We sample the auxiliary tasks used for meta-learning from ArabicTopicalChat, a

dataset we created by translating the TopicalChat dataset [13] from English to
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Arabic using the python library googletrans' that implements the google translate
API. The original dataset contains 11 thousands human-human conversation, where
each conversation is alternating dialogue lines between two human conversing agents.
The total number of conversation lines is approximately 188 thousands, distributed
over 8 sentiment classes.

To create ArabicTopicalChat, we translate every conversation line from Topi-
calChat and then for each two consecutive lines that belong to the same conversa-
tion, we create one data point with the first line as context and the second line as
response. This is done for the purpose of meta-learning using tasks similar in shape
to the target tasks. After that, we clean the dataset from sentences with remaining
English words, as they would affect the meta-learning negatively. ArabicTopicalChat
dataset contains 123025 context-response pair of Arabic human conversation lines.
Examples from the dataset can be shown in the figures 1.1 and 4.1

We then evaluate quality of the translation of the dataset following [35]. We
sample 100 random sentences from TopicalChat dataset with their respective trans-
lations and compare each Arabic sentence to its Arabic translation. Assessing the
quality of the translation, we find out that 6 out of the 100 sample translations were
unreasonable whereas 95 were reasonable. This was due to several factors one of
which is the informality of the conversations and sometimes the slang phrases used

by the English speakers that cannot be properly translated to Arabic.

https://pypi.org/project/googletrans,/
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Figure 4.2: Example from ArabicEmpatheticDialogue Dataset
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Metrics EmpatheticDialogue TopicalChat

Flesch 85.43 86.71
Cunning Fog 6.53 6.12
Dale-Chall 7.62 6.49
Automated Readability Index 4.6 3.09

Table 4.1: Similar readability scores for the two datasets show that they are seman-
tically and syntactically similar

4.2 ArabicEmpatheticDialogue Dataset

ArabicEmpatheticDialogue Dataset was introduced in the work of [35], and was used
to train the first deep learning model for Arabic dialogue generation. It was also used
for finetuning the existing state-of-the-art model [36]. Hence, following the recent
successful work, we use ArabicEmpatheticDialogue to finetune our model. The
target tasks set size is the same size of the training dataset described in the literature.
ArabicEmpatheticDialogue contains 36626 context-response pair of Arabic human
conversation lines; the conversations are distributed over 6 sentiment classes. The
conversations were translated from English EmpatheticDialogue[23] also using the

Googletrans API. An example from the dataset is presented in figure 4.2.

4.3 Data Statistics

Statistics performed on the two English datasets and two Arabic datasets and com-
pared to each others respectively show that both datasets, Arabic and English,

contain semantically and syntactically similar data.
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Metrics ArabicEmpathticDialogue ArabicTopicalChat

Average Faseeh count 0.17 0.02
Average Char count 72.7 53.8
Average Sentence length 9.98 7.78

Table 4.2: Arabic translations of the datasets have similar statistics with ArabicEm-
patheticDialogue scoring higher difficulty due to longer sentences and higher average
Faseeh count

4.3.1 English Dataset Statistics

We evaluated English datasets using Flesch, Cunning Fogg, automated readability
index (ARI) [14], and Dave-Chall[15] metrics. Each of these metrics calculates
a readability score that indicate a certain level of the difficulty for reading English
language text. Similar scores for Flesch and Cunning Fog signifies that both datasets
are readable by people from the same educational level; high scores for Flesch, Fog
and A.R.I.(between 80 and 90 for Flesch and between 6 and 7 for Fog) signifies lower
difficulty levels which means that text from both datasets is readable by middle

school students. The results are shown in table 4.1.

4.3.2 Arabic Dataset Statistics

Since evaluation of Arabic text is more challenging, we performed statistics on the
word count and character count per conversation line in addition to the faseeh
count[16] which counts the number of "faseeh” words, which are words in Arabic
language with morphological and structural aspects that, if exist in a sentence,
increase the difficulty of reading it. Scores for the Arabic datasets are shown in
table 4.2. The statistics indicate that ArabicTopicalChat dataset is slightly less

complex and and more general than ArabicEmpatheticDialogue dataset.
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Metrics\Training data ArabicEmpatheticDialogue  ArabicTopicalChat cleaned

BLEU-3 0.1028 0.1174
BLEU-4 0.09 0.1207
STS 0.5912 0.522

Table 4.3: Evaluation of the finetuned transformers on different datasets using
BLEU-3, BLEU-4 and Semantic Textual Similarity (STS)

4.3.3 Finetuning Language Models

To demonstrate the efficacy of the newly introduced dataset ArabicEmpathetic-
Dialogue dataset, we finetune a language model using each dataset. We use the
BERT2BERT transformer architecture and initialize the model with AraBERT pre-
trained checkpoints following [35]. We evaluate the models using the testing split
from ArabicEmpatheticDialogue and report the BLEU-3, BLEU-4, and the semantic

textual similarity scores. The results are shown in the table 4.3.
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CHAPTER 5

EXPERIMENTS AND RESULTS

5.1 Experimental Setup

We initialize a Seq2Seq transformer with AraBERT checkpoints. We meta-learn the
model using auxiliary tasks from ArabicTopicalChat; we learn on 6000 task batches
randomly sampled from the dataset with a batch size of 32 tasks. Huggingface’s
Transformers implementation of the transformer architecture was used [17]. Pytorch
library code was utilized to implement MAML and Reptile, huggingface trainer API
was used for finetuning the models on ArabicEmpatheticDialogue dataset, and 12GB
NVIDIA Tesla K80 GPU was used for accelerating the meta-learning and finetuning

processes.

5.2 Evaluation

We train and evaluate three different models: pretrained model meta-learned us-

ing MAML (Pretrained+MAML+Finetuned), pretrained model meta-learning us-
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ing reptile (Pretrained+Reptile+Finetuned), and the existing state-of-the-art model
[35] which does not use any form of optimization (Pretrained 4+ Finetuned). Each
of the models is finetuned on different sized subsets of the original ArabicEmpathet-
icDialogue dataset to interpret the efficiency of MAML and Reptile optimization on
different sized training data: 10%, 30%, and 50%.

We generate the text response using top-k sampling with k=50, as opposed to
beam search which was used by the most recent work [30]. It has been shown that
using top-k sampling with large values of k would decrease the repetitiveness of the

model output and makes it more human-like[13].

5.2.1 Automatic Evaluation

We use the Bilingual Evaluation Understudy (BLEU) automated metric [19] and
the semantic textual similarity (STS) metric to evaluate our experiments. BLEU
is a metric mainly inroduced for evaluating automatic machine translation models.
It works by comparing the generated output with the reference ”translations”, and
computes the overlap between n-grams from generated text and the reference. The
score range is between zero and hundred with zero indicating no overlap at all,
and one meaning that the reference and the candidate are identical. The semantic
textual similarity metric compares the reference response to the model-generated
response by computing the sentence encoding of each response and computing the

cosine similarity between them.
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10% data 30% data 50% data
Models BLEU-4 STS BLEU-4 STS BLEU-4 STS

FT 6.82 64.82 891 68.68  8.63 67.73
MAML.FT 7.62 67.27 9.17 68.75 9.01 68.16
Reptile.FT 7.91 67.12  9.19 68.73  8.95 67.85

Table 5.1: automatic evaluation of the three approaches (FT: finetuned, MAML and
finetuned, and reptile and finetuned) showing BLEU-4 and ST'S scores

10% 30% 50%
Models BLEU-4 STS BLEU-4 STS BLEU-4 STS
FT 8.1601 24.7291 9.8139  28.387 10.5662  30.891

MAML + FT 8.2956 23.8921  9.777 28.7763 10.9723 31.3401
Reptile + F'T  8.2796 243395  9.5993 27.9365 107232  30.9173

Table 5.2: automatic evaluation of the three approaches using the English datasets,
showing BLEU-4 and STS scores

Arabic Dialogue Systems Automatic Evaluation

We evaluate our 3 models, after training each one on 3 different-sized training
datasets seperately, resulting in 9 experiments. We report BLEU-4 and STS scores
in table 5.1. Our results show that both MAML and Reptile score higher for STS and
BLEU-4 when trained on a very small dataset. However, as the size of the dataset
increases, BLEU and STS scores for the three approaches converges to nearly equal
results. One conclusion that can be concluded from our results is that meta-learning

is most efficient in the low-resource domains with the scarcest resources.

English Dialogue Systems Automatic Evaluation

To get further insights on our results, we use the original English datasets to con-
duct the same experiments. We meta-learn our models using MAML and reptile

algorithms. We use EmpatheticDialogue dataset for meta-learning. For finetuning
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we use 10%, 30%, and 50% subsets from TopicalChat dataset. We also evaluate the
models using BLEU and STS. Results are shown in table 5.2. Our results show that
both MAML and Reptile score higher than the existing state-of-the-art model for
STS and BLEU-4 when trained on very small datasets. The tables also show that
BLEU scores for all English experiments is larger than all BLEU scores for Arabic

experiments given the same size of the training data.

5.2.2 Statistical Significance

To get more insights on how significant is the improvements in the BLEU scores
between the existing state-of-the-art model and our meta-learned models. Hence,
we choose to to test the statistical significance of the models finetuned on 30% of the
training data as it presents the average medium among our mediums of experiments.
We adopt the paired bootstrap resampling test as described in [50]. Bootstrap
and resampling are widely applicable statistical methods which relax many of the
assumptions of classical statistics. Bootstrap allows computation of statistics from
limited data and allows us to compute statistics from multiple subsamples of the
dataset. It also allows us to make minimal distribution assumptions.

Therefore, in order to test the statistical significance of our BLEU results on our
models outputs, we sample subsets from the 1800 results generated by two systems,
each subset has a size half to the population size which is 900, and compare the
BLEU-4 scores. We repeat k=200 times with different samples. After that, we use
the pairs of the computed BLEU scores to compute the p-value, win-lose ratio of

the models, median scores, mean scores, and 95% confidence intervals. The overall
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Figure 5.1: Paired Bootstrap Resampling

MAML vs Rep MAML 0.020 0.133 0.133 [0.129, 0.139
Rep 0.980 0.139 0.139 [0.135, 0.145

system pairs models win-ratio mean median CI p
Rep vs FT Rep 0.870 0.139 0.139 [0.134, 0.144] 0.130
FT 0.130 0.136 0.139 [0.131, 0.142] -
MAML vs FT MAML 0.540 0.152  0.153 [0.133, 0.177]  0.460
FT 0.460 0.152  0.152 [0.127, 0.172] -
|
]

0.020

Table 5.3: Paired bootstrap resampling performed on results generated by models
trained on 30% training sub-dataset

procedure is illustrated in figure 5.1.

Our results show that there seems to be a trend showing that the model meta-
learned with Reptile performs better than the model that was meta-learned as the
p-value is equal to 0.13 which signifies that the probability that the null hypothesis
(the hypothesis that the improvement in the scores is sheer coincidence) is false is
87%. On the other hand the we can reject the null hypothesis that MAML does not
improve over the state-of-the-art with only 54% confidence. Numerical details are
provided in the table 5.3. We note that the confidence interval in all experiments is
narrow so we can conclude that the sampled data is sufficient for generalizing over

the data space.
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10% 30% 50%

Models Fluency Relevance Fluency Relevance Fluency Relevance
FT 2.59 1.83 3.40 2.12 3.4 2.43
MAML + FT 3.18 2.7 3.54 2.77 3.75 2.87
Reptile + FT  2.69 2.06 3.42 2.78 3.62 2.92

Table 5.4: Results of manual evaluation of the 9 experiments

5.2.3 Manual FEvaluation

It has been shown that BLEU metric is insufficient alone for evaluating conversa-
tional systems. [51] suggests that automated metrics used for evaluating machine
translation and automatic text summarization tasks are insufficient and weakly cor-
relate with human evaluation. For this reason, and because of the lack of an es-
tablished standardized evaluation methodology, we perform manual evaluation for
our models. We choose to optimize the 3 models finetuned using the 3 subsets from
the training dataset (10%, 30%, and 50%). So the total number of experiments
evaluated manually is 9 experiments.

We generate the text response using top-k sampling with k=50, as opposed to
beam search which was used by the most recent work naous-etal-2021-empathetic. It
has been shown that using top-k sampling with large values of k would decrease the
repetitiveness of the model output and makes it more human-like[18]. We sample
50 examples from the testing dataset from ArabicEmpatheticDialogue. For each of
the 50 examples, each one of the 9 models would generate a response, given input
context. The generated responses are then rated by speakers of the Arabic language
(one evaluation to each example). The evaluator is asked to rate the sentences

fluency and its relevance to the given context. To do so, the rater is asked to answer
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two questions regarding each sentence’s fluency and relevance:

e Fluency: How understandable was the generated response from a language

perspective

e Relevance: How relevant was the generated response to the given input con-

text?

Each sentence is given 2 ratings, each ranges from 1 to 5, with 1 scoring the lowest,
and 5 being the highest rating for any sentence. The evaluation results are shown
in table 5.4. More on the distribution of the manual evaluation results for each
experiments are provided in Appendix A. Observing the ratings from different ex-
periments, the histograms show a clear shift in ratings between the previous SOTA
model and the meta-learned models as the meta-learned models generated responses
scored more times 5 and 4 than the previous SOTA model in all experiments, and
the ratings for the meta-learned models’ generated output scored higher, according

to table 5.4.

5.3 Discussion

To get more insights on the output, we sample some examples and generate the
responses using the English and Arabic models trained on 30% of the data. The
examples are provided in Appendix B.

Observing the generated output from the models, it can be deduced that the
meta-learning algorithms are improving the models’ performances from several per-
spectives. In addition to increasing coherence and fluency and improving relevance
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of the generated output, the meta-learned models seem to show tendency to predict
sentiment and emotional state from the input better than the non-meta-learned
models. This occurs even when the models do not produce completely coherent
output. Also, the English meta-learned models seem to produce fluent outputs no
matter how little data the models are being trained on. This does not stand for
Arabic experiments, as we observe that some generated responses contain spelling
mistakes, and sometimes the whole generated sentence lacks coherence. This also
endorses the difference in the BLEU scores, as English BLEU scores were higher
than the Arabic scores in general, as stated before. This can be attributed to the er-
ror margin and the weekness in the translation of the training and testing data, and
also to the complex morphology and huge vocabulary, in comparison to the English
language. This can be further explored from a linguistic perspective to understand
the difference between NLG in English and Arabic and to point out distinguishing

attributes of each of the two languages.

5.4 Limitations

Limitations of the work span different arcas. A major limitation imposed on us and
on researchers in the domain of Arabic Natural Language Generation, is the non-
existence of any native public dataset for the Arabic NLG, which imposes a huge
challenge on developing robust Arabic dialogue system. Another limitation is the
computational power and complexity limitation, which is specific to meta-learning.

since the algorithm is sequential by construction, even using GPUs with high VRAM

39



for parallel processing does not accelerate the training enough. Consequently, the
meta-learning process can be inefficiently time-costly especially if the domain space

is relatively huge which requires substantial amount of data to be used for training.
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CHAPTER 6

CONCLUSION AND FUTURE WORK

In this section, we summarize the key points from this thesis and state the future

work to be done.

6.1 Conclusion

In this work, we present a novel comprehensive study on optimizing Natural Lan-
guage Generation models in Arabic language using two meta-learning algorithms:
vanilla model-agnostic meta-learning and Reptile. To evaluate our proposed learn-
ing framework, we introduce a dataset for meta-learning, ArabicTopicalChat. We
evaluate our models using BLEU and STS automated metrics and test the signifi-
cance of the improvement of the BLEU scores with respect to previous approach by
employing paired bootstrap resampling. We further demonstrate that meta-learning
natural language generation models produce improved response generation by man-
ually evaluate sample generated responses. We hence showed that in the Arabic

low-resource domain, meta-learning can improve results of dialogue generation.
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6.2 Future Work

This research open the doors for many work that can still be done regarding studying
meta-learning for Arabic NLG and Arabic NLP in general. Firstly, the work can be
improved by working on producing a native Arabic dataset for open-domain dialogue
response generation, as this will eliminate the challenge of the translation error
margin completely. Furthermore, more extensive experimental study on different
sized datasets can yield more robust conclusion regarding most efficient task set
sizes. Another way that we believe that can substantially improve the results is
tuning the hyperparamters for meta-learning. Experiments can be conducted more
extensively to study the effect of sampling more or less batches, and also the effect
of increasing or decreasing the size of the sampled batches from auxiliary tasks.
Another plan for the future experiments is to experiment with multi-domain and
task-oriented dialogue generation datasets in English and Arabic. Other future
trajectories include experimenting with different datasets from low resource domains
(low resource languages, domain specific dialogue generation...) and with other

meta-learning algorithms.

42



APPENDIX A

DISTRIBUTIONS OF NUMERICAL

RESULTS OF MANUAL EVALUATION

While it shows clearly that the meta-learned models outperform the state-of-the-
art, we can notice that the improvement is still margin and the increase trend is
tangential to the previous approach. Also, it can be established that both reptile and
MAML improve the generation of the NLG model, but more experiments should be
conducted to enable the researchers of drawing conclusions regarding the efficiency
of MAML algorithm with respect to Reptile, and when should Reptile be used, and
when should MAML be used on the other hand. This is among the important future
directions that this work may continue in to explore distinguishing characteristics

between MAML and Reptile.
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Figure A.1: Distribution of fluency scores in 10% domain by 3 models
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Figure A.2: Distribution of relevance scores in 10% domain by 3 models
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Figure A.3: Distribution of fluency scores in 30% domain by 3 models
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Figure A.4: Distribution of relevance scores in 30% domain by 3 models
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Figure A.5: Distribution of fluency scores in 50% domain by 3 models
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APPENDIX B

EXAMPLES ON RESPONSE

(GENERATION

We provide examples from training MAML, Reptile and SOTA models using 30%

of the training data from the English and the Arabic domain in this appendix.
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Context

A Dl e B g g (e i Lo S 1 paey 3L 15 5 Slie S )
R I PO FUR TS

Reference response

v dle 058 0l camg A ) sae b Q) (mn (e anmal) Sna 3 o
gladl G e el 60 Y (Sa pealali Jiaiad e 8V e 88 o Jal ¢ G
iy g oll S Al ) o glay o BYI e

Arabic

MAML response $ e gt o clias s

Reptile response gy adidl o AT 8w e ¢ 08 f ey . W paclle S 51

lila ) ol s 4y

Finetuned response Jo Vpadadlle GSog gl

Context It was locked. They broke the window and stole all my change and

my son's birthday present that was in the trunk.

Reference response Are you kidding me? The nerve of some people. How desperate do

you have to be... Well, | hope you can at least replace the present

so your son isn't too sad. And at least they didn't try to bust into

English your home and harm you.
MAML response how do you feel about it now?

Reptile response that stinks. Im sorry you lost it. would that be a big thing to do?

Finetuned response i stole my car and my brother stole the cash from me. | felt very

alone the entire time.

Figure B.1: Example 1 from generated responses

Reference response fagh by iae s

Arabic MAML response ¢ uaa 1ile | B glaae e
Reptile response LSl ey (S o el U
Finetuned response ¢ L:"_F'J 3 e Sl clad Sl et 130 el Ja gL e ALl

Context I met an old friend in high school while | was at the store. It w

as a shock!
Reference response Has it been a long time?
English

MAMIL response

thats great! how was it?

Reptile response

Finetuned response

thats awesome. did you two meet in high school?

Figure B.2: Example 2 from generated responses
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context

bl g s sy IS ey of sl caing) | Al sl U

Reference response

sl o atalad f 354 aBaat o e 1a o

Arabic MAML response ¢l o 13l Sl g laud Caud
Reptile response >V 058 O e Y A A § i S s
Finetuned response Ty et peall plalall e S Ja pmp ot Y
context | am very upset. | just found out my husband was cheating on
me last week.
Enoiich Reference response Oh, this is disgusting. Did you guys talk or cut it straight away?
nglis

MAML response

oh no! thats terrible, how did he manage to lose it?

Reptile response

i lost my husband and he had to lie about it.

Finetuned response

oh no! are you really upset about?

Figure B.3: Example 3 from generated responses
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