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ABSTRACT
OF THE PROJECT OF

Ghumdan Hatim Al-Sabahi for Master of Science
Major: Computer Science

Title: Quantifying Gender and Political Bias in Arabic Word Embeddings

Word embeddings are a breakthrough in the world of artificial intelligence. They replaced
the one hot encoding that is used in many Natural Language Processing (NLP) systems
such as sentiment analysis, recommendation systems, and so on. In word embeddings,
each word is represented as a vector with related words clustered together. In other words,
words that are close in vector space should have similar meanings. Recent research,
however, has revealed that these word embeddings contain biases towards specific groups
that are transferred from our culture to machines. However, the majority of such research
has been conducted for English word embeddings. Other research on languages that
incorporate grammatical gender terms have adjusted the bias test to accommodate for
gendered words. However, little has been done on the Arabic language. In this study, we
focus on quantifying gender and political bias in Twitter, Wikipedia, and two Lebanese
newspaper corpora, all of which were trained using the CBOW algorithm. In the Twitter
and Wikipedia models, we examine the relation of male and female terms with various
categories, including strength, weakness, career, family, domestic work, science, art,
money & business, and beauty & appearance. Furthermore, we investigate the
relationships between “Palestine” and “Israel” in all of our embeddings with
“occupation”, “resistance”, “peace”, and “violence” & “terrorism”. We rely on manual
translation and evaluation due to a scarcity of Arabic language literature. Our findings
reveal that some stereotypes, such as the connection of females with domestic work and
art as well as males with strength and money & business, are expressed in our
embeddings. In terms of political categories, the Lebanese newspapers examined have
long portrayed Israel using terms associated with “occupation and violence” &
“terrorism”, whereas Palestinians have long been associated with “resistance”.
Furthermore, we investigate the political bias in greater depth across decades to
demonstrate how newspapers' opinions have evolved over time.
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CHAPTER |

INTRODUCTION

A. Motivation

Biases and stereotypes have continued to exist in our societies throughout history.
Women, for example, have been related to certain jobs or housekeeping, African
Americans have been linked to criminal activities, and much more. These biases are
visible on a daily basis in two forms: verbal and written. These data are the primary
sources that feed NLP systems. Since Al is derived from mathematics, people assumed it
would not contain any bias since math is neutral. People eventually discovered that the
output of these Al models was skewed towards certain groups. For example, when
translating "he is a nurse" to Arabic using Google Translate, the output is ')t s8," which
has no meaning. On the other hand, when we translate the statement "she is a nurse," we
obtain '«= s & ' which is accurate.! The 'Reviewed by contributors' mark appears next
to these translations.? We can see here that Google Translate has a gender bias toward
women using the word "nurse," despite the fact that the term "nurse" can refer to either a
male or a female. In other words, the word nurse was not associated with the pronoun
"he." This bias was transferred to machines from our cultures.

Al has extended across several industries since its birth. With this expansion, there
is widespread fear that the biases and stereotypes we live with and fight against will be

passed down to future generations via robots. Furthermore, these Al systems can detect

! The example provided was last captured on September 9™, 2022,
2 Reviewed by contributors: Translation was marked as correct by Google Translate users.



hidden biases and stereotypes that we are currently unaware of but will become more
evident in the future.

B. Literature Review

One of the earliest studies about gender bias in word embeddings was done by
(Bolukbasi et al., 2016) in their paper called “Man is to Computer Programmer as Woman
Is to Homemaker? Debiasing Word Embeddings.” Their work shed a light on the
importance of quantifying gender bias and debiasing word embeddings. There have been
several studies to detect biases or stereotypes towards particular groups through word
embeddings that followed (Bolukbasi et al., 2016). (Caliskan et al., 2017) have shown
that a machine learning model, GloVe, trained on data from the web, has biases towards
race and gender. They have also introduced a Word Embedding Association Test
(WEAT) analogous to the Implicit Association Test (IAT) used in psychology. (Garg et
al., 2018) has studied gender and ethnic biases for the past 100 years in the United States.
They found out that the embeddings captured the women’s movement. Also, (Wevers,
2019) compared the gender bias towards occupations, psychological states, and social life
in six Dutch newspapers over four decades. Further studies (Mendelsohn et al., 2020),
showed how LGBTQ groups are always associated with dehumanizing languages.

All the previously mentioned studies were conducted on languages that do not
contain grammatical gendered words. However, there have been few studies that tackled
gender bias in languages with grammatical gender. (Zhou et al., 2019) provided the
MWEAT which is a modified version of the WEAT test that takes grammatical gendered
words into an account and applies them to the French and Spanish languages. Moreover,
(Lauscher et al., 2020) investigated bias found in Arabic word embeddings using several

tests applied on embeddings. They added the male and female versions of the words to



the target lists. Alternatively, (Chen et al., 2021) extend the method used in (Bolukbasi et
al., 2016) to account for languages with grammatical gender. Their analysis was done in
nine languages, where five languages have grammatical gender including Arabic. No
other studies about biases through word embeddings were published in the Arabic
language to the best of our knowledge. We will be studying gender bias in the context of

the Lebanese media, Twitter, and Wikipedia through word embeddings.

10



CHAPTER 11

METHODOLOGY

A. Datasets

We performed our gender bias experiments over the Twitter and Wikipedia word
embeddings. As for the political bias, we performed the experiment over Twitter,
Wikipedia, and two Lebanese newspapers word embeddings. The Twitter and Wikipedia
embeddings were trained by (Soliman et al., 2017)% while the Lebanese newspapers
embeddings were trained by (Doughman et al., 2020).

1. Twitter

The Twitter corpus consists of 77,600,000 Arabic tweets shared in the period
between 2008 and 2016. These tweets were written using many Arabic dialects and sub-

dialects. All the data was trained using the n-grams CBOW algorithm.

2. Wikipedia

This dataset is the 2017 Arabic dump of Wikipedia. All articles were divided
into paragraphs giving a total of 1,800,000 paragraphs. All this data was also trained

using n-grams CBOW algorithm

3. Lebanese Newspapers

We performed the analysis on As-Safir and An-Nahar newspapers. Both

newspapers have been leading in Lebanon, but As-Safir closed in December 2016.

3 Twitter and Wikipedia models can be downloaded from https://github.com/bakrianoo/aravec

11



a. As-Safir:

e 12058 issues

e 15.2 ~ 16 pages per issue

e 1974 —2011 timeframe

e Range of 37 years
b. Nabhar:

o 23,112 issues

e 11.9~ 12 pages per issue

e 1933-2009

e Range of 76 years

Both newspapers have CBOW word embeddings trained on the entire corpus as

well as embeddings trained on a decade level.

B. Experimental Setup

We must determine a collection of key terms that best describe the group in order
to quantify any bias toward groups like females or Palestinians. Then, we must create
categories, such as "strength” or "peace," against which bias must be measured. These
categories also contain a set of words. We next run our bias test on each group against

the corresponding category.

1. Forming Groups

In our study, the groups were divided into two gender groups, male and female,
and two political groups, Palestinians and Israel. Gender sets are composed of gender

traits and pronouns. For example, the male group's set was filled with male attributes such

12



as man and father, as well as gender pronouns such as he and masculine they. The female
group's set was filled with the feminine equivalents of the male group's keywords. In
terms of the political groups, we populated the sets with commonly used terminologies
in the Arab world. The Palestinian group, for example, contained terminologies like
Palestine and Muslims, whereas the Israel group contained terms like Zionist and Jewish.

The Appendix provides all the keywords in each category.

2. Forming Categories

Due to the lack of word categorization in Arabic literature, we relied on translating
English categorized words using Google Translate. Each term was translated and then
reviewed before adding it to the set. The English word categorization tool is called
Empath, and it was done by (Fast et al., 2016)*. The final step was to exclude words that
convey more than one meaning. For example, the word weak means ‘“a=’ in Arabic
which can also indicate a loss in weight, so it was removed from the weakness set. We
analyzed gender bias over nine categories. The following table shows the categories and

some sample words.

4You can find the repository for the English terms in https://github.com/Ejhfast/empath-client

13



Category Sample Keywords

Strength Strong, capability, effort

Weakness Weakness, tired, exhausted

Career Office, business, salary, manager, doctor
Family Family, relatives, marriage, divorce
Domestic Work (D_W) Cooking, cleaning, bread

Science Engineering, medicine, researcher

Art Creative, artist, exhibition, designer
Money & Business (M&B) Company, economics, budget, dollar
Beauty & Appearance (B&A) Beautiful, tall, blond, flirt

Table 1: Gender categories with samples

Regarding political bias, we constructed 4 categories as shown in the table

below.
Category Sample Keywords
Occupation Raid, missile, explosion
Resistance Suffering, confrontation, adaptation
Peace Safe, peaceful, quiet
Violence & Terrorism (V&T) Massacre, terrorist, crime
Table 2: Political categories with samples
3. Bias Test

We used the bias tests used in (Bolukbasi et al., 2016) and (Chen et al., 2021) for

political bias and gender bias respectively.

14



a. Political Bias

We first need to identify our political direction. In other words, we are seeking a
vector that can capture all the political group terms used. To construct this vector, we take
the vector of the first word from the Israel list minus the vector of the first word from the

Palestinian list.

JEWS — MUSLIMS
We do this for all the terms in the list, and then we aggregate these vectors and
apply principal component analysis, PCA, and take the first component. PCA is a
dimensionality reduction technique where it reduces higher dimensions into lower
dimensions. The intuition behind applying PCA is to have one direction that accounts for
all the variation in our calculated vectors. We will refer to this vector as g. Next, we apply

the below direct bias test for each of our categories.

1
Direct bias = W z cos (W, g)

WEN

where N is the political category set, and cos(w,g) is the cosine similarity between the
word vector w and the political direction g. This equation yields a result between -1 and
1. A positive result indicates a bias toward Israel while a negative result indicates a bias
toward Palestinians.
b. Gender Bias

We apply the same method described above to get the gender direction. We take
a vector from our female category minus the corresponding vector from the male. We
then apply PCA to the aggregated vectors. Next, we apply a modified version of the bias

test to account for gendered words.

freqm * cos(Wn, §) + freqy * cos(wr, §)
freqm + freqy

1
Direct bias = — Z
IN|

WEN

15



where N is the gender category set, cos(w,g) is the cosine similarity between the word
vector w and the gender direction g, wm is the masculine term, ws is the feminine term,
fregm and freqr are the frequency of the masculine and feminine term respectively. The
intuition behind taking the weighted average is that we need to consider the word

frequency as we believe it has a value in the bias test.

16



CHAPTER I1I

RESULTS

A. Gendered Discourse

A positive value indicates a bias towards females while a negative value

indicates a bias towards males.

cbow-twitter

Strength -
Weakness -
Career
Family -

D_W -

Categories

Science

Art

M&B

T T T T T T T T T
—0.100 —0.075 —0.050 —0.025 0.000 0.025 0.050 0.075 0.100
Category Association

Figure 1: Gender bias on the Twitter word embedding.

Based on our study of the Twitter word embedding, males are mostly linked with
careers and only tangentially with strength, science, and M&B. Females, on the other
hand, are primarily linked with family, B&A, and only tangentially with D_W and Art.
Even though females are rarely connected with weakness, due to its small scale, it might

be viewed as a balance.
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chow-wiki

Strength -
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Career -
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D W - I
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T T T T T T T
-0.075 -0.050 -0.025 0.000 0025 0.050 0.075
Category Association

Figure 2: Gender bias on the Wikipedia word embedding

As per our research, males are strongly related with weakness and B&A and only
occasionally associated with strength, family, and M&B. Females, on the other hand,
have a stronger association with career and science and a weaker association with the arts.
Regardless of the fact that D_W is seldom ever connected with females, its tiny

magnitude allows it to be seen as a balance.
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B. Political Discourse

A positive value indicates a bias toward Israel while a negative value indicates a

bias toward Palestinians.

chow-twitter

Occupation

Resistance -

Categories

Peace -

WET

T T T T T T T T T
-0.20 -0.15 -0.10 -0.05 Q.00 0.05 0.10 0.15 0.20
Category Association

Figure 3: Political bias on the Twitter word embedding
Political bias on Twitter reveals that V&T and Israel have a strong relationship.

They are connected to occupation and peace as well. Palestinians, on the other hand, have

a slight association with resistance.
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cbow-wiki
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Figure 4: Political bias on the Wikipedia word embedding
Our political bias results on Wikipedia show that Israel has a very strong

association with occupation and V&T whereas resistance and peace are associated with

Palestinians.

Terrorism-chow-twitter
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Figure 5: Terrorism bias on the Twitter word embedding
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Violence-chow-twitter

‘
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Figure 6: Violence bias on the Twitter word embedding

For the V&T category, an interesting result in the Twitter word embedding is that

all words are associated with Israel except for the word ‘G_s’

nahar-1933 2009

Occupation A

Resistance -

Categories

Peace -

V&T

T T T T T T T
-0.15 -0.10 —0.05 0.00 0.05 0.10 0.15
Category Association

Figure 7: Political bias on the An-Nahar newspaper word embedding
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assafir-1974 2011

Occupation

Resistance -

Categories

Peace

V&T
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-0.15 -0.10 —0.05 0.00 0.05 0.10 0.15
Category Association

Figure 8: Political bias on the As-Safir newspaper word embedding
Both newspapers exhibit the agreement on the direction and almost the magnitude
of bias towards each political group. Israel is associated with occupation and V&T while
Palestinians are highly associated with resistance and slightly associated with peace.

C. Political Discourse (Temporal)

A positive value indicates a bias toward Israel while a negative value indicates a
bias toward Palestinians. Note that As-Safir did not exist in the decades between the

period of 1933 — 1972. Therefore, a value of 0 was assigned to it in these decades.
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Figure 9: Occupation trends in the newspapers’ word embeddings.

Israel has been linked to occupation from 1933 to 1972, according to An-Nabhar.
When As-Safir was first published, it held a different occupation interpretation from
An-Nahar from 1973 through 1992. Beginning in 1993, both publications shared the

same perspective.
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Resistance
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Figure 10: Resistance trends in the newspapers’ word embeddings.

There has been a balance towards resistance in the first two decades. Then, Israel
has been linked to resistance from 1953 to 1972, according to An-Nahar. In contrast to
An-Nahar from 1973 to 1992, As-Safir had a distinct resistance interpretation at the time
of its initial publication. Both newspapers began to adopt the same viewpoint around

1993.
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Figure 11: Peace trends in the newspapers’ word embeddings.
There has been a balance towards peace in the first three decades. Then, Palestine
has been linked to peace from 1963 to 1972, according to An-Nahar. As-Safir had a clear

peace interpretation when it was first published, unlike An-Nahar from 1973 until 1992.

Around 1993, the two newspapers started to express the same opinion.
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Figure 12: V&T trends in the newspapers’ word embeddings.
Israel has been linked to V&T from 1933 to 1962 while Palestinians have been
linked to V&T from 1963 to 1972, according to An-Nahar. The V&T interpretation of
As-Safir at the time of its initial publication was distinct from that of An-Nahar from 1973

to 1992. Both newspapers began to have the same view in 1993.
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CHAPTER VI

DISCUSSION

A. Hypotheses

e We hypothesize that strength, career, science, and money & business have been
associated with males.

e We hypothesize that weakness, family, domestic work, art, and beauty &
appearance have been associated with females.

e We hypothesize that Palestine has been associated with peace and resistance while
Israel has been associated with occupation and violence & terrorism.

B. Gender Discourse

As most Twitter users communicate their opinions through tweets, our gender
assumptions, which reflect the thinking of the majority of the Arab World, are confirmed
by the data from Twitter. Wikipedia, on the other hand, shows a strong correlation
between career and science for females and weakness, family, and B&A for males.
Wikipedia includes a substantial number of Arabic pages concerning feminism and
gender equality since Wikipedia authors frequently write to dispel preconceived notions.
These subjects could have pushed males more in the direction of weakness, family, and
B&A while influencing women's career and science associations. Males are indeed
connected with strength and M&B, while females are associated with art and domestic

work, according to both Wikipedia and Twitter.
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C. Political Discourse

According to Wikipedia and Twitter, whereas Palestine has been linked to
resistance, Israel has been linked to occupation and V&T. Twitter indicates that Israel is
more linked with peace, in contrast to Wikipedia, which indicates the reverse. Political
articles on Wikipedia are published to summarize and record historical events. These
incidents get Palestine closer to peace. Twitter users, in contrast, typically tweet as soon
as an incident takes place. The data from 2008 to 2016 were used to train the Twitter
model. Israel held several peace negotiations throughout that time, including one in
Washington, D.C., and Sharm el-Sheikh in September 2010. Users tweet about such
events instantly.

The high magnitudes of words in the V&T category should be noted. While
gender and political entries on Wikipedia appear to be evenly distributed, Arabs prefer to
discuss politics on Twitter more frequently than gender issues.

Results from Lebanese newspapers reveal that both newspapers' viewpoints are
generally in agreement. The fact that Israel and Lebanon have repeatedly engaged in
armed conflict has led to a strong association between resistance and the Palestinians.

D. Political Discourse (Temporal)

Our simulations accurately represented the fact that there was no mutually
acceptable peace from 1943 to 1962. Additionally, the First Intifada was overstated in
our model since both publications gave resistance a very high magnitude despite the fact
that they had the exact opposite perspective. The occupation was closely associated with
Israel when the state of Israel was established due to a large number of Palestinians

refugees facing exodus. Furthermore, Palestinian civilian casualties have outnumbered

28



Israeli civilian casualties, which may justify the newspapers associating Israel very close

relationship with V&T during the past two decades.
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CHAPTER V

CONCLUSION

Our research has some restrictions that we are unable to overcome. First, just
two newspapers serve as our data providers. As a result, our evaluation of the media bias
in Lebanon is rendered exclusively through the lens of these newspapers, which typically
convey the opinions of journalists, rather than broadcasted media like TV and radio, other
newspapers, and the opinions of other people. Additionally, OCR software was used to
capture our data. This recognition program commonly yields inaccurate results because
of spelling errors. Another issue is that the terms used for each category will limit and
make our techniques of assessing bias unrepresentative.

On models trained on annual data with more categories, more research may be
done. To explore biases across countries and people, the Twitter model may also be split
into separate models for each dialect. One can do more research using additional terms
with various dialects and more group attributes because the terms in the groups and

categories have a significant impact on our findings.
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APPENDIX

Gender Bias

Males= ['4 lae’ Jlod! llna! fqual 1S3 il tda ) 1y 21 et L faa! Tl ! et
Females=[' e’ 'l Llaa Maua! | A1 Bawd 18l jalt Mledt Cal Ngle! toid top! fal' 1o
1]

StrengthM=["z"," 3" "Jlad" "5 jlan " g " M5l Male (8" MAELN Ml 08" 1 081 15 B Maga
']

StrengthF=["z","sagiaa" "alad "3 jlaal "ay 8" Mo laS! Al e MABL" 1) )8 1 08" 15 B Mg
']

WeaknessM=["z soase"," sedia" "ol Muaia” M 38 ya'"]

WeaknessF=["4a s yaa"","s jalia" " danal! "Asaia" A58 5a"]

CareerM=[" " 12" Masaa" M 5" M anlaa Mol )" M ilaa" M et M jlad" Mdiga
B S g T B2

Jlao I 1 calaa® M2t MCalSM M jSt! ML e

CareerF=[" ,"s_na" | Miecaa" M e Mianlaa Mol )" " Gilaa" i Mdae ! M et MAiea
Mladl! ae (& Ma jaa AES ga"! MApda! M " My 0 M 1 AS 5"

Jlac 1" MEpalaa M MAESN M5 55 Sul! MRS Malies""]

FamilyM=["1", "8 a1 o " e 53" IR Mae ! el 5 3 3, Al A sk el 1 (33Ua
Ale " M5 s

FamilyF=[", "Gl malt 1 5 Maa g 31 MANAN Miae ! Vel 5 31 e 31, eyt MA sl Malala! " 35Us
Alile " "5yl ™

DomesticWorkM=[" e "o ja" Manda" Mealaiy" Maaday Maudaa! Maaka! 1 3AN Miaga""]

DomestchorkF [" b ‘“H " U ”C.ul:\A” " Si mn HG\BH H: j " "c_‘kﬂ "‘)_\;H "4.A€_A"]
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ScienceM=[","sbuasS" "iuia
,'|¢\:U~:‘§vv’vv;t=‘;ivv’vv P ""S“""'g_'qhi"js‘”"'ekc","g._da","és"’"Q\TPAL})"’”C_M ...”
"nn nn nmn nn nn nn nn n

g_x;.a , g_s}mb )J}\AAS t).\;:a &\).\;\ (.\)lc J\S.u\
& 2 H’H _ “.j ""'J}:\SJ""'E\J}:\SJ"’"uﬂ-)-.l@-A"’"&:.—\;Lj”"]
ScienceF=[","sbas" "duria
,"9\:’)..-.‘5","9L:‘31",” 3 :"'S"”"'g_'quﬁS\""'uLc""'g._da","eﬂs""'Q\:ng})"’”C_aU ..."

"non "non "non "non -2 -n n nn nn "

t_\;_a N g_s}u\A ).:}L:.AS & t\).\;\ ?Jh: J\S.u\
4_‘__)_\“" "4.\.\.:)9" "3 }\SA" ") ‘}‘SJ" "4_..@_«.@_.4" "4_\;\4""]
ArtM:[" ’"&A..m" ,"8\.\.3‘\

uuvv u Caal! "C)““" "LJ-UL‘" "61-“')" "(»;...u)" "J}*‘“’" u)_‘}‘d_‘n uu-a)mu "Q\.’é" u‘;@n

’ s &
u " Al "udﬁ)” nm\u " s }An uuﬁ}ou "4\_&»}.@" "u);f

o )} ","gk”,"cbji",":«US"—","Qé","Qggjj""]
ArtF:[n ,"Ji.cd..m" ’"&‘J..I;‘

"MIA.I" n n HC‘)MH va‘jhﬂ "MLA&‘)" ”ﬁ“‘_)" "bJ " H‘)_’ -1 "u.a_)a.n" "4—11.\3” ”‘fﬁ"
":\ nn 1 HUASJH "4—\.\9\” n f” "Mﬁ‘}‘“” ”‘\-\%}A” "‘4_)3_)-‘\

(% ‘5 b

2_3 i ","£._")L",";LJJ‘”"';L.\.Q”’"Oé","O.LI "H"]
MoneyAndBusinessM=[" ,"<s_pas" "ely
"n - \S.Lw" ”u.uAAA" H IA.I” H o ","j‘)j.-.’","_)yjin,"Lﬁ_)\ "’"dLA",”éll.a.é..l"’”‘):\..l‘ﬁlﬁn,"oﬁﬁn

@‘)H HJ\ Sy \H "dgg " "d"‘}‘“"" HLJJ“H "5‘5‘)3" ”&‘9‘)"“‘“" HM\‘)MH Hua‘)sll Hu:“)ll
2 b
4.91.\.&.4” "‘).\J&" "d.t}u}.\” "45‘ EAll "J\ 5\" "t} AL ”dLAQ‘""]
MoneyAndBusinessF=[" "< _yaa" "<l
"n - ls.\.ui" ummn "ne J\A—}" HS‘)_JH ”‘9‘)‘9"” "JY}J" "LS_) " "dLAH "@L‘J" "b‘).u‘}\l&\” n ‘9-’3"
s @‘)H HJ\ Sy \H "dgg " "d"‘}‘“"" "LJ.\M","DJ‘)S" ”&‘9‘)"“‘“" HM\‘)MH Hua‘)sll Hu:“)ll

lil "b‘).}J.A" "d.}‘}w.\" 1145\ =1 ”J S‘” ”t " "dLAQ‘""]
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BeautyAndAppearanceM=[" "4

"n « \n " oa \u ou}u’n “ ~‘n’nd£}ku,ndhlﬁn’n 1 u’ug._ﬂ;\;u’ndu.;u’u:ﬁuiu
LS—‘-’)J" el ud u " LA})" n;fd_éu "a Gl "u»Lﬂ" "MLJ" " n nm)mn vvw)‘&_‘n " inn]

BeautyAndAppearanceF=[" "4l

-

8 551 e " ARSI M SRS 10y 515y AL gL AL Ra" Mmaa 3" e L
(i 5" ilat 1SRN M aila g " MALEY 1 g B LI MAELIN M5 e s

Pollical Bias

Israel= [ ba’ "2 seal Mol 'O ol 1 sed "ommalit) o1 1L ! ! S saga']

Palestine= [Auilaulall 'y parill' 1 idaldd eplanddt 'ouleat ') sandald! 1 saiha llal " naliall]
Occupation= [','duadil' 'Jal fasa 'Jial' Gla sise!|Cpila siasall' ik shuse! ' DA i
se! ) ladl! MChal Tr ) peall langl! 1 5 bt ladl el 1 e’ ilih sl fangl"]
Resistance =[',%ea sl aBI 12 paa’ e il 1o sanall' dand! o]y’ ' Jluad S 5lla
Laglia' Mgl 5ol 1AL

Peace=["dsalu” ") s e g2 Meaala" Molal" el M el 1 _aludl! ML allss]

V&T= [ \ciie! Myl "G,A" ey ja' ik el puall! ey jall tsliie) talglacal Haludt 153
SR T gaba 1 Tl falae Y1 A YV e )Y Qe )" eIt D) T sl 135 pladt 15 ud
A’ Ao’ it e 52"

GitHub Repository: https://github.com/gha30/genderAndPoliticalBias
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