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Abstract 11 

In phase-change materials PCMs application for cooling, melting happens at nearly constant 12 

temperature preventing an increase in temperature until full melting occurs. So, controlling the 13 

fusion duration can be helpful to maintain the thermal comfort at lower energy demand. This study 14 

investigates the impact of using a uniform magnetic field on the rate of melting of Octadecane 15 

PCM, with and without the addition of high-conductivity nanoparticles, and when considering 16 

enclosures of various aspect ratios. We note that about 43% decrease in liquid fraction, and 17 

consequently melting rate, can be obtained for a Hartmann number of 100 and when Lorentz force 18 

direction is opposite to the buoyant force. We also show that the aspect ratio of the enclosure has 19 

an impact on the magnetic susceptibility of the PCM. Also, with the addition of nanoparticles, the 20 

effect of Lorentz force becomes more intense but the overall decrease in melting rate is not evident 21 

because of the increase in conductive heat transfer. So, their use might be promising in scenarios 22 
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where increasing the rate of melting is needed. Consequently, for a substantial impact on the fusion 23 

rate of a phase-change material, the strength of the magnetic field, the enclosure shape, and the 24 

conductivity of the material should be carefully considered. 25 

Keywords: Phase change materials (PCM), magnetic field, numerical simulation, finite volume 26 

method, melting, thermal energy storage 27 

Nomenclature 28 

𝑢⃗  velocity vector (m/s) 29 

t time (s) 30 

p pressure (Pa) 31 

𝑔  acceleration due to gravity (m/s2) 32 

𝑇 temperature (k) 33 

𝑇𝑅𝑒𝑓  reference temperature (k) 34 

𝑇𝑐, 𝑇ℎ cold and hot wall temperature (k) 35 

𝐷⃗⃗  Darcy source term 36 

𝐹 𝑙 Lorentz force 37 

𝐶 morphology constant for the mushy region 38 

𝑏 constant to prevent division by zero 39 

∆𝐻 enthalpy (J/kg) 40 

𝐿 latent heat of fusion (J/kg) 41 

Ha Hartmann number 42 

PCM Phase Change Material 43 

AR Aspect Ratio 44 
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v volume fraction 45 

𝐵 magnetic field strength (T) 46 

E electric field (v/m) 47 

J current density (A/m2) 48 

𝑐𝑝 specific heat capacity (J/kg K)  49 

𝑘 thermal conductivity (W/m k) 50 

𝑆 heat source term 51 

 52 

Greek Symbols 53 

μ dynamic viscosity (kg/m s) 54 

𝛽 thermal expansion coefficient (k-1) 55 

𝜎 electrical conductivity (s/m) 56 

𝛼 liquid fraction  57 

𝜌 density (kg/m3) 58 

 59 

Subscript 60 

s solid state 61 

l liquid state 62 

p nanoparticle 63 

nf nano enhanced PCM 64 

 65 

 66 

 67 



4 
 

1. Introduction 68 

 69 

Phase change materials, used as latent thermal energy storage means, are gaining prominence in 70 

energy storage applications due to their important roles in energy technologies [1]. Mainly, phase 71 

change materials have high latent heat of fusion and can store and release heat at a nearly constant 72 

temperature. Consequently, they can improve temperature regulation and reduce energy 73 

consumption – thus contributing to the reduction of CO2 emissions [2], [3].  They are applied in 74 

solar energy storage, smart housing, agricultural greenhouses, temperature-regulating textile, heat 75 

management of electronics, telecommunications, microprocessors, and biomedical systems [4]. 76 

Latent heat storage systems are also used in building envelopes, household hot water supply 77 

systems, domestic space heating and air conditioning, and absorption refrigeration [5]. 78 

Nevertheless, the use of phase change materials for energy storage suffers from major drawbacks. 79 

They, generally, have poor thermal conductivity [6], show incongruent melting, and exhibit large 80 

supercooling Hirschey et al. [7]. Dannemand et al. [8] also highlighted the problem of phase 81 

separation, expansion, and contraction of phase change materials during melting and solidification 82 

and impulsive release of heat. 83 

Several research groups have developed strategies to resolve some of these downsides. Xie et al. 84 

[9] proposed the use of nucleating agents in resolving the issue of supercooling and the use of 85 

porous materials to address the problem of leakage, phase separation, and corrosion of phase 86 

change materials.  87 

On the other hand, in most applications, phase-change materials lack control on determining when 88 

energy should be released because their crystallization depends on the ambient temperature [10]. 89 

To avoid this, a high energy barrier for reverse-phase change from high to low energy must be 90 
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installed [11]. Intermolecular forces such as Vander Waals, dipolar, and hydrogen bonding 91 

influence phase shifts, and transition temperature and heat storage density can be adjusted by 92 

modifying the main interactions between constituents [12] [13].  93 

Another issue that is not tackled in the literature is how fast the PCM stores and releases the energy. 94 

Most works [20-22] focused on improving heat transfer by improving the thermal conductivity pf 95 

the PCM through the addition of nanoparticles. They found out that adding conductive 96 

nanoparticles to PCM enhance heat storage rate and power [20-22] and can hamper convective 97 

heat transfer [21]. However, in some applications it might be helpful to reduce the rate of melting 98 

to extend the duration of fusion. In cooling of buildings, for example, as the external temperature 99 

increases, the building envelope is responsible for delaying the transfer of heat to the inside. When 100 

PCMs are used, they store the excess heat as they melt and avoid the increase in room temperature 101 

(increase thermal capacity of the envelope). After fully melted, the PCM will act as any other 102 

medium with low conductivity. Hence, they are mostly effective when they are undergoing a 103 

phase-change. In such case, it is useful to extend the duration of phase-change by reducing the rate 104 

of melting. The rate of melting at which the PCM melts depends on the temperature gradient 105 

between the surrounding and the PCM. In this work, we investigate the potential of using a 106 

magnetic field as a mean to reduce the rate of fusion.  107 

Zhang and Nawaz [14] used a magnetic field to control the temperature of a thermal management 108 

system made up of PCM and magnetic particles coated on the shell. They discovered that magnetic 109 

particles boost thermal conductivity and that the magnetic force improves heat transmission 110 

between the PCM and the heat source. Goncalves et al. [15] used the enthalpy approach with 111 

Lorentz force to include the magnetic field effect and model the melting process of a phase-change 112 



6 
 

material. They reported a flow field distortion due to the strong magnetic field effects, which 113 

resulted in further melting due to interface erosion. 114 

Using a two-phase mixture model, Yousefi et al. [16] investigated the influence of a non-uniform 115 

magnetic field on forced convection heat transfer in a flattened tube. Due to the creation of kelvin 116 

body forces and growing gradients of velocity and temperature near the tube wall, the non-uniform 117 

magnetic field influences the flow and causes an increase in heat transfer, according to the 118 

numerical results. Mehryan et al. [17] investigated the melting behavior of phase-change materials 119 

in a cavity subjected to a non-uniform magnetic field using a moving grid approach and Lorentz 120 

force as a source term. At the beginning of the melting process, they found no substantial effect 121 

on natural convection. The velocity of the fluid, as well as the influence of the magnetic field, 122 

increased as the melting front advanced and the liquid fraction increased. 123 

Using the enthalpy porosity model and the Lorentz force as a source term in the momentum 124 

equation, Doostani et al. [18] explored the influence of the presence of a uniform magnetic field 125 

on the rate of melting and melting behavior of an electrically conducting material in a cavity 126 

(gallium). They discovered that increasing the Hartmann number slows down the phase-change 127 

process and that the presence of a uniform magnetic field affects the melting front and regulates 128 

flow velocity. Moreover, Selimefendigil and oztop [19] investigated how a magnetic field and 129 

hybrid nanoparticles affected the thermal performance of a phase-change energy system, using an 130 

artificial neural network and a finite element approach. They noticed a faster phase transition near 131 

the wall and reported a reduction in charging time with the imposed magnetic field.  132 

The discussed literature shows the potential for magnetic field and nanoparticles to impact the 133 

phase-change process. However, there is still a lack of studying this effect on passive building 134 

envelopes. Hence, in our work, we use a low conductivity phase-change material, Octadecane, a 135 
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hydrocarbon that is widely used in building envelopes, and we try to understand the design factors 136 

that improve the susceptibility of the material to magnetic field. We investigate the effect of using 137 

magnetic field, with and without adding nanoparticles to the PCM, in controlling the energy 138 

storage process during melting. We also study the effect of the aspect ratio of the enclosure on the 139 

PCM’s susceptibility to magnetism. We model the effect of magnetic field by including the 140 

Lorentz force as a source term in the momentum equations, which are fully coupled with the energy 141 

equations.  142 

The rest of this paper is structured as follows: Section 2 is devoted to the discussion of the 143 

governing equation and problem description. In section 3, we discuss benchmark cases from the 144 

literature for validation of the numerical model. In section 4, we present thorough analysis of the 145 

numerical simulation and the main results. Finally, section 5 brings the paper to a close by 146 

presenting key findings. 147 

2. Numerical Model  148 

2.1. Governing Equations 149 

For numerical studies of phase-change materials, accurate prediction of melting rates is essential 150 

to ensure optimal performance of a latent heat thermal storage device [2], [23], [24]. This depends 151 

on a numerically robust mathematical model based on the continuity, momentum, and energy 152 

equations during the phase change process. The mathematical model using the enthalpy-porosity 153 

method was implemented in OpenFOAM, an open-source Computational Fluid Dynamics toolbox 154 

based on a finite volume method. Viscous dissipation as well as radiation are considered 155 

negligible. The flow is assumed to be laminar and incompressible and boussinesq approximation 156 
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is adopted. The governing equations of the model include coupling the continuity equation with 157 

the momentum and energy equations to solve for the temperature and velocity fields. 158 

 The continuity equation for an incompressible fluid is: 159 

∇. 𝑢⃗ = 0           (1) 160 

The momentum equation is expressed as, 161 

𝜌
∂𝑢⃗⃗ 

∂t
+ 𝜌(𝑢⃗ . ∇)𝑢⃗ = −∇p +  μ∇2𝑢⃗  + 𝜌𝑔 𝛽(𝑇 − 𝑇𝑅𝑒𝑓) + 𝐷⃗⃗ + 𝐹 𝑙    (2) 162 

𝑢⃗  is the velocity vector, p is the pressure, ρ is the density, g is the acceleration due to gravity, μ is 163 

the dynamic viscosity, 𝛽 is the thermal expansion coefficient, T is the temperature and 𝑇𝑅𝑒𝑓 is the 164 

reference temperature. 𝐷⃗⃗  is the Darcy source term which makes the momentum equations match 165 

Carman-Kozeny equation for flow in porous media as used by Brent et al. [25]. The equation is 166 

expressed in Eq. (3). 𝐹 𝑙 is the force due to the magnetic field, which is adapted from [17, 18] and it 167 

is based on simplification from the electric transfer equation. The force is described in Eq. (5). 168 

𝐷⃗⃗ = −𝐶
(1−𝛼)2

𝛼3+𝑏
 𝑢⃗           (3) 169 

where C is the constant that accounts for the morphology of the mushy region; b is a constant that 170 

prevent division by zero and has been taken to be 1 x 10-3 in the literature. 171 

𝛼 is the liquid fraction and it is defined as below using the approach of  [20,21]. 172 

𝛼 =
∆𝐻

𝐿
= {

0                       𝑇 <  𝑇𝑠
𝑇−𝑇𝑠

𝑇𝑙−𝑇𝑠
               𝑇𝑙 < 𝑇 < 𝑇𝑠             

1                           𝑇 >  𝑇𝑙

        (4) 173 
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𝑇𝑙 and 𝑇𝑠 are the liquidus and solidus temperature of the PCM, respectively. ∆𝐻 is the latent heat. 174 

L represents the latent heat of fusion of the phase change material. 175 

The Lorentz force is expressed as, 176 

F𝑙 = 𝜎𝐵2 𝑢𝑦               (5) 177 

where 𝜎 is the electric conductivity and B is the magnetic field strength and 𝑢𝑦is the velocity in 178 

the vertical direction (i.e. parallel to the gravitational acceleration). The non-dimensional 179 

Hartmann number can be written as: 180 

𝐻𝑎 = 𝐿𝑦𝐵√
𝜎

𝜇
           (6) 181 

The Energy Equation is expressed as, 182 

𝜌𝑐𝑝
∂T

∂t
+ 𝜌𝑐𝑝(𝑢⃗ . ∇T) = k∇2𝑇 + 𝑆        (7) 183 

𝑐𝑝 is the specific heat capacity and k is the thermal conductivity. Density, heat capacity and thermal 184 

conductivity are defined using linear relationship between their corresponding solid and liquid 185 

values and are expressed in Eq. (8) - (10), respectively. 𝑐𝑝𝑙 and 𝑐𝑝𝑠 are the heat capacity in the 186 

liquid and solid state of the pcm. Similarly, 𝑘𝑙  and 𝑘𝑠  are the thermal conductivity of the pcm in 187 

its liquid and solid state. S is the source term due to the latent heat and can be calculated using 188 

equation (11). 189 

𝜌 =  𝛼𝜌𝑙 + (1 − 𝛼)𝜌𝑠          (8) 190 

𝑐𝑝 =  𝛼𝑐𝑝𝑙 + (1 − 𝛼)𝑐𝑝𝑠         (9) 191 

𝑘 =  𝛼𝑘𝑙 + (1 − 𝛼)𝑘𝑠          (10) 192 
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𝑆 =  −𝐿𝜌(
∂𝛼

∂t
+ ∇. (𝛼𝑢⃗ ))         (11) 193 

2.2.  Modelling of nanoparticles 194 

 195 

To study the effect of addition of nanoparticles on phase change material, we will be employing 196 

the Brinkman and Maxwell model for nanofluid [28] [29]. The effective thermal conductivity is 197 

defined as: 198 

𝑘𝑛𝑓 = 𝑘 [ 
(𝑘𝑝+2𝑘−2(𝑘−𝑘𝑝)𝑣𝑝)

𝑘𝑝+2𝑘+(𝑘−𝑘𝑝)𝑣𝑝
]         (12) 199 

where 𝑘𝑛𝑓 , 𝑘, 𝑘𝑝 𝑎𝑛𝑑 𝑣𝑝 are the thermal conductivity of nanofluid, pure PCM, magnetite and 200 

volume fraction of magnetite, respectively.  The effective viscosity can be written as: 201 

𝜇𝑛𝑓 =
𝜇

(1−𝑣𝑝)2.5           (13) 202 

𝜇𝑛𝑓  is the dynamic viscosity of the nanofluid while 𝜇 is the viscosity of the PCM. The density of 203 

the resulting nanofluid can be computed using the relation defined as below 204 

𝜌𝑛𝑓 = (1 − 𝑣𝑝)𝜌 + 𝑣𝑝𝜌𝑝         (14) 205 

𝜌𝑝, 𝜌, 𝜌𝑛𝑓  are the density of the magnetite, pure PCM and nanofluid, respectively. Effective heat 206 

capacitance is defined as: 207 

(𝜌𝑐𝑝)𝑛𝑓 = (1 − 𝑣𝑝)𝜌𝑐𝑝 + 𝑣𝑝(𝜌𝑐𝑝)𝑝        (15) 208 

(𝜌𝑐𝑝)𝑝, (𝜌𝑐𝑝)𝑛𝑓 , 𝜌𝑐𝑝 are the heat capacitance of magnetite, nanofluid and pure PCM,  209 

respectively. The effective thermal expansion coefficient can be defined as: 210 

(𝜌𝛽)𝑛𝑓 = (1 − 𝑣𝑝)𝜌𝛽 + 𝑣𝑝(𝜌𝛽)𝑝        (16) 211 

 212 
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𝜌𝛽, (𝜌𝛽)𝑝 are the thermal expansion volume of pure PCM and magnetite, respectively. The 213 

latent heat of the nanofluid can be written as: 214 

(𝜌𝐿)𝑛𝑓 = (1 − 𝑣𝑝)𝜌𝐿          (17) 215 

where 𝜌𝐿 is the latent heat of pure PCM. 216 

2.2. Problem Description 217 

Figure 1 shows a two-dimensional configuration of the physical model. The phase change material 218 

used in this study is octadecane because its melting temperature belongs to the building thermal 219 

comfort temperature range [2]. The left and right walls of the cavity are at constant temperatures 220 

TH and TC, respectively, while the top and bottom walls are insulated. No slip velocity boundary 221 

conditions are employed at the left and right walls of the cavity and a uniform magnetic field is 222 

applied to the vertical walls.  223 
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 224 

Figure 1:Schematic Diagram of the Physical Model showing the geometry and the boundary 225 

conditions  226 

3. Validation of the Numerical Model 227 

Before extensive discussion of the result, it is important to check the accuracy of our model with 228 

other reported results in the literature. For this purpose, we compare the results of our model with 229 

two benchmark cases from [18], [27]. The properties of the materials used in the simulations are 230 

gathered in Table 1. 231 

Table 1: Thermophysical Properties of Gallium and octadecane 232 

Parameters Gallium [17] Octadecane [22] 

Density (kg.m-3) 6093 867 (solid) 

775.6 (liquid) 

𝑇 = 𝑇𝐻 

   U=0 

   V=0 

𝑇 = 𝑇𝐶  

   U=0 

   V=0 

𝜕𝑇

𝜕𝑥
 =0 

𝜕𝑇

𝜕𝑥
 =0 
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Latent Heat (J.g-1) 80.160 243.680 

Melting Temperature (K) 302.85 301.15 

Thermal Conductivity (W.m-1. k-1) 32 0.32 (solid) 

0.15 (liquid) 

Specific heat (J. kg 1. K-1) 381.5 1900 (solid) 

2240 (liquid) 

Kinematic viscosity (m2.s-1) 2.97 x 10-7 4.81 x 10-6 

Thermal Expansion coefficient (K-1) 1.2 X 10-4 8.36 x 10-4 

 233 

 The first comparison is with the work of Doostani et al. [17], which numerically studied the effect 234 

of magnetic field on melting of gallium in a square enclosure of side 6.35 cm using non 235 

dimensional Hartman number 0, 30, 50, 70 and 100. The hot wall and the cold wall are maintained 236 

at 38oC and 28.3oC, respectively, while the top and bottom walls are insulated. It is noteworthy to 237 

say that the decision to compare the findings of Doostani et al. [18] with the current work is 238 

because they did an extensive model validation with popular or most used experimental and 239 

numerical models in the literature for the case of melting of gallium without magnetic effect and 240 

had good agreement. The thermophysical properties of gallium are listed in Table 1. Several 241 

investigations were conducted to determine the appropriate grid size and time step. A grid size of 242 

150x150 and time step of 2s were sufficient to give accurate result.  Morphology constant of the 243 

mushy region is as well important to accurately predict the melting interface. In this case, 244 

morphology constant of 106 kg/m3s was used for melting of gallium.  Figure 2 show the 245 

comparison of the position of the melting front reported by the reference and the current model for 246 
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the melting of gallium for different Hartmann numbers and at 120, 300, 600 and 1140s. The results 247 

are in close agreement for all cases.  248 

 249 
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(e) 

Figure 2: Position of the melting interface from the present work compared to the work of 250 

Doostani et al. (2017) for (a) Ha=0 (b) Ha=30 (c) Ha=50 (d) Ha =70 and (e) Ha=100 251 

Furthermore, the results of our simulation have also been compared with the work of Faden et al 252 

[30], which is a two-dimensional problem of melting of octadecane in a square cavity of length 40 253 

mm. Again, the decision to benchmark our result with Faden et al. [30] is because of the extensive 254 

validation of their model with experimental findings. In this case, the hot and cold walls are at 255 

constant temperature 308.15 K and 298 K, respectively. The thermophysical properties of 256 

octadecane are presented in Table 1. Also, we carried out several investigations to determine the 257 

precise grid size, time step and morphology constant. Grid size of 400x400, time step of 2s and 258 

morphology constant of 107 kg/m3s give accurate results. The melting front after 1h, 2h, 3h and 4h 259 

of the simulation time are plotted in figure 3 and compared with the result of Faden et al [30]. It 260 

can be observed that the comparison of the present work with the reference is favorable with slight 261 

incongruity. At all reported simulation times, there is a very good agreement at the bottom of the 262 

cavity, but the slight incongruity can be observed at the top of the cavity. This could be due to the 263 
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differences in the method used in discretizing the convection term and the momentum-energy 264 

equation coupling as well as the use of extended domain by the reference.  265 

 266 

  267 

Figure 3: Position of the melting interface from the present work compared to the work of Faden 268 

et al. (2019)  269 

In summary, a close agreement exists between our model and previous reported work in the 270 

literature for both magnetic and without magnetic field. This further proves the validity of the 271 

present numerical results. 272 

4. Results and Discussion 273 

In this section, we discuss the effect of magnetic field on melting process of Octadecane in an 274 

enclosure, building on the validated test case of Faden et al [30] The non-dimensional Hartmann 275 

number is affected by three factors: magnetic field strength, conductivity and enclosure geometry. 276 
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Therefore, to improve the susceptibility of the PCM to magnetism, the effect of different magnetic 277 

field strength, enclosure geometry and nanoparticles are investigated.  278 

4.1. Effect of Magnetic Field on Melting of Octadecane in a Square Enclosure 279 

In the previous section, we compared present result for the melting of octadecane in a square 280 

enclosure of length 40 mm with the literature. Now, the effect of magnetic field on the melting 281 

process will be discussed using the non-dimensional Hartman number 0, 20, 60 and 100. Figure 4 282 

shows the melting front at different Hartman numbers and times. Figure 4a shows the melting front 283 

for various Hartmann numbers after 1hour of simulation time. At the beginning of the simulation, 284 

it is assumed that the Octadecane is completely solid, and the primary mode of heat transfer is 285 

conduction. The magnetic field has no effect at the bottom of the enclosure, but at the top of the 286 

enclosure, we observe a decrease in the progression of the melting front. This is more evident at a 287 

higher Hartman number, which shows that the increase in Hartman number can affect the melting 288 

process. As expected, the fluid motion deteriorates as a result of the role of the magnetic field.  The 289 

shape of the melting front is affected by natural convection, which makes the front move faster at 290 

the top than the bottom of the enclosure [31].  291 

Likewise, figures 4(b)- (d) show the plot of melting interface for various values of Hartmann 292 

number at the simulation time of 2-4 hours, respectively. Unlike at the simulation time of 1 hour, 293 

it can be observed that the magnetic field effect is not only felt at the top of the enclosure but also 294 

at the middle of the enclosure. Apparently, lower magnetic field does not have a noticeable effect 295 

on the melting process but as the magnetic field becomes stronger the impact can be seen.  296 

The magnetic field can impact the convective flow. This has a corresponding effect on the 297 

progression of the melting interface and the rate of melting. Figure 5 shows the plot of the average 298 
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liquid fraction with time. Up to about 1 hour of the simulation time, there is no significant effect 299 

of the magnetic field on the melting rate. This could be because of the dominant heat transfer 300 

mechanism being conduction. As the melting progress and there is increase in convective flow, 301 

the effect of magnetic field on the melt fraction can be observed. At the maximum simulation time 302 

of 4 hours, we notice about 43% decrease in melted fraction at the maximum Hartmann number 303 

investigated. We can conclude that higher magnetic field impacts the rate of melting. 304 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 4: Position of the melting interface for various Hartmann numbers and different times: 305 

(a)1hour (b)2 hours (c) 3hours and (d) 4 hours 306 
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 307 

Figure 5: Average liquid fraction versus time plotted for various Hartmann numbers 308 

4.2.  Influence of Enclosure Aspect Ratio 309 

To further deepen the understanding of the impact of magnetic field on melting of Octadecane, 310 

numerical simulation was conducted for rectangular enclosures with different aspect ratios. The 311 

shape of enclosure has been shown to affect heat transfer and thermal losses [32], [33] [[34]. The 312 

investigation will help us to determine the best enclosure design, which can be influenced by the 313 

magnetic field. This was achieved by keeping the area of the cavity constant as in the square cavity 314 

discussed in the previous section, which signifies that the quantity of PCM remains the same. We 315 

consider cavity sizes of 5x3.2, 3.2x5, and 2x8 with equivalent aspect ratio 0.64, 1.56 and 4, 316 

respectively, at a constant magnetic field strength equivalent to the Hartmann number of 60 in the 317 

square enclosure. Figure 6 shows the plot of liquid fraction with time for various enclosure aspect 318 

ratios considered in our study without the influence of magnetic field magnitude. We would like 319 

to reiterate that our aim is to be able to control the rate of melting to control the spontaneous heat 320 

release or stored during phase change process. As shown in figure 6, enclosure geometry can also 321 
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help in achieving this. It can be observed that a horizontally oriented (the longer side is parallel to 322 

x-axis) rectangular enclosure with the aspect ratio of 1.56 gives the melting fraction with the lower 323 

melting rate for all the considered geometry. On the other hand, the vertically oriented (the longer 324 

side is parallel to y-axis) rectangular enclosures with aspect ratio 4 gives the highest melting rate. 325 

For thermal storage design where low melting rate is desired, an enclosure design with lower aspect 326 

ratio where the thickness is longer than the width will be ideal.  327 

The magnetic field effect is also influenced by the enclosure geometry and the comparison is 328 

presented in figure 7.  For all investigated geometries, the presence of magnetic field causes a 329 

reduction in the melting rate. Again, the enclosure with the lower melting rate is the cavity size 330 

with aspect ratio 1.56. Figure 8 shows the plot of the total liquid fraction at the end of simulation 331 

time of 4 hours for both no-magnetic field and magnetic field. It can be pointed out that the 332 

presence of magnetic field causes a reduction of about 23% in the melted fraction for the cavity 333 

size with aspect ratio 0.64 while about 24.8% for cavity size with aspect ratio 1.56. Similarly, a 334 

reduction in the melted fraction of about 18.7% for aspect ratio of 4 while for the square cavity 335 

size of length 4cm (aspect ratio of 1) recorded about 23% decrease in the melted fraction.   336 

 337 
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 338 

Figure 6: Average liquid fraction versus time plotted for different aspect ratios in the case where 339 

there is no magnetic field 340 

 341 

Figure 7: Average liquid fraction versus time plotted for different aspect ratios for the same 342 

magnetic field strength 343 
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 344 

Figure 8: Summary for the comparison of the liquid fraction at the end of the simulation time of 345 

4 hours for different aspect ratios for the two cases: with and without magnetic field 346 

 347 

4.3. Effect of Nanoparticles on the Melting Process of Octadecane in a square enclosure 348 

 349 

Nanoparticles with high thermal conductivity has been reported to enhance the thermal 350 

conductivity of phase change materials [22] . In this study, we examine the role of nanoparticles 351 

on the melting process of octadecane using Copper Oxide and Aluminum oxide at a volume 352 

fraction of 6%, 10% and 14%. 353 

  354 
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Table 2: Thermophysical Properties of Nanoparticles 355 

Properties CuO [21] Al2O3 [35] 

Thermal Conductivity 

(W/m K) 

18 36 

Specific heat (J/kg K) 540 765 

Density (kg/m3) 6510 3600 

Thermal expansion 

coefficient (1/K) 

1.67x10-5 NA 

 356 

The thermophysical properties of the considered nanoparticles is presented in Table 2. The 357 

variation of liquid fraction with time for various nanoparticle fraction is presented in figure 9.  For 358 

about 1 hour of the simulation time, there is no significant influence of the nanoparticle on the 359 

fraction of the melted PCM.   However, at about 2 hours, there is a significant effect of the 360 

nanoparticles on the melting fraction.  It can be observed that as the volume of the nanoparticles 361 

increased, the fraction of the melted phase change material increases. This implies that at the 362 

highest nanoparticle volume fraction investigated, the melting progress faster and the liquid 363 

fraction increased significantly at the end of the simulation time. The observable increase in the 364 

melting rate could be attributed to the enhancement of the effective thermal conductivity of the 365 

PCM because of the higher thermal conductivity of the nanoparticles used. Comparing the two 366 

nanoparticles investigated, we could see that there is no significant difference in their effect when 367 

compared with the pure phase change material.  This point out the fact that the higher thermal 368 

conductivity of the nanoparticles is not the only factor affecting the enhancement of the melting 369 

rate. Higher density of the nanoparticles as well as effective viscosity also influence the 370 
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enhancement. In the process of selecting nanoparticle for enhancement of phase change material, 371 

it calls for extra care to ensure that the thermophysical properties balances well with the PCM for 372 

optimal benefit.  373 

 374 

Figure 9: Average liquid fraction versus time for different nanoparticles and volume fractions for 375 

the case without magnetic field 376 

 377 

4.4. Effect of Magnetic Field on the melting Performance of Nanoparticle enhanced 378 

Octadecane 379 

 380 

In the previous section, we have been able to establish that the use of nanoparticles enhances the 381 

melting rate of PCM. Several research groups have considered the use of nanoparticle enhanced 382 

phase change materials for thermal storage. Therefore, it is important to also study the effect of 383 

magnetic field on nanoparticle enhanced phase change materials. For this purpose, we subjected 384 

the enhanced PCM to a magnetic field strength with the Hartmann number 60. Figure 10 shows 385 
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the plot of the melting fraction variation with time for different volume fractions of Aluminum 386 

oxide under magnetic field effect. Initially, from figure 9, the use of 6%, 10% and 14% volume 387 

fraction of Al2O3 resulted in melting fraction increase of about 9%, 13% and 19%, respectively at 388 

the end of the simulation time. Now with the external magnetic field acting on the nano-enhanced 389 

phase change material, we observed decrease in the melted fraction of the PCM. Compared with 390 

the nano enhanced PCM without magnetic field, there’s about 21% decrease in the melted volume 391 

fraction for all nanoparticle volume fraction investigated.  392 

Similarly, in figure 11, we presented the plot comparing the magnetic field effect on the 393 

nanoparticle enhanced phase change material at different volume fraction. We observed that with 394 

6% volume fraction, there is about 22% decrease in the melting fraction while 21% and 20% for 395 

10% and 14% volume fraction of CuO nanoparticle, respectively. In previous section, we reported 396 

about 23% decrease in the melting fraction under the same magnetic field effect without the use 397 

of nanoparticle. We can conclude that, the use of nanoparticle under magnetic field may not be so 398 

economical and rewarding for a system where low melting rate is so desired. However, for a system 399 

where faster melting is important, the use of nano-enhanced phase change material without 400 

magnetic field could be a better option. 401 



27 
 

 402 

Figure 10: Average liquid fraction versus time for various volume fractions of Al2O3 under 403 

magnetic field effect with Ha=60 404 

 405 

Figure 11: Average liquid fraction versus time for various volume fractions of CuO under 406 

magnetic field effect with Ha=60 407 

5. Conclusion 408 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

0 1 2 3 4 5

liq
u

id
 f

ra
ct

io
n

Time (h)

Al₂O₃(6%)

Al₂O₃(6%), Ha=60

Al₂O₃(10%)

Al₂O₃(10%), Ha=60

Al₂O₃(14%)

Al₂O₃(14%), Ha=60

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

0 1 2 3 4 5

A
ve

ra
ge

 li
q

u
id

 f
ra

ct
io

n

Time (h)

CuO(10%)

CuO(6%)

CuO(6%), Ha=60

CuO(10%), Ha=60

CuO(14%)

CuO(14%), Ha=60



28 
 

For an efficient performance of phase-change materials (PCM)s in thermal energy storage systems, 409 

the time needed for the fusion process should be well coordinated with the duration of external 410 

heating and cooling. Thus, it is important to investigate methods to control the melting of PCMs. 411 

In this work, we investigated how magnetic field affects the fusion rates of Octadecane. The results 412 

can open the door for designing systems where the PCM fusion is controlled depending on the 413 

expected external heating and cooling rates.  414 

The effect of magnetic field on the melting of PCMs depends on the magnitude of the field, the 415 

PCM properties, and the enclosure geometry. This is inferred from the decrease in rate of melting 416 

as the Hartman number increases, up to 43% for the maximum investigated magnetic field when 417 

Lorentz force is directed opposite to the buoyant force. As the magnitude of the magnetic field 418 

applied on the vertical side of the enclosure increases, the rate of melting decreases and this 419 

becomes more evident as the melting front proceeds and as convection’s contribution becomes 420 

stronger. Besides increasing the magnetic field magnitude, the Hartman number can be increased 421 

by improving the conductivity of PCM using nanoparticles or increasing the height of the 422 

enclosure. For a constant magnetic field magnitude and constant PCM quantity, i.e. constant 423 

volume of enclosure, the aspect ratio of the cavity influences the degree of effect of the magnetic 424 

field. From here, we conclude that designing PCM enclosures of optimal aspect ratios allows for 425 

a higher effect of the same magnetic field. Also, the choice of the magnetic field strength will 426 

depend on the intended reduction in fusion rate. On the other hand, adding nanoparticles increases 427 

the Lorentz force but the overall decrease in melting rate is not evident because of the increase in 428 

conductive heat transfer. So, their use might be promising in scenarios where increasing the rate 429 

of melting is needed. 430 
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This study has some limitations. The numerical model takes considers the effect of magnetic field 431 

through adding the Lorentz force. While this approach has been used in the literature, we think 432 

that there can be another effect of magnetic through improving the heat capacity of the PCM or 433 

causing a change in the onset of melting. The hypothesis is that there are two competing 434 

phenomena that might control the effect of magnetic field on the fusion of the PCM. The first is 435 

related to the Lorentz force that affects the convection of the material and is considered here, and 436 

the second is related to the effect of magnetic field on the binding energy of the material. There is 437 

no work in the literature that has experimentally considered this effect for PCMs. Future work will 438 

include experimental validation and improvement of the numerical model to account for the two 439 

effects. 440 
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