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ABSTRACT 

OF THE THESIS OF 
 

 

 

Adam Nazih Fares  for  Master of Engineering 

      Major:  Mechanical Engineering 

 

 

Title: On the Implementation of Surface Tension Within a VOF Framework 

 

A balanced-force algorithm for predicting free surface flow with surface tension on 

general curvilinear coordinate systems is presented in this thesis. The well-established 

Continuum Surface Force (CSF) method is employed to model surface tension forces. 

One of the primary challenges of the CSF method is the generation of spurious currents 

in the vicinity of the interface. To address this issue, the presented algorithm reduces 

imbalances between pressure gradients and surface tension forces to the solver’s 

tolerance, effectively eliminating the first source of spurious currents.  

 

The remaining task is to adequately estimate curvature, which cannot be directly obtained 

using the abruptly varying volume fraction field. Three well known curvature estimation 

techniques within the Volume of Fluid (VOF) framework are implemented: Laplacian 

Filter, Convolution Method, and Height Functions. The algorithm is then validated 

through several benchmark cases, and the parameters associated with each of the 

curvature estimation techniques are refined to enhance the solution’s accuracy. 
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CHAPTER I 
 

INTRODUCTION 

 

With the ever-growing applications in a wide range of technologies, fluid flow 

analysis has become increasingly essential. However, the complex equations governing 

fluid flow have no analytical solution, thus numerical tools, such as Computational Fluid 

Dynamics (CFD), are used to predict the flow fields [1]. At the heart of these equations 

is the Navier-Stokes equation that accurately models flow phenomena in diverse regimes 

[2].  The Finite Volume Method (FVM) is one of the well-established conservative 

numerical methods used to implement CFD, in which the integral form of the nonlinear 

partial differential equations is discretized into a linear system of algebraic equations to 

be solved numerically [2, 3].  

When multiple phases exist in the domain, each of the phases requires its own set 

of conservation laws, however, the physics is unchanged, and the same equations hold 

[4]. If the normal and tangential stresses at the interface between the phases are negligible, 

then the same set of conservation equations is shared between all phases [5], and this class 

of multiphase flow is referred to as free-surface flow. The widespread of such flow 

phenomena in engineering applications has pushed the research community to develop 

accurate and robust free-surface flow solvers [6, 7, 8, 9]. That said, numerical techniques 

for the solution of free surface flow can be classified under two general categories: 

moving mesh (Lagrangian method) and fixed mesh (Eulerian method) [10, 11]. In a 

moving mesh approach (figure 1.1- left), distinct boundary-fitted grids, corresponding to 

the different phases present in the domain, move to track the interface. Despite its 

accuracy, solver instability is observed with complex interface deformations, 
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consequently requiring continuous re-meshing at each time step [12, 13]. On the other 

hand, a less computationally expensive approach is the fixed mesh (figure 1.1- right), in 

which the grid is stationary. Nonetheless, this approach requires solving a complementary 

scalar equation [10, 14].  

 

 

Figure 1.1: Moving mesh (left) versus fixed mesh (right) [15] 

 

Within a Volume of Fluid (VOF) framework, the fixed mesh approach is adopted 

with the interface implicitly represented by an indicator function, the volume fraction (α). 

It ranges between zero and one; when only two fluids exist in the domain, zero indicates 

the element is in the bulk of one fluid and one indicates the element is the bulk of the 

other fluid. Volume fractions between zero and one imply the proximity of the element 

to the interface.   

Although developed earlier [16, 17], the VOF method gained recognition with the 

SOLA-VOF code of Hirt & Nichols 1981 [18]. It is currently amongst the prevalent 

methods for multiphase flows [8, 14]; implemented in different commercial and open-

source CFD packages, due to its robustness [14], straightforward implementation [19], 

and mass conservation property [10, 14]. However, the main drawback is lacking an 

explicit interface equation and the inaccuracies associated with calculating the interface 
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curvature directly from the VOF function [8, 10, 19], which hinders the inclusion of 

surface tension forces in a free-surface flow algorithm. 

Surface tension forces are often encountered in various applications including but 

not limited to, material processing [20], enhanced oil recovery [21], and bubble dynamics; 

from nucleation [22], growth [23], and rising [24] to detachment [25] of bubbles. A 

comprehensive understanding of the underlying physics and an accurate prediction of 

such flow phenomena necessitates accounting for surface tension forces. At a 

microscopic level, these inward-pointing forces rise due to the imbalance between 

cohesive forces (intermolecular attractive forces) on boundary molecules [26]. Surface 

tension forces are manifested as a pressure jump across curved interfaces, this concept 

was introduced by Thomas Young, 1805 [27] and Pierre-Simon Laplace, 1806 [28] and 

expressed in the Young-Laplace equation [29]: 

∆p = σκ (1.1) 

Where σ is the surface tension coefficient and κ is the radius of curvature.  

Successful numerical modeling of surface tension forces has been achieved with, 

but not limited to, Sharp Surface Tension Force (SSF) [30, 31], Continuum Surface Stress 

(CSS) [32], and Continuum Surface Force (CSF) [33], with the latter being the first and 

most extensively employed model within a VOF framework. The CSF method models 

surface tension forces as volumetric forces acting in interfacial elements. Limitations with 

the CSF method, however, persist with the generation of spurious currents, also referred 

to as parasitic currents, in the vicinity of the interface. In extreme cases, these non-

physical currents can be enough to break the interface [8], thus adversely influencing the 

solvers’ accuracy and robustness. This highlights the importance of accurate and 
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consistent implementation of surface tension models both in general and in the CSF 

method specifically, which is the focus of this work.  

Surface tension forces are added to a collocated 2-D incompressible and 

compressible finite volume-based free surface flow solver on general curvilinear 

coordinate systems. The code is developed using FORTRAN programing language. 

Chapter two presents a brief literature on the accurate implementation of the CSF method 

to achieve force balancing, and the efforts made to reduce spurious current generation 

through accurate curvature estimation. The governing equations and their general 

discretization are given in chapter three. The CSF method is presented in chapter four 

along detailed methodology for curvature estimation using Laplacian Filter, Convolution 

method, and Height Functions. Different test cases are presented in chapter five and 

results are compared to the literature to validate the presented formulation. Concluding 

remarks are drawn in chapter six and recommendations for future work are stated. 
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CHAPTER II 

LITERATURE REVIEW 

Spurious currents generation can be traced to two main sources. The first is the 

local numerical imbalances between pressure gradients and surface tension forces [30], 

which are directly related to the implementation of the surface tension model within the 

flow algorithm. The second source of spurious currents, inaccurate curvature estimation 

[34], is attributed to the aforementioned shortcoming of the VOF model.  

Extensive numerical studies in the literature attempted to reduce spurious currents 

by improving curvature estimation [14, 16, 19, 34, 36] within a balanced-force algorithm 

[8, 37].  Such an algorithm is achieved by careful implementation in which all gradient 

operators are consistently discretized at the same location [37, 38]. Francois et al., 2005 

[30] successfully presented a face-centered formulation in which pressure gradients and 

the surface tension forces are estimated at cell faces. The surface tension force is then 

interpolated to the center to be added to the momentum equation. However, spikes in 

pressure are observed at the interface and limited techniques can be used to compute 

gradients directly at the face which further poses a problem for unstructured grids. 

Moukalled et al., 2016 [2] presented a redistributed-cell-centered formulation for the 

general treatment of body forces in which gradients and forces are calculated at cell 

centers. In their formulation, a redistributed body force is added to the momentum 

equation, which when isolated at equilibrium equates to the pressure gradient [39]. 

Denner et al. [8] along with other recent studies add surface tension directly to cell centers 

and achieve force balancing by modifying the face-velocity-interpolation procedure only.  

Regardless of which formulation is chosen, in a balanced force algorithm body 

forces including surface tension [49] must be taken into account when interpolating the 
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advection velocity to the face, otherwise pressure-velocity decoupling might arise [10]. 

To fully comprehend this, initially consider pressure-velocity coupling alone- neglecting 

all body forces. Original formulations on collocated grids failed to enforce pressure-

velocity coupling due to the errors arising from linear interpolation of velocity from cell 

centers to faces, where it is needed to compute the mass flux, which in turn led to the 

checkerboard problem [1, 2]. Solution was then established on staggered grids where 

velocity fields are stored at cell faces and all other variables, including pressure, are stored 

at cell centers. This eliminated the need for interpolation hence enforcing pressure-

velocity coupling, however, at the cost of large memory and increasing complexity in 

non-Cartesian grids [9, 40]. Rhie and Chow, 1983 [41] developed an interpolation 

procedure that allowed the solution on collocated grids, in which a dissipation term is 

added to the linear interpolation of velocity to cell faces. This term represents the 

difference between the pressure gradient calculated at the face, using a small stencil and 

the pressure gradient linearly interpolated to the face, using a large stencil. 

Once a balanced-force algorithm is established, the solution is deemed as accurate 

as the curvature estimation technique used- the second source of spurious currents. 

Curvature is originally [33] computed from the second spatial derivative of the chosen 

color function (i.e. volume fraction). Given the abruptly varying nature of the volume 

fraction field, with interfaces represented over one-cell width only [34], it cannot be 

directly used to calculate the curvature. Improvement can be noticed by using different 

equations to calculate the curvature [14, 34, 36] or a more implicit- implementation of 

the original equation, however, not sufficiently.   

One approach to improve curvature estimation is to smooth [42] or map the 

volume fraction field into a more smoothly-varying-function [34]. Smoothing can be 
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achieved by applying a Laplacian filter [43, 44, 19], originally proposed by Lafaurie et 

al. [32]. This is a straightforward method that involves interpolating the VOF to cell faces 

and back to cell centers prior to curvature estimation. Mapping, on the other hand, can be 

done by convolving the volume fraction with a smoothing kernel [33, 34, 37, 45, 46], 

which is a mathematical operation known as convolution. Different parameters are 

involved in this operation which the literature continuously refines to improve the 

accuracy of the solution. 

Renardy and Renardy [38] employed a least-squares fit of the interface to estimate 

curvature. Their method is known as the parabolic reconstruction of surface tension or 

PROST and has been shown to reduce erroneous velocity by two orders of magnitude as 

compared to the CSF method [50]. PROST was later slightly outperformed with the use 

of height functions, proposed by Popinet et al. in 2009 [51]. In this approach, the volume 

fraction field is integrated over a certain domain to reconstruct fluid heights which are 

then differentiated to obtain curvature. This model has been shown to provide an accurate 

solution where the interface is well resolved on a fine mesh [8]. Montazeri and Ward [52] 

later extended this method to non-uniform grids. Other successful methods that involve 

reconstructing the interface include the piecewise linear interface calculations or PLIC 

introduced by Youngs [53]. The algorithm was then successfully implemented in 

interFoam by Cifani et al. [54]. 

More recent efforts in the literature focused on coupling the VOF method with 

other continuous functions to estimate curvature. Sussman and Puckett [55] exploited the 

smoothness of the level-set method and proposed a fully coupled level-set-VOF model 

(CLSVOF). Other couplings between level-set and VOF can be found in the literature 

such as the simple coupled VOF-level-set method (S-CLSVOF) by Albadawi et al. [56].  
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In the present work, force balancing is achieved through extension of face velocity 

interpolation procedure in a novel way. The success of this technique is validated via 

known benchmark cases (static drop at equilibrium) and compared to the literature. 

Different curvature estimation techniques are then investigated, mainly Laplacian filter, 

convolution method, and height functions. The Static bubble and rising bubble cases are 

then tested to validate curvature estimation.  
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CHAPTER III 

GOVERNING EQUATIONS 

The main obstacle in solving the momentum and continuity equations, reproduced 

in equations (3.1) and (3.2) respectively, is the absence of an explicit equation to calculate 

the pressure field. This is resolved by combining the momentum and continuity equations 

to form a pressure correction equation. The pressure correction equation is solved after 

the momentum equation using updated momentum-satisfying mass flow fields. Once the 

pressure equation is solved, pressure and velocity fields are updated to obtain continuity-

satisfying fields. This sequence, which is repeated until convergence, is known as the 

SIMPLE algorithm (Semi Implicit Method for Pressure Linked Equations), originally 

developed by Patankar and Spalding [40] on staggered grids and later extended by Rhie 

and Chow [41] on collocated grids.  

∂

∂t
[ρ𝐯] + ∇. {ρ𝐯𝐯} = −∇p + ∇. {μ∇𝐯} + ∇. {μ(∇𝐯)T} + 𝐅s (3.1) 

∂ρ

∂t
+ ∇. (ρ𝐯) = 0 (3.2) 

 

3.1. General Solution on Collocated Grids 

Using a first-order Euler scheme for the transient term and a high-resolution 

scheme for the convection term implemented via the deferred correction approach, the 

general discretized momentum equation on non-orthogonal grids is:  

aC
𝐯𝐯C + ∑ aF

𝐯𝐯F
F~NB(C)

= 𝐛C
𝐯   (3.3) 
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aC
𝐯 =

ρCVC
∆t

+ ∑ (‖ṁf, 0‖ + μf
Ef
dCF

)

F~NB(C)

 (3.4) 

aF
𝐯 = −‖−ṁf, 0‖ − μf

Ef
dCF

 (3.5) 

𝐛C
𝐯 =

ρC
oVC
∆t

𝐯C
o + (fb)CVC − ∑ (−μf(∇𝐯)f. Tf + ṁf(𝐯f

HR − 𝐯f
U))

F~NB(C)

+ ∑ (μf(∇𝐯)f
T. Sf)

F~NB(C)

− ∇pCVC 

(3.6) 

The algebraic form of the pressure correction equation is reproduced below.  

aC
p′
pC
′ + ∑ aF

𝐯𝐯F
F~NB(C)

= 𝐛C
𝐯  (3.7) 

aF
p′
= −ρfDf (3.8) 

aC
p′
= − ∑ aF

p′

F~NB(C)

 (3.9) 

bC
p′
= − ∑ ṁf

∗

F~NB(C)

 (3.10) 

Using the minimum correction approach, the Df term in Eq. (3.8) can be expressed as 

Df =
dCF
x Df

u̅̅̅̅ Sf
x + dFC

y
Df
v̅̅̅̅ Sf

y

(dFC
x )2 + (dFC

y
)
2   (3.11) 

Which can be written in vector form as 

Df =
𝐝FC. 𝐃f

𝐯̅̅̅̅ T. 𝐒f

dFC
2   (3.12) 

The bar accent in the above equation, and in what follows, indicates linear interpolation 

given in general as follows: 

φ̅f = (1 − gF)φC + gFφF  (3.13) 

Where gF is a geometric interpolation factor calculated using cell volumes as: 
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gF =
VC

VC + VF
 (3.14) 

 

 

3.2. Volume Fraction Equation 

VOF method assumes all phases are immiscible and homogeneous, which allows 

the solution of only one set of flow equations [30] with varying properties calculated 

based on the volume fraction as  

ρ =∑ρkαk
n

k=1

  (3.15) 

μ =∑μkαk
n

k=1

 (3.16) 

The volume fraction is calculated by an advection equation, conventionally solved 

following the momentum and pressure correction equations, derived by Hirt and Nichols 

[18] as follows. 

∂ρkαk

∂t
+ ∇. (ρk𝐯αk) = 0 (3.17) 

After discretization, the algebraic equation is written as: 

aC
αkαC

k + ∑ aF
αkαF

k

F~NB(C)

= bC
αk   (3.18) 

aC
αk =

ρC
k

∆t
VC + ∑ ‖ṁf

k, 0‖

F~NB(C)

 (3.19) 

aF
αk = −‖−ṁf

k, 0‖  (3.20) 

bC
αk =

(ρC
k  aC

k)
o

∆t
VC (3.21) 
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Equations corresponding to n-1 phases is solved and the nth phase volume fraction 

is calculated using a geometric constraint Eq. (3.22), in which the summation of volume 

fraction fields is one. 

∑αk = 1

n

k=1

 (3.22) 

 

3.3. Balanced Force Algorithm 

As emphasized earlier, in a balanced force algorithm gradient operators must be 

discretized similarly. Therefore, depending on where gradients are evaluated, two 

formulations can be established: a face-centered or a cell-centered. Furthermore, surface 

tension forces should be accounted for in the Rhie-Chow interpolation as mentioned 

earlier. Regardless of the formulation adopted, the difference between the small stencil 

and large stencil gradients will be added as a correction to the interpolated face velocity, 

with different small and large stencils used in different formulations. 

 

3.3.1 Face-Centered Formulation 

 If pressure gradients are calculated at cell faces, then the volume fraction gradient 

used to calculate the surface tension force must be directly evaluated at face which leads 

to a face-centered formulation of the CSF method. Face-centered gradients are calculated 

using a finite difference scheme. Surface tension forces are then interpolated to cell-

centers to be added to momentum equation. The correction term to the Rhie-Chow 

interpolation would be the difference between body forces evaluated at the face (small 

stencil) and body forces interpolated from faces to centers and back to cell-faces (large 

stencil). 
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3.3.2. Redistributed Cell-Centered Formulation 

If pressure gradients are calculated at the center, surface tension force should also 

be evaluated at cell-centers. One can redistribute the surface tension force to retain a 

stencil similar to that of pressure. The discretized momentum equation is re-written with 

pressure and body-force terms taken out of source term. 

aC
𝐯𝐯C + ∑ aF

𝐯𝐯F
F~NB(C)

= 𝐛C
𝐯 − 𝑉𝐶(∇𝑝)𝐶 + 𝑉𝐶𝐁C

𝐯̿̿̿̿   (3.23) 

The body force is interpolated first to the faces using geometric interpolation. 

𝐁f
𝐯̅̅̅̅ = (1 − gF)𝐁C

𝐯 + gF𝐁F
𝐯  (3.24) 

Then the face-centered values are averaged at the centers and added to the 

momentum equation. The twice-averaged, or redistributed body force, should equate to 

pressure at equilibrium. Thus, considering a static two-phase flow, the momentum 

equation reduces to 

0 = −∇pf + 𝐁f
𝐯 (3.25) 

With ∇pf being a small stencil gradient, the equation above can be re-written as follows. 

pF = pC + 𝐁f
𝐯̅̅̅̅ . 𝐝CF (3.26) 

Pressure calculated directly at cell center 

∇PC =
∑ Pf𝐒f
n
f=1

VC
 

=
∑ ((1 − gF)PC + gF(PC + 𝐁f

𝐯̅̅̅̅ . 𝐝CF)) 𝐒f
n
f=1

VC
 

=
∑ PC𝐒f
n
f=1

VC
+
∑ gF(𝐁f

𝐯̅̅̅̅ . 𝐝CF)𝐒f
n
f=1

VC
 

 

 

 

 

(3.27) 

𝐁C
𝐯̿̿̿̿ =

∑ gF(𝐁f
𝐯.̅̅ ̅̅ 𝐝CF)𝐒f

n
f=1

VC
 (3.28) 

The advection velocity at the face is then estimated as 
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𝐯f = 𝐯f̅ − 𝐃f
v̅̅̅̅ (∇pf

(n) − ∇pf
(n)̅̅ ̅̅ ̅̅ ̅
) + 𝐃f

v̅̅̅̅ ( 𝐁f
𝐯̅̅̅̅ −  𝐁f

𝐯̅̅̅̅̿̿̿̿  )  (3.29) 

mf
∗̇ = ρ𝐯f

∗. 𝐒f 

= ρf𝐯f
∗̅̅ ̅. 𝐒f − ρf𝐃f

𝐯̅̅̅̅ (∇pf
(n) − ∇pf

(n)̅̅ ̅̅ ̅̅ ̅
) . 𝐒f

+ ρf [( Bf
u̅̅̅̅ − Bf

u̅̅̅̅̿̿̿̿  ) . Sf
′x + ( Bf

v̅̅ ̅ − Bf
v̅̅ ̅̿̿ ̿ ) . Sf

′y] 

 

 

(3.30) 

 

 

𝐒f
′ = [

Df
u̅̅̅̅ 0

0 Df
v̅̅̅̅
] [
Sf
x

Sf
y] = [

Df
u̅̅̅̅ Sf

x

Df
v̅̅̅̅ Sf

y]  (3.31) 

 

 

3.3.3. Present Formulation 

In the presented formulation surface tension is directly added to the momentum 

equation. Force balancing is achieved through extension of the Rhie-Chow interpolation 

procedure. The original advection velocity is below. 

𝐯f = 𝐯f̅ − 𝐃f
𝐯̅̅̅̅ (∇pf − ∇pf̅̅ ̅̅̅)  (3.32) 

As highlighted in earlier sections of this report, achieving force balancing requires 

consistent discretization of gradients at the same location. Since surface tension term 

using the CSF (detailed in next chapter) utilizes a large-stencil gradient similar to that of 

pressure, equation (3.32) can be extended to account for surface tension by adding an 

analogous term to that of pressure. 

𝐯f = 𝐯f̅ − 𝐃f
𝐯̅̅̅̅ (∇pf − ∇pf̅̅ ̅̅̅) + 𝐃f

𝐯̅̅̅̅ σ 𝐾𝑓(∇αf − ∇αf̅̅ ̅̅̅)   (3.33) 

∇pf is a corrected small- stencil pressure gradient at the face calculated based on 

a correction presented in the work of Moukalled et al., 2016 [2] is reproduced in general 

below: 
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∇pf = ∇pf̅̅ ̅̅̅ + [
pC − pF
dFC

− (∇pf̅̅ ̅̅̅ . 𝐞CF)] 𝐞CF (3.34) 

∇αf = ∇αf̅̅ ̅̅̅ + [
αC − αF
dFC

− (∇αf̅̅ ̅̅̅ . 𝐞CF)] 𝐞CF (3.35) 

Substituting equations (3.34) and (3.35) in eq. (3.33) 

𝐯f = 𝐯f̅ − 𝐃f
v̅̅̅̅ [
pF − pC
dCF

− (∇pf̅̅ ̅̅̅ . 𝐞CF)] 𝐞CF

+𝐃f
𝐯̅̅̅̅ σ 𝐾𝑓 [

αC − αF
dFC

− (∇αf̅̅ ̅̅̅ . 𝐞CF)] 𝐞CF 

(3.36) 

𝐞CF =
𝐝CF
dCF

 (3.37) 

Where  

𝐝CF = 𝐫F − 𝐫C (3.38) 

Keeping in mind that 𝐝CF = −𝐝FC, replacing Eq. (3.37) in (3.36) and taking 1/dCF in 

common, the extended face-velocity equation is expressed as: 

𝐯f = 𝐯f̅ − 𝐃f
v̅̅̅̅ [(pF − pC) − (∇pf̅̅ ̅̅̅ . 𝐝CF)]

𝐝CF

dCF
2

+𝐃f
v̅̅̅̅ σ[κf(αF − αC) − (κf∇αf̅̅ ̅̅̅. 𝐝CF)]

𝐝CF

dCF
2  

(3.39) 

The mass flow at the face can be then computed as follows 

mf
∗̇ = ρf𝐯f

∗. 𝐒f 

= ρf𝐯f
∗̅̅ ̅ . 𝐒f − ρf[(pF − pC) − (∇pf̅̅ ̅̅̅. 𝐝CF)]

𝐝CF. 𝐃f
𝐯̅̅̅̅ T. 𝐒f

dCF
2  

+ ρf𝐃f
v̅̅̅̅ σ[κf(αF − αC) − (κf∇αf̅̅ ̅̅̅. 𝐝CF)]

𝐝CF. 𝐃f
𝐯̅̅̅̅ T. 𝐒f

dCF
2   

   (3.40) 

⟹   mf
∗̇ = ρf𝐯f

∗̅̅ ̅ . 𝐒f − ρfDf[(pF − pC) − (∇pf̅̅ ̅̅̅. 𝐝FC)]  

+ ρfσDf[κf(αF − αC) − (κf∇α𝑓̅̅ ̅̅ ̅. 𝐝CF)]  
(3.41) 
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Equation (3.39) can be found in the work of Denner et al. [8] along with further 

extension to account for gravitational forces and transient effects. 
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CHAPTER IV 

 

SURFACE TENSION AND CURVATURE MODEL 

 

4.1. CSF Model 

 

Using the Continuum Surface Force model [33], the surface tension force is 

approximated as:   

FCSF = fsδs (4.1) 

Where δs is a surface delta function and fs is the surface tension force per unit interfacial 

area given as follows. 

fs = σκ�̂� + ∇sσ  (4.2) 

σ  is the surface tension coefficient, ∇s is the surface gradient, κ is the interfacial 

curvature, and �̂�  is the interface unit normal given as 

𝐧 = ∇α  (4.3) 

�̂� =
∇α

|∇α|
  (4.4) 

The first term in Eq. (4.2) is the normal component while the second is the 

tangential. Assuming a constant surface tension coefficient, the tangential component can 

be neglected. The surface delta function is taken to be as the magnitude of the normal 

vector as to be non-zero only in transition regions. The volumetric force is thus re-written 

as: 

Fs = σκ∇α (4.5) 

Density scaling has been conventionally used to reduce spurious currents at large density 

ratios. The density scaled CSF is given by: 
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FCSF =
ρ

ρavg
FCSF (4.6) 

 

 

4.2. Curvature Equations 

Original curvature equation proposed by Brackbill et al., 1992 [33] estimated the 

curvature as the divergence of the unit normal vector: 

κ = −∇. �̂�  (4.7) 

Eq. (4.7) can be extended in which the unit normal vector is accounted for implicitly as 

follows: 

κ  =  −
∂

∂x
(
∂α

∂x
|𝐧|⁄ ) −

∂

∂y
(
∂α

∂y
|𝐧|⁄ ) 

= −
1

|𝐧|2
(
∂2α

∂x2
|𝐧| −

∂α

∂x

∂|𝐧|

∂x
+
∂2α

∂y2
|𝐧| −

∂α

∂y

∂|𝐧|

∂y
)  

(4.8) 

Eq. (4.8) can be written in the following format, which is proposed by Rudman, et al. 

1998 [36] 

κ =  
1

|𝐧|
(
1

|𝐧|

∂α

∂x

∂|𝐧|

∂x
−
∂2α

∂x2
−
∂2α

∂y2
+
1

|𝐧|

∂α

∂y

∂|𝐧|

∂y
) (4.9) 

Further extension of the equation can be made where: 

|𝐧| = √(
∂α

∂x
)
2

+ (
∂α

∂y
)
2

 (4.10) 

∂|𝐧|

∂x
=

1

|𝐧|
(
∂2α

∂x2
∂α

∂x
+
∂2α

∂x ∂y

∂α

∂y
)  (4.11) 

∂|𝐧|

∂y
=

1

|𝐧|
(
∂2α

∂y ∂x

∂α

∂x
+
∂2α

∂y2
∂α

∂y
)  (4.12) 
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Substituting equations (4.10), (4.11), and (4.12) in (4.9) and with further manipulation, 

the curvature equation used in this work is given in Eq. (4.13). 

κ =
1

[(
∂α
∂x
)
2

+ (
∂α
∂y
)
2

 ]

3
2⁄
[ 
∂2α

∂x2
(
∂α

∂y
)

2

−
∂α

∂x

∂α

∂y
(
∂2α

∂x ∂y
+
∂2α

∂y ∂x
)

+
∂2α

∂y2
(
∂α

∂x
)

2

 ]  

(4.13) 

 

4.3. Laplacian Filter 

Lafaurie et al. [32] and Ubbink [42] introduced the Laplacian Filter as an iterative 

method to smooth the volume fraction field that will be used to calculate the radius of 

curvature. Its implementation is straightforward due to its discrete nature. The smoothed 

field can be calculated using equation (4.14), where f is the index that runs through all 

the faces of cell(i,j), shown in figure 4.1, and Sf is the corresponding surface vector. The 

values at the faces are calculated via linear interpolation.   

α̃ =
∑ α̅f Sf
n
f=1

∑ Sf
n
f=1

  (4.14) 

As such, only the adjacent neighbor cells are used to approximate the value of the 

central cell [8]. By applying this filter iteratively, the effect of second-order neighbors or 

more can be accounted for. It should be emphasized, however, that smoothing diffuses 

the interface and should thus be used only to the extent that is required to adequately 

suppress spurious currents [44]. Ubbink [42] suggested applying the filter at least twice, 

the contribution of the neighboring cells would thus be 5/16, 1/8, & 3/128 for central cell, 

first order neighbors, and second order neighbors respectively.  
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Figure 4.1: Neighboring cells used in Laplacian Filter 

 

4.4. Convolution 

Convolution is a mathematical operation in which two functions are merged, over 

a certain domain, to form a third function. The latter embodies the effect of one of the 

original functions, usually a convolution kernel, on the other function under study. 

Convolution is amongst the common methods used to estimate radius of curvature 

and reduce spurious currents. The kernel would thus act as a weight to smooth the VOF 

field within the interfacial region. The domain over which the color function is convolved 

is referred to as support length d. 

The smoothed volume fraction (α̌) and normal vector are expressed as 

�̂̃�C = (Kx ∗ α , Ky ∗ α)  (4.15) 

α̌(x) = Kx ∗ α = ∫α(x̌)K(d − x̌)dx̌  (4.16) 
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4.4.1 Choice of Kernel 

The choice of kernel is critical as it directly influences the effectiveness of this 

technique. Different convolution kernels used in this scope of work can be found in the 

literature, such as polynomial [46], spline [33], and trigonometric functions [17]. When 

selecting a convolution kernel K, however, it is necessary to consider the following 

conditions outlined by Williams et al. [46]: 

1. Compact support: the kernel function should be non-zero over the support length 

and zero elsewhere. 

2. Symmetry: the kernel function should be symmetric or have an odd symmetry 

about the center. 

3. Monotonicity: the kernel function should decrease in magnitude as the distance 

from the center of the kernel increases. 

4. Smoothness: the kernel function should be continuous and smooth, with sufficient 

differentiability to avoid introducing numerical errors. 

5. Normalization: the integral of the kernel function over its entire domain should be 

equal to one. 

Williams [46] comprehensive study on convolution kernels showed that sixth- and 

eighth-order polynomial kernels outperformed spline kernels. The kernels most used in 

the literature, including the sixth and eighth-order kernels, are given as:  

K6(r, d) = {
A(d2 − r2)3         if

r

d
< 1

0                       otherwise
}  (4.17) 

K8(r, d) = {
A(d2 − r2)4         if

r

d
< 1

0                       otherwise
}  (4.18) 

K2(r, d) = {
A(1 − r d⁄ )4. (1 + 4r d⁄ )         if

r

d
< 1

0                                               otherwise
} (4.19) 

K4(r, d) = {
A(1 − r d⁄ )6. (3 + 18r d⁄ + 35(r d⁄ )2)         if

r

d
< 1

0                                                                          otherwise
}  (4.20) 
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KCubic−Spline(r, d) = { 
A(1 − r d⁄ )3. (1 + 3r d⁄ )            if

r

d
< 1 

0                                                     otherwise 
} (4.21) 

KB−Spline(r, d)

= {
A(1 − r d⁄ )4. [1 + 4r d⁄ + (16 3⁄ )(r d⁄ )2]. (1 2⁄ )        if

r

d
< 1

0                                                                          otherwise
} 

(4.22) 

KQuintic(r, d)

= {
A(1 − r d⁄ )5. (1 + 5r d⁄ + 5(r d⁄ )2 +  8(r d⁄ )3)        if

r

d
< 1

0                                                                                        otherwise
} 

(4.23) 

KQuintic B−Spline (r, d)

= {
A(1 − r d⁄ )5. (1 + 5r d⁄ + 20(r d⁄ )2)        if

r

d
< 1

0                                                                    otherwise
} 

(4.24) 

KGuassian (r, d) = {
Ae−(r d⁄ )2        if

r

d
< 1

0                   otherwise
} (4.25) 

Where d is the smoothing length, r is the distance to kernel’s center, and A is a 

normalizing constant. Peskin [17] introduced a cosine function as a kernel given in the 

following equation:  

Kcos(x, d) = {((A/2d)(1 + cos (
πX

d
))          if

X

d
< 1

0                       otherwise

}  (4.26) 

α̌(x) = ∫α(x̌)Kcos(x̌ − x)Kcos(y̌ − y)dx̌ (4.27) 

 

 

4.4.2. Normalization Factor 

The normalizing factor in these kernels is used to ensure that the sum of the kernel 

coefficients is equal to one. In a discrete formulation, the kernel is typically implemented 
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as a finite set of coefficients that are designated to neighboring cells. The normalizing 

factor would then be calculated as the inverse of the sum of those coefficients [30]. 

To gain deeper insights into the impact of various kernels on the VOF field, figure 

4.2 offers valuable visualization and comparison of the weight distribution exhibited by 

different kernels as a function of the distance from the center of the kernel. 

 

 

Figure 4.2: Kernel weight distribution as a function of distance from its center 

 

 

4.4.3. Support Length 

It is desired to limit the values of the kernel derivative to a minimum. Therefore, 

as Cummins et al. [34] inferred, the kernel must be resolved within a wide stencil. 

Francois et al. [30] investigated the effect of different support lengths for polynomial 

kernels, both constant kernel support and function of grid spacing. The study found that 

convergence can be achieved with support length of constant support length of d=0.4, 

which corresponds to R/5- independent of grid spacing. Furthermore, the solution with a 

support length of d=3h diverged, which agrees with the findings of Williams et al. [46] 
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and Cummins [34] who suggested that the support length should extend over at least four 

elements in each direction (d=9h, where h is the grid spacing).  

 

4.5. Height Function 

The use of height functions for estimating curvature has become one of the 

standard techniques and has been further developed and refined by researchers in the 

field. The procedure for evaluating curvature using HF, as presented in the work of [57], 

is detailed below.  

 

4.5.1. Identify the Interfacial Area 

It is better to evaluate curvature in interfacial cells only to minimize numerical 

errors. As such the procedure starts with identifying which elements have a nonzero VOF 

gradient, which literature [58] suggests is suitable to represent the interface. This can be 

achieved by applying the inequality in Eq. (4.284.2), where h is the grid spacing and ∈1 

is a positive constant set to 10-6 based on the work of [57] 

|∇. 𝛂| >
∈𝟏
h
   (4.28) 

 

 

 

4.5.2. Extend Computational Stencil 

Originally, curvature calculations using HF were made by applying finite 

difference scheme at the cell-center using a 3x3 stencil [59]. Research then showed that 

Height Functions require larger stencils to yield accurate results. Cummins et al. [34] 

suggested extending to a 7x3 or 3x7 stencil, where applicable, to resolve the interface. 

Hernández et al. [60] further enhanced the implementation by making effective 
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modifications and limitations to the stencil extension. Conditions for stencil extension in 

vertical direction are detailed below, where subscript j+u represents the uth row above the 

cell under study and j-d represents the dth row below that cell. Similar criteria for 

horizontal extension can be applied. 

Upward extension: 

Sin(𝐧𝐲). ∑ (αi+s,j+u − αi+s,j+u−1)

s=1

s=−1

> 0 (4.29) 

∈𝟏 < ∑ αi+s,j+u

s=1

s=−1

> 3 −∈𝟏  (4.30) 

Downward extension: 

Sin(𝐧𝐲). ∑ (αi+s,j−d − αi+s,j−d+1)

s=1

s=−1

> 0 (4.31) 

∈𝟏 < ∑ αi+s,j−d

s=1

s=−1

> 3 −∈𝟏  (4.32) 

Although one direction is required to calculate the derivative and estimate 

curvature, initially the extension is performed in both directions to determine which 

direction produces the most accurate results.  

 

4.5.3. Correct VOF in Extended Stencil 

Once extension in both directions is achieved, a correctional step must be 

implemented before choosing the actual height function direction, to avoid errors when 

multiple interfaces cut the same stencil. Therefore, one must check if any cell reverses 

monotonicity of the volume fraction and if so, set it’s VOF to zero or one, depending on 

the following criteria: 
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Cells above the jth row will be corrected if  

Sign(𝐧𝐲). (αi+s,j+u − αi+s,j+u−1) <∈𝟐   ;    s = −1,0,1  (4.33) 

Then the volume fraction of that cell is set to  

αi+s,j+u =
𝟏

𝟐
. (1 + Sign(𝐧𝐲))  (4.34) 

Cells above the jth row will be corrected if  

Sign(𝐧𝐲). (αi+s,j−d − αi+s,j−d+1) >∈𝟐 s = −1,0,1  (4.35) 

Then the volume fraction of that cell is set to  

αi+s,j−d =
𝟏

𝟐
. (1 − Sign(𝐧𝐲)) (4.36) 

where ∈2 is a positive constant set to 10-3 based on the work of [57].  

This modification ensures that the volume fraction values in each column increase 

or decrease consistently along the extension direction. As such the errors arising from the 

other curves that are not currently under study are mitigated.  

 

4.5.4. Choose Height Function Direction 

From an analytical perspective, curvature can be estimated using HF extended in 

either direction. On the other hand, Popinet [51] and Magnini [61] showed that the 

numerical errors increase as a function of the first derivative of the HF. As such, for any 

given cell in the domain, the direction that yields the lowest magnitude of the HF first 

derivative shall be used.  

If the inequality below holds true, then the horizontally computed first-derivative 

is smaller in magnitude, which implies that vertical extension shall be employed. The 

opposite is true; if this inequality is false, horizontal extension is employed.  
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|∑(αi+s,j+1 − αi+s,j−1)

s=r

s=−l

| ≥ |∑ (αi+1,j+s − αi−1,j+s)

s=d

s=−u

|  (4.37) 

Where i+r denotes the rth cell on the right and i-l denotes the lth cell on the left.  

 

4.5.5. Calculate Height Function and Curvature  

Once the extension direction has been chosen, the height functions of each column 

(or row) can be calculated. Assuming vertical extension was chosen in the, the height 

function for each column can be calculated as follows: 

Hi+s = ∑ αi+s,j+t . ∆y

u

t=−d

, s = −1,0,1  (4.38) 

The derivatives and consequently curvature can then be calculated by applying 

second order finite difference schemes: 

Hx =
Hi+1 − Hi−1

2∆x
 (4.39) 

Hxx =
Hi+1 − 2Hi + Hi−1

∆x2
  (4.40) 

κi,j =
Hxx

(1 + Hx
2)
3/2
  (4.41) 

 

4.5.6. Distribute Curvature  

Some of the cells identified as belonging to the interface, using Eq. (4.284.2) in 

section 4.5.1, may rather be non-interfacial, and in reality, fall exactly next to an 

interfacial cell; thus, having a non-zero gradient. This problem has been highlighted in 

the literature [34, 60, 61] and can be overcame by setting the curvature in these cells to 
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the nearest real curvature as proposed by Magnini [61] in his explicit procedure as 

follows: 

offseti,j = 

{
 

 u − floor (
Hi
∆y
)      if sign(ny) > 0

floor (
Hi
∆y
) − d      if sign(ny) < 0}

 

 

  (4.42) 

A non-zero offset value implies that the height falls within a neighboring cell. 

Consequently, Eq. (4.43) is used to set the curvature of the cell equal to the curvature of 

that nearby interfacial cell. 

κi,j = κi,j−offset (4.43) 

 

4.5.7. Bounding Height Function 

Section 4.5.1 presented above illustrates one of the methods generally used to 

identify interfacial elements and 4.5.6 follows as a necessary corrective measure. 

Alternatively, one can identify interfacial elements using an approach adapted more to 

height functions, suggested in the work of Cummins et al. [34]. In this method, the 

curvature is evaluated only if the height function is within the cell boundaries. As such, 

sections 4.5.1 and 4.5.6 presented earlier are dropped, and once the height function is 

obtained, the curvature is calculated iff:  

Yj−1 < Hi,j < Yj+1 (4.44) 
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CHAPTER V 

NUMERICAL TEST CASES 

 

5.1. Inviscid Stationary Fluid Column  

Prior to investigating surface tension, force balancing between pressure gradients 

and gravitational forces must be ensured. For this purpose, a 2D inviscid stationary fluid 

column is considered. In this test case all forces are neglected except gravity, which is 

specified as 9.8m/s2 acting in downward direction. Velocity and pressure fields are 

initialized with zero values within a 1x1 square domain, as shown in figure 5.1.  Initially, 

this domain is half-filled with the heavy fluid (density = ρh) and the density ratio is set 

to  ρh ρl⁄ = 10+6.  

The exact pressure distribution can be found analytically as follows:  

Pe = {
ρl|g|(1 − y)                                  0.5 ≤ 𝑦 ≤ 1

0.5 ∗ ρl|g| + ρh|g|(0.5 − y)      0 ≤ 𝑦 < 0.5
}  (5.1) 

Errors in pressure and velocity are of interest to quantify numerical imbalances and are 

calculated as follows:  

L2(P) = √
∑ (|Pi − Pe|2Vi)
N
i=1

∑ |Pe|2Vi
N
i=1

 (5.2) 

L∞(𝐕) = max(‖𝐕‖)  (5.3) 

Simulations were conducted for one and one hundred timesteps of ∆t = 10−4, following 

the work of Huang et al. [49]. Figure 5.2 illustrates the maximum velocity magnitude in 

the domain L∞(𝐕) as a function of grid spacing. The velocity magnitude agrees with the 

findings of [49] over fine grids (∆𝑥 = ∆𝑦 = 1 160⁄ ), however, slightly deviates for 

courser grids. For the coarsest mesh (∆𝑥 = ∆𝑦 = 1 20⁄ ) the velocity magnitude after one 
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timestep is 9.22E-14, which is lower than 1.14E-11 reported in [49]. However, errors in 

velocity after one hundred timesteps amount to 1.1E-8 which is one order of magnitude 

larger than that of [49].  

On the other hand, errors in pressure L2 (P), as presented in Table 1, were found to be of 

order O (10-9) and O (10-8) after one and one hundred timestep, respectively. Both of 

which are higher than pressure errors reported in [49], yet present results still fall within 

acceptable range and are of the same order of magnitude of the specified tolerance. 

Therefore, this algorithm is capable of balancing gravitational forces and pressure 

gradients, while maintaining errors at solver’s tolerance. 

 

  

 

 

 

 

 

 

 

 

Figure 5.2: Stationary fluid column 

maximum velocity as a function of 

grid ratio. 

 

Figure 5.1: Stationary fluid 

column volume fraction field. 
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Table 1: Errors in calculated pressure as a function of grid spacing 

after one and hundredth timestep. 
 Δt= 1 Δt= 100 

Δx=Δy L2 (P) Huang [49] L2 (P) Huang [49] 

0.05 9.22E-11 4.16E-12 6.13E-08 7.61E-12 

0.025 3.73E-10 1.55E-12 5.99E-08 7.00E-12 

0.01667 8.34E-10 - 6.06E-08 - 

0.0125 1.47E-09 2.29E-12 6.16E-08 4.94E-12 

0.01 2.27E-09 - 6.25E-08 - 

0.00833 3.20E-09 - 6.34E-08 - 

0.00714 4.33E-09 - 6.43E-08 - 

0.00625 5.55E-09 1.10E-12 6.51E-08 3.92E-12 

 

 

5.2. Inviscid Static Drop at Equilibrium  

The case of an inviscid static drop at equilibrium is one of the commonly used 

benchmark cases to test force balancing, curvature calculation, and quantify spurious 

current generation. All body forces except surface tension are neglected. Following the 

work of Francois et al., 2005 [30], three pressure jumps are considered: 

ΔPtotal = Pin - Pout  

Pin = average pressure inside drop, r < R 

Pout = average outside the drop, r > R 

ΔPpartial = Pin - Pout  

Pin = average pressure inside drop, r < R/2 

Pout = average outside the drop, r > 3R/2 

ΔPmax = Pmax  - Pmin  

Pmin = min pressure in domain 

Pmax= max pressure in domain 

The relative pressure jump error is calculated as: 
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E(∆pn) =
|∆pn − ∆pexact|

∆pexact
  (5.4) 

Where n denotes the different pressure jumps discussed, total, partial and max. It 

is worth mentioning that ΔPpartial only measure the pressure jump in the bulk of the fluids, 

unlike ΔPtotal which also reflects the transition region. 

 

5.2.1. Exact Curvature 

Initially, an exact curvature is specified which is 1 Rdrop⁄  in a two-dimensional 

domain. The exact pressure jump across the interface is given in the Young-Laplace’s 

equation. This ensures that errors in pressure jump across the drop and velocity 

magnitudes larger than the solver tolerance are solely due to numerical imbalances. 

The drop of radius R = 2m is centered in an 8 * 8 domain and the mesh is 40 * 40 

(R/h = 10) elements. Velocity and pressure fields are initialized with zeros and boundary 

conditions are set to walls. Fluid density inside the drop (ρ1) is 1 and the fluid density 

outside (ρ2) is allowed to vary. Using a convergence criterion of 10-15, different 

implementations of the CSF method are compared at different density ratios. Results for 

the maximum velocity magnitude and pressure jump after one time step of 10-6 are shown 

in Table 2. The redistributed CSF, redistributed and density scaled, are compared to the 

face centered of Francois et al., 2005 [30] and to the cell centered proposed earlier. The 

CSF method performance is then compared to the SSF method of [30]. 
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Table 2: The maximum velocity magnitude and pressure jump after one time step of 10-

6 

 𝛒𝟏 𝛒𝟐⁄  Vmag max E(DP)total E(DP)partial E(DP)max 

Redistributed 

CSF 

1 5.71E-05 5.44E-02 2.25E-04 1.19E-01 

10+3 4.90E-02 8.36E-02 3.33E-02 1.61E-01 

10+5 4.49 1.01E-01 5.22E-02 1.32E-01 

Redistributed-

density-scaled 

CSF 

1 5.71E-05 5.44E-02 2.25E-04 1.19E-01 

10+3 4.77E-02 9.68E-02 1.17E-02 2.40E-01 

10+5 3.88 1.00E-01 2.06E-02 2.00E-01 

Density-scaled 

CSF [30] 

1 2.28E-05 7.76E-02 1.03E-14 7.79E-14 

10+3 1.33E-04 5.6E-01 5.78E-01 4.40E-01 

10+5 1.33E-04 5.62E-01 5.81E-01 4.42E-01 

Face-centered 

CSF [30] 

1 1.25E-18 2.89E-2 2.73E-15 8.72E-14 

10+3 4.97E-18 2.89E-2 1.95E-15 1.36E-14 

10+5 5.70E-19 2.89E-2 7.79E-16 1.38E-14 

Cell-centered 

CSF 

1 3.72E-20 0 0 1.94E-16 

10+3 5.56E-17 1.94E-15 5.84E-16 5.40E-15 

10+5 5.62E-15 1.94E-15 5.84E-16 5.45E-15 

Face-centered 

SSF [30] 

1 5.43E-19 1.36E-15 5.84E-15 1.63E-14 

10+3 4.44E-18 1.95E-16 1.17E-15 3.11E-15 

10+5 2.71E-19 3.89E-16 3.7E-15 4.87E-15 

 

The redistributed CSF shows generation of non-physical flows at high density 

ratios with errors in the pressure jump of O (10-2). Spurious currents are reduced with 

density scaling as reported by Francois et al. [30]. On the other hand, the face-centered 

[30]  shows better performance with maximum velocity magnitude reducing to solver 
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tolerance. However, the total pressure is limited to O (10-2) indicating the presence of 

small spikes in pressure within the drop. This is resolved in this cell-centered 

implementation of CSF which shows superior results to the other formulations and 

comparable results to the SSF method of [30]. 

The pressure distribution is shown below (figures 5.3) for the redistributed and 

cell-centered implementations, with the latter presenting exact pressure jump, unlike the 

other. 

 

 

 

The performance of both techniques, cell centered and redistributed, has been 

further investigated at higher density ratios and for different grid spacings. The figures 

below illustrate the error in pressure jump (total and partial) and velocity magnitude 

(maximum and average) as a function of density ratio (figures 5.4 and 5.5) as well as grid 

spacing (figures 5.6 and 5.7) for both cell-centered and redistributed methods. 

It is important to note that the solution diverged with the redistributed method for 

high density ratios (>105), unlike the cell-centered method. However, both techniques 

exhibited consistent performance across various density ratios and grid spacings, except 

Figure 5.3: Computed pressure with different CSF models for the inviscid static drop case 

when the exact curvature is specified. The grid is uniform and of resolution R/h = 10. The 

density ratio is 103. Redistributed left and cell centered right. 
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for an increase in spurious current generation at high density ratios, which nevertheless 

remained within an acceptable range.  

Figures 5.8 and 5.9 compare the maximum pressure jump and maximum velocity, 

respectively, to the findings of Huang et al. [49]. In their work, a force balanced algorithm 

is tested on unstructured Delaunay triangular grids with the same grid spacing but 

approximately double the number of elements. For this comparison the time step has been 

reduced to 10-4 and density ratio is set to 103. The results indicate that the cell-centered 

method achieves better outcomes for coarse meshes in terms of the maximum pressure 

jump, while producing comparable results for finer meshes. Thus, the cell centered 

method restores exact force balancing between pressure and surface tension forces for 

different mesh spacing and density ratios; with negligible spurious current generation and 

exact pressure jump restored.  

 

 

 

 

Figure 5.5: Errors in velocity 

magnitude as a function of grid 

spacing. 

Figure 5.4: Errors in calculated 

pressure as a function of density 

ratio. 
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The figure below (5.) show maximum residuals obtained with different CSF models for 

the same inviscid static drop case when the exact curvature is specified. The grid is 

uniform and of resolution R/h = 10. The surface tension coefficient is 73 and the density 

ratio is 1. The lowest residuals- same as solvers tolerance, are achieved with the cell 

centered method.  

Figure 5.7: Errors in calculated 

pressure as a function of grid 

spacing. 

Figure 5.9: Error in maximum 

velocity as a function of grid 

spacing. 

Figure 5.8: Error in calculated 

pressure as a function of grid 

spacing. 

  
Huang 

Figure 5.6: Errors in velocity 

magnitude as a function of grid 

spacing. 



47 

 

 

 

 

 

 

5.2.2. Curvature Errors 

Curvature was estimated directly using the volume fraction fields. The different 

equations to calculate curvature (Chapter IV- CSF Model- Curvature Equations) were 

compared. The original equation showed difficulty converging. Convergence was 

achieved with the extended equation; however, errors exist. Attempts were made to bound 

the curvature in order to restrict numerically miscalculated curvature in non-interfacial 

regions, but errors persisted.  

Figure 5.11 illustrates the significant increase in maximum velocity magnitude, 

from O (10-15) to O (10-5), when calculating the curvature based on the volume fraction 

field. This spurious current generation is attributed to the erroneous radius of curvature 

calculation depicted in Figure 5.12, which increases for fine meshes which is consistent 

with the findings of Harvie et al. [62]. Consequently, these inaccuracies lead to an 

inadequate representation of the pressure jump, as shown in Figure 5.13. Therefore, 

results highlight again the inability of adequately calculating curvature directly using 

VOF function.  

Figure 5.10: Maximum residuals obtained with redistributed CSF (left) 

and cell centered CSF (right) models.  
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5.2.3. Laplacian Filter 

The Laplacian filter was applied to smooth the volume fraction field prior to 

calculating the curvature, which showed improvement as compared to the non-smoothed 

curvature. Figures 5.14 and 5.15 demonstrate the effect of applying the Laplacian filter 

up to ten times on curvature calculation and average velocity magnitude, respectively. 

Reduction in spurious current generation and decreased errors in radius of curvature 

Figure 5.12: Errors in radius of 

curvature estimation as a function 

of grid spacing. 

Figure 5.13: Errors in pressure 

jump as a function of grid 

spacing. 

Figure 5.11: Velocity magnitude as a function of grid 

spacing when curvature is numerically estimated directly 

from VOF field. 
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estimation is observed up to eight times smoothing, beyond which minimal change is 

observed. Similarly, the same trend of decreasing errors can be seen with different grid 

spacing, as depicted in Figures 5.16 and 5.4. However, it is worth mentioning that the 

results converge for course meshes across the different tested number of smoothing.  

 
 

 

 

 

 

 
5.2.4. Convolution 

Smoothing the volume fraction through convolution with the different kernels 

mentioned in Chapter IV- Convolution- Choice of Kernel was tested. The results of the 

best kernels are plotted below, which exhibit comparable errors and behavior to the work 

Figure 5.14: Effect of Laplacian 

smoothing on curvature estimation 

 

Figure 5.15: Effect of Laplacian 

smoothing on spurious current generation 

 

Figure 5.16: Errors in Curvature 

estimation as a function of grid 

spacing using Laplacian Filter. 

 

 Figure 5.4: Spurious current 

generation as a function of grid 

spacing using Laplacian Filter. 
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of Francois et al. [30]. Figure 5.18 shows the maximum error in curvature as a function 

of support length and grid spacing, respectively. As the literature suggests, the errors in 

curvature estimation decrease as the size of stencil used to smooth the volume fraction 

increases, up to a smoothing length of nine elements, which Williams and Cummins [46, 

34] identified as the required support length. Moreover, the errors resulting from different 

kernels converge at this support length, and further smoothing results in minimal 

difference in errors. 

Using a stencil of nine elements, the errors in curvature estimation, velocity 

magnitude, and total pressure are plotted below as a function of grid spacing (figures 5.19, 

5.20, and 5.21). Although the accuracy of the solution is enhanced with the convoluted 

color field, it is apparent that the error diverges upon mesh refinement, as reported by 

Evrard et al. [63] The maximum errors in curvature estimation, across different meshes, 

agree with the findings of Francois et al. [30].  

In addition, the maximum velocity magnitude attained after one timestep is     

5.34x10-4 using K8 kernel and a support length of d = 9∆x. This compares to 8.55x10-2 

and     1.18x10-3 reported by Francois et al. [30] and Denner [8], respectively. Spurious 

currents are slightly decreased with the K6 kernel, 5.30x10-4, which also compares to 

4.87x10-3 and 1.08x10-3 in the work of Francois [30] and Denner [8], respectively.  

On the other hand, the pressure jump across the interface shows no clear trend for 

the different kernels tested. However, high pressure peaks are observed inside the drop 

[30] which limits the errors in maximum pressure jump to O (10-1) as compared to the 

total pressure jump of O (10-3). 
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5.2.5. Height Functions 

The volume fraction field has been used to build height functions which in turn 

were used to estimate the curvature. This improved curvature estimates as compared to 

the original case, however, errors persisted. Height functions have been reported to 

produce inconsistent estimates where the interface is not accurately captured [8]. 

Smoothing the volume fraction field using the Laplacian filter prior to constructing height 

function has shown significant improvement, regardless of the stencil size used, as 

depicted in figure 5.22.  

Figure 5.18: Errors in curvature 

estimation as a function of support 

length. 

Figure 5.19: Errors in curvature 

estimation as a function of grid 

spacing. 

Figure 5.20: Spurious current 

generation as a function of grid 

spacing. 

Figure 5.21: Errors in total pressure 

jump as a function of grid spacing. 
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Using stencils of 5 and 9 elements the errors in curvature estimation, maximum 

velocity magnitude, and total pressure jump are plotted as a function of grid spacing in 

Figures 5.23, 5.24, and 5.25, respectively. Both stencils yielded similar results, surpassing 

the performance of the original formulation. The maximum velocity attained at 40 

elements is 1.3x10-4 using 5 element stencils which compares to 5.1x10-3 and 3.38x10-3 

reported by Francois et al. [30] and Liovic et al. [64]. These discrepancies are primarily 

attributed to curvature errors, which are particularly pronounced along non-mesh-aligned 

(diagonal) directions [30]. 

 

 

 

  

 

 

 

Figure 5.22: Errors in curvature 

estimation as a function of stencil size 

using HF. 

Figure 5.23: Errors in curvature as 

a function of grid spacing using 

HF. 

Figure 5.24: Spurious current 

generation as a function of grid 

spacing using HF. 

Figure 5.25: Errors in total pressure 

jump as a function of grid spacing 

using HF. 
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5.2.6. Comparing Different Techniques  

The different techniques used to estimate curvature, discussed in the previous 

section, are grouped below in figures 5.26, 5.27, and 5.28. The results show that 

regardless of smoothing techniques used the results are improved as compared to the non-

smoothed case which is expected because lower errors in second order derivatives are 

associated with smoother VOF fields. The different techniques produced similar trends 

for the tested parameters. The convolution technique using a K6 kernel showed the best 

overall results. However, while certain enhanced methods can mitigate the curvature 

errors when, it is not possible to extirpate it.  

 

 

 
 

 

 

Figure 5.27: Spurious current 

generation as a function of grid 

spacing.  

Figure 5.26: Curvature errors as a 

function of grid spacing. 

Figure 5.28: Errors in total pressure 

jump as a function of grid spacing. 
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5.2.7. Time Evolution 

In this section the effect of time step dependency is investigated. The choice of 

time step to advect the color function is crucial to the accuracy and convergence of the 

simulation. The capillary timestep constraint, given in the equation below, sets an upper 

limit on the timestep size in simulations involving capillary or interfacial phenomena [8, 

30, 33]. This ensures that the dynamics of these processes, occurring on very short 

timescales, are accurately captured. 

∆t ≤ √
(ρh+ρl)(∆x)3

4πσ
  (5.5) 

Baring this in mind, the same static drop as the previous section is now considered 

with a grid of 𝑅 ℎ = 10⁄  and density ratio of 10. The convolution method is chosen to 

smooth the volume fraction with K8 kernel and support length of d = 9∆x. Results of the 

maximum velocity magnitude are obtained at t = 10−3s using different time steps and 

tabulated below (table 3). The maximum velocity attained is of the same order O (10-3) 

as Francois et al. [30] regardless of the timestep chosen.  

Table 3: Spurious current generation at 𝑡 = 10−3𝑠 
Δt # Δt K8 K8 Francois [30] 

1.00E-03 1 6.12E-03 1.94E-03 

1.00E-04 1.00E+01 5.98E-03 1.90E-03 

1.00E-05 1.00E+02 5.93E-03 1.84E-03 

1.00E-06 1.00E+03 6.59E-03 1.81E-03 

 

 

5.3. Static Bubble at Equilibrium  

A static bubble of air in a water cavity is considered. The dimensions are now 

scaled down to a 0.02m square domain with a bubble of radius 0.005m at its center. The 

surface tension coefficient is set to 7.2x10-2 N/m. In this case attention is shifted to the 
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time evolution of the solution. The total kinetic energy Eq. (5.6), which is a quantitative 

measure of total kinetic energy, was evaluated at each time step. 

𝑇𝐾𝐸 =∑
1

2
𝜌𝐶  ‖𝑽‖

𝟐𝑉𝐶

𝑁

1

 (5.6) 

The case corresponds to the work of Mencinger et al. [45], where convolution 

with K8 kernel and the PROST techniques were employed and compared. Similarly, the 

K8 kernel is used, the timestep is specified at 10-4s, and the bubble was simulated for 4 

seconds. Results of the maximum velocity magnitude as well as total kinetic energy are 

plotted in figures 5.29 and 5.30, respectively, and compared to the work of [45]. 

The results agree with the literature, with equilibrium being achieved after 0.5s, 

after which no change is observed. However, the present solver was able to achieve lower 

velocity magnitude and, consequently, lower total kinetic energy.  

 

 

 

 

5.4. Breaking Dam of Water  

The water dam break is one of the classical benchmark cases used to validate free 

surface flow modeling techniques [42]. In the literature, both experimental [65, 66] and 

Figure 5.30: Total kinetic energy 

as a function of time. 

Figure 5.29: Maximum velocity 

magnitude as a function of time. 
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numerical [18, 42, 66] results can be found for this case. The problem setup is relatively 

straightforward: a square tank with sides measuring 4a (where a = 0.146m) is considered. 

Initially, a water column of size 2a x a is present in the left corner of the tank, while the 

rest of the domain is filled with air. The water and air characteristics are specified at room 

temperature and normal atmospheric pressure. The challenge in this problem arises with 

complex geometry carried by the advancing and returning waves [10].  

As the vertical wall is removed or the simulation is initiated, gravitational forces 

begin to pull water towards areas of lower potential energy. As a result, the water column 

breaks, initiating the process of gaining momentum. This leads to the formation of 

advancing waves that propagate through the tank until it collides with the right side of the 

tank. At this point, the water climbs up the right side before falling back down, 

regenerating momentum and giving rise to a reverse wave. The flow dynamics involved 

in this scenario are primarily governed by inertia forces, as noted by Ubbink [42]. In 

addition, due to the large-scale nature of the problem, surface tension forces can be 

neglected [42]. However, as the water falls back, forming the reverse waves, air is 

trapped, resulting in the formation of bubbles. It is at this point that the significance of 

surface tension forces comes into play. 

To investigate the influence of surface tension on the dam break scenario, 

simulations were conducted using two approaches: one neglecting surface tension and the 

other incorporating it through the use of CSF method, as applied in the previous test cases. 

In figure 5.31, the time evolution of the volume fraction field is presented, with the left 

column representing the case without surface tension (indicated by dark blue) and the 

right column representing the case with surface tension accounted for (depicted by lighter 

blue). Both cases exhibit similar trends and behaviors over the one-second time frame, as 
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expected. However, it is notable that when surface tension is considered, the formation 

of the reverse wave occurs more rapidly (at 0.6s instead of 0.7), aligning closer with the 

results reported in [42]. Furthermore, bubble formation was not observed in either case 

which is probably due to the large grid size used (80x80) which exceeds the expected 

bubble size. 

To quantify the results, the height of the residual column, which refers to the bulk 

of the fluid excluding the waves, as well as the length to the leading edge of the wave 

were recorded at each time step. The results are presented in non-dimensional units given 

in the following relations: 

Z = z a⁄  (5.7) 

T = n t √g a⁄  (5.8) 

H = η an2⁄  (5.9) 

τ =  t √g a⁄  (5.10) 

Where a is the original water column base length, an2 is the original water column height, 

η is the residual column height, z is the distance to the surge front, g is the gravitational 

acceleration (9.8m/s2), and t is time (seconds).  

The non-dimensional distance to the leading edge is plotted in figure 5.32 and 

compared to the experimental results of Martin and Moyce [65] as well as the numerical 

results of Hirt and Nichols [18]. The obtained results show good agreement with both 

experimental and simulated data. Water reached 75% of the horizontal plane after 0.2s 

which also agrees with the numerical results reported by Ubbink [42]. Similarly, figure 

5.33 depicts the residual column height as a function of non-dimensional time, exhibiting 

a strong agreement with the experimental findings. 
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Figure 5.31: Time evolution of volume fraction field for both cases excluding surface 

tension (left column- dark blue) and including surface tension (right column- lighter 

blue). 
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5.5. Forced Sloshing in Water Tank 

Another problem involving water impact on flat surfaces and waves, though on a 

smaller scale, is the forced water sloshing case. It was originally introduced by Reed et 

al., 1998 [67], and it is usually used to tune parameters involved in liquid dampers, refer 

to figure 5.34. 

Initially water rests at the bottom of the 0.6 x 0.5m2 tank. The tank then oscillates 

horizontally with a sinusoidal acceleration given in the following equation: 

a = Aω2 sinωt (5.11) 

Where A = 0.02m &  ω = 2.877rad/s. 

From a numerical perspective, and for practical reasons, this can be implemented 

by introducing gravitational forces in the x-direction that obeys the same equation rather 

than moving the boundary. Gravitational acceleration in y-direction remains constant at 

9.8m/s2. The height of water at the left-hand side of the tank is recorded throughout the 

simulation and plotted in figure 5.35 along with experimental data of Reed et al. [67]. 

Results show a comparable behavior to experimental ones and no observable difference 

Figure 5.32: Non-dimensional 

distance to leading edge versus 

non-dimensional time. 

Figure 5.33: Non-dimensional 

residual column height versus 

non-dimensional time. 
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between the case with and without surface tension, which can also be confirmed by 

comparing the volume fraction evolution for the first six seconds in figure 5.36. 

 

 

 

 

 

 

 

Figure 5.34: Schematic of water 

sloshing problem 
Figure 5.35: Water height at the 

left-hand-side of the tank 
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Figure 5.36: Time evolution of volume fraction field for both cases excluding 

surface tension (left column- dark blue) and including surface tension (right 

column- lighter blue). 
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CHAPTER VI 

CONCLUSION 

 

A balanced-force algorithm has been developed and tested. Different treatment of 

the body force term and momentum interpolation were considered.  The proposed cell-

centered formulation showed superior results to other formulations, with pressure jump 

exactly represented and spurious currents of the order of round-off.  

Furthermore, the thesis explores the estimation of curvature, which cannot be 

directly obtained from the abruptly varying volume fraction field. Three well-known 

curvature estimation techniques within the Volume of Fluid (VOF) framework—namely, 

Laplacian Filter, Convolution Method, and Height Functions—were implemented and 

refined to improve the accuracy of the solution. Through extensive validation using 

benchmark cases, the algorithm demonstrated its effectiveness in predicting free surface 

flow and capturing the interface. The refined parameters of the curvature estimation 

techniques contributed to enhancing the overall accuracy of the results. 

The contributions of this thesis offer valuable insights into simulating free surface 

flow with surface tension on general curvilinear coordinate systems. The balanced-force 

algorithm presented here provides a robust framework for future studies in this field. 

Further research can focus on refining the curvature estimation techniques and exploring 

additional methods to optimize the simulation process. 
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