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ABSTRACT

The writing of this paper was initiated by an experiment that
was run at the Division of Food Technology and Nutrition of the School
of Agriculture at A, U, B, The purpose of the experiment was to
compare the growth effects of different dietary proteins as measured
by two related measures known as the F, E, R, (Protein Efficiency
Ratio) and N, F. R, (Net Protein Ratio), This peper is meant to be
a comment on those two measures and & suggestion of the use of other
estimates obtained by different procedures for the comparison of
growth effeets of different dietary proteins,

Chapter I is a brief introduction to the wvarious methods
applied for dietery protein evaluation, It lays more emphasis on
the so-called F, E, R, method which ig discussed in more detail,
together with the N, P. R, and two relevant ratio estimates, in
Chapter II,

Chapter II discusses the development, uses, advantages, and
handicaps of the P, E, R, measure, It comperes it with the other
related measure, the N, P, R., and attempts at estimating the relative
efficiency of N, P. R, to P, E. R, It also introduces two ratio
estimates which are shown to be easier to handle than the P. E. R.
and N, P, R, both mathematically and computationally.

In Chapter III, the use of the analysis of covariance techniques
for the estimation of protein effeets on growth and the comparisen of
different protein effects is discussed in some detail, Tests for

comparing different treatment effects are derived which take ecare of

iv



the randomness of the concomitent varistle (food inteke) and of its
dependence on trestment (diet) effeet.

Chapter IV is & gection on appliceation and illustraticn.
It makes use of the j-weeks data of the experiment mentioned above
to 1llustrate the application of the new procedures suggested in
preceeding chapters to numericel deta, and to make clear some points

thet are eaphasized in the diseussion,
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CHAPTER X

INTRODUCTION

Many workers have investigated methods by which the value of
dietary protein might be determined, and various different eriteria
have been suggested. Nitrogen~bslance studies in growth, mainte~
nance, reproduction, fertility and laetation, growth itself, and
longevity were all proposed for this purpose during the second
decade of the present century. More recently, carecass analysis,
chemical seores based on the amino-seid eontent of the protein, the
ratio of ereatinine nitrogen to totel urinary nitrogen and changes i
liwer nitrogen have been related to protein quelity [1,1».21.3::]. A1l
the methods that have been suggested. growth methods, nitrogen balance
methods, net protein utiligation and net protein retention methods,
mierobioclogieal methods, chemieal seoring methods, protein regenera-
tion methods, hlood amino=-acid methods, etc.[ 2] » bave, direetly or
indirectly, aimed at eveluating the primary funetion of dietary protein
which is ; to furnish a mixture of amino-seid of the proper pattern for
the gynthesis of tissue proteins and for msintenance [2,?. 9} .

Every one of the suggested methods hsas got its adventages and
its hendieaps. Some are believed to yield reliable results, in the
sense of being aceurate and not dependent on extraneous factors, but
are laborious and time consuming; others are considered to be relstive—
dy simple but probably less reliable; and attempts have been made

3 »
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systematically at comparing the relative merits (aceuracy, exaotness
and reliability of estimation, and simplicity) of the different procied-
ares [2, P. 9] . Grouth methods are thought to be the simplest of

all and, probably, the most suitatle [2, P. 11] . J, A, Campbell

[2, P. 11] reports that "if the aiet contains insufficfent smounts of
one or more of the essential animo-seids, growth will be reduced or
stopped entirely, Thus growth is a sensitive index of the supply of
amino=acids and may be used to evaluate the overall effect of

dietary protein,®

Protein efficiency ratio,

Mmong the various growth methods for the evaluation of dietaxy
protein the ®protein effieciencey ratio® (P, E. R.) is probably the
moet widely used, Thias concept was introdueed in 1919 by Osborne,
Mendell and Ferry [é,P. 223 ff] . The P.E.R. (the gram gain in
weight per gram protein consumed) was determined at several levels
of the test protein and the maximum value so obt ained was eonsideral
the best estimate of the value of the protein, Barmes and
Bossherat [7, P.273 fr] , in a later study, found that for foods
baving a P,E,R, of 2.0 or greater, the maximum ratio was obtsined
at a dietary protein level of about 10%, Most workers, in practice,
have tested protein at a single level, usuelly about 10%, Tt appeers
that the 10% level yields the most sensitive and valig results for
assaying protein value [z,r. 15] . In 1960 Norrison end Gempbell
]_'5,?.112 tf:l » in a study on factors influencing the protein effi-
eiency ratio of foods, reported that "P.E,R values veried not only
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with quality and quantity of the dietary protein, but also with the
duration of the experiment and the sex of the test enimel.® Chapman
et al. [6, P.679 ff) demonstrated thet the variation between animels
tended to decrease over the first 4 weeks. The 4, O, A, C. (Assoeie=
tion of Offieial Agricultural Chemists) method uses this period for
its assay, and Campbell [2, P.u] believes "that this period is the
most satisfactory basis for the determination of P, E. R. values,"
Morrison and Gampbell [75, P.112 rr] , after finding differences
between sexes, concluded that sexes should not be mixed or used inter-
changeably, Other factors which are believed to influence the P, E.R,
values are . the species and age of animal, the method of feeding, and
the use of an appropriate standard, Both the 4. 0. A, C. method and
that of Chepman et gl. [2, P.19] provide standard methods which do sbt
differ much and many workers now follow those standardized procedures
in the details of their assays.,

For illustration, and to faeilitate the understanding of the
discussion that follows, a deseription of an experiment by whieh P, E R,
could be evalusted for & number of proteins is given below, The expe~-
riment was run by Campbell, Sabry and Cowan [7] » at the division of
Food Technology and Nutrition of the Ameriean University of Beirut,

Experimental ,

140 weanling male rats of a single strain, 20 to 23 days of
age, were divided, according to their body welghts, into 14 groups
of 10 so that one animal of each group was mateched with a sorres=
ponding one from the other groups within 1 gram, 13 of the groups
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were put on different diets; every group was fed one of 13 diets that
differed only by the quality of their protein content. A randomized
block design wes used in which the rats were randomly alloeated to
diets end variations in their initial body weights constituted the
blocks. The rats were also randonly alloecated to individual ecages
which were kept in an air-eonditioned room at 740- 760- F, and food
and water were supplied ad libitum, Details of the preparation of

the foods tested are given by Cowan et al. [8] + The experiment las-
ted 4 weeks, At the end of each week the amount of food intake sinee
the stert of the experiment was recorded, and the ehange in weight
during thet period was caleulated for every single rat., Thus P, E, R,
values were cleaculated at 7,14,21 and 28 dsys, The 14 = th group of
10 rats was fed the protein-free diet of Chapman et al. [6, P.6T9 ff] .
This group constituted the negative contrel group with which each test
group was mateched for the determination of a related ratio, known as
the "net protein ratio® (N.P.R.) 1.

The relative precision of the P, E. R, and N.P,R. ratiog as
measures of protein effectiveness in growth has not yet been deter-
mined, and the purpose of the above experiment was to compare the
two eriteria, In the chapters that follow this quegtion is conai-
dered and an altermtive measure for the effestiveness of different
proteins is proposed. The ,-weeks data of the above experiment is
used in application end i1llustration,

. see Chapter II,



CHAPTER II

THE TWO RATIO METHODS

Definition and Discuggion,

On account of its simpliecity of form, the protein effieiency
ratio, suggested by Osborne, Mendell and Ferry in 1919, is probahly
the most widely used, As the name suggests,it is the ratio of gain
in weight, to protein intake, both being measured in the same unit,
That 1s,

in on test diet
P. E, R, = protein intake .

Thus the P, E, R, is a ratio of two dependent variabless gain in weight
and protein intake, This point is emphasized by Taskar, Parthosomathy
and Shentha [9, P.696 ff] in their study of the influence of food
intake and duration of feeding on the evalustion of P. E. R., when
they state that "unduly large variations in ejther of the wariables
would result in a lesser degree of association [between gain and
intake] and give unreliable estimates of P, E, R, +es Whenever the
evaluation of P, E, R, 1s attempted it is necessary to verify that

the correlation between gain in weight and protein intake is signifi-
cant. Such estimates can only be considered reliable becauge it is

on that assumption that the values of the ratios are determined,"
However, in the presence of this dependence the ratio does not lend
iteelf to any of the known standard procedures in statistical amalysis,

-5-
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and this may be considered one of its weaknesses. It has been subject

to & variety of eriticisms by workers in the biclogical field as well.
Some such eriticisms are outlined belowj

(a) The assumption that the gain in weicht is sonstent in composi-
tion is not neecessarily walid, In other words, although body weight

my very with the diet, yet the percentage nitrogen in the body may remain
unchanged,

Middleton et al, [10, P,865 fi] showed that the percentage of
body nitrogen, after , weeks on test, was not greatly influenced by
variations in protein content or protein quality., Bender and Doell
[11, P.140 £f] demonstrated that although the amount of carcass fat
mey vary widely with the diet, the percentage nitrogen is remarkably
constant in animals which have been on test for as long as 40 to 50
days. This objeetion to P, E, R, would, of course, hold against any
of the so=ecalled growth methods in whish the benefits of the various
proteing are measured in terms of gain in weight or growth,

(b) P. E. R, varies with food intake.

Stewart et al. [12, P,519 rr] bave attributed the consideratle
variations in P. E, R, for individusl rats within a group receiving
the same protein to the difference in the amounts of food eonsumption,
Similar results were reported by Bender and Doell [11, P, 140 ff] and
Bender[lj, P.135 rr] .

(e) P. E. R, varies with protein level.

Forbes et al. |:2, P.21 ff ] shoved thst "the quantitative rela-
tionship [relative atanding] between different proteins depends on
the level at which proteins are fed,®
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(4) Calculation of P, E. R, assumes, that ell protein consumed
is used for growth, whereas it is known that part of the protein is
used for maintenance,

This last eriticism is, probebly, the most fundamental of the
above oriticisms. Consequently, in 1956, Bender and Doell [11, P.140 ﬂj
deseribed a modifieation of the method whereby a eontrol group of
animals fed on protein=-free diet is ineluded in the experiment and
the difference between the weights of this group and the test group
(instead of merely weight gain) is used in the caleulation, Thus,
they introduced the N.P.R. (net protein ratio) method, where N,P.R,

is defined asg

N.P.R, = £2in on test diet + lods on eontrol diet
. Protein intake on test diet

= P.E.R, + 1°8s on control diet
77" " Protein intake on test diet

]

vwhere the plus sign is taken to mean the algebraic addition of the loss
on the control diet. This procedure, they claimed, allows for main -
tenance requiregients and also permits the evaluation of proteins which
do not promete growth. However, the effeectiveness of using a non-
protein control group has not been well established, and ene would
question the validity of using a eontrol group whieh soon becomes
abnormelly defieient,

N. T. Gridgeman [14, PP.36-37] hes shown that the optimum
ratio R of the size of the conmtrol group to that of each of the

test groups in terms of the number n of test groups is.:

v
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However, in the experiment we shall consider and in most other expe-
riments the ratio used is 1, i.e. the sample size of the control

group is the same as that of any of the test groups.

Mathematical Reformulation,
We recall at this stage that one purpose of this study is

to compare the precision of the two ratio methods for protein evalue-
tion, memely the P.E.R. and N.P.R, methods, By their definition,
these ratics are functions of protein intake and gain in weight,

which are varisbles lieble to chance fluctuations, The ratios them~
selves may, therefore, be considered as random variables, and a study
of their relative precision would amount to a comparison between their
varisnees, With reference to the experiment desecribed at the end of
Chapter 1, consider now one test diet at a time, and let

¥y denote thegain. in grams on the test diet for the animal in

the i-th block,

3y denote the loss in grams on control diet for the animsl in the
i-th block,

x4 denote the protein intake in grams on test diet for the
animel in the i-th bloek,

n denote the size of the sample, that is, the number of blocks

(the same for both test group and eontrol group).
Using this notationy the two ratios for the amimal in the i-th block

are

P. E.R(1) =r = ?;l- and N.PR.(1) = g = Z:x_:_ﬁ .

In actual practice, however, the biclogists utilize the informetion
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provided by all n blocks by the simple expedient of averaging these
individual retios. In effeect, therefore, the P, E, R. and N. P. R,
measures reported in the literature [2, P, 70 ££3 7, P.A ft-‘) are -

in our notation =

n

>
n n

N.P.n.-§n=%zai='},z

which, elearly are not ratios at &ll, In order to preserve the nature

n
P.E.R.=F =% ) ry =

1 L

B

and

i

of the ratios as such, one might compute, for instance,

n

nﬂf;l

where §n’ ;n and 3, are the arithmetic means of the observations over
the n bloeks. This alternative method of computation, requiring only
one division per ratio, is easier to obtain, Moreover, it has the
advantage of producing measures identicel in form to the wellw=known
ratio estimate [-15, P,139; 16, P.112] whose properties have been
sonsidered in the statistiesl literature in some detail, By analogy,
ve might then congider our P. E. R." as an egtimate of some constant
parameter, peculiar to the protein diet under consideration, and
defined as

R= ’

NI

vhere ¥ and x are the population arithmetic means corresponding to
the sample means ¥, and Xp respectively, We can, similarly, interpret
N. P, R,* as an estimate of



Relative precision of R, and Sy.

We now compare the precision of the two methods by comparing

the variances of the estimates
R,=P. E, R, and 8, =N P.R",

Following Sukha tme [15, P.140 ta , and considering the n obgervations

as & sample from a very large population of N possible observations,

let
yi = ; + 01
go that
in =F + ;n
where N

go that

%, = % + 8!

N
BG =0 am 2y =XBL-NB. Y (xy-3)".

Then the expected value of R, is given by

li(ltn)=1':%[1+§n-!£l +§$- -§§§9-'+;5$-%§+...]

If the sample size is sufficiently large, we can suppose that

]
\ :-‘! ,(1 and that the contribution of terms involving powers in
Xn '
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§, and 8] higher than the second to the value of E(Rn) is negligible,
The expected walue of R, can, therefore, be approximated by

) =E [+ G- fap),

f E(y; =) (x4-x) ;
. QE(H,'i)zog(xi-i)z
Similarly, we can approximate the expected value of S, by

E(8,) = i?[l + 5N (§ f; 1)-)

f B(Yitzq=y=2)(x-x)
2 " [E(y 42y =5-3)" . B(xg ~%)
The relative efficieney of N. P, R, to P. E. R. is given by

[15, P.121.] :

where,

where,

R, E, = variance P, E., R, _ V(P. E. R,
variance of N, P. R, N. P. R.

il 8 RS
L SR S TR

?% [# % + sx ¥ - 2% . E(yi-y)(xi-x)]

[f.. x2 + f,(y*s) - 2(y+z)x . 3(71"‘31'7'8)(11'5)]

N

i 2+ £ R - 29% . Byy5) (xy-%)

= =
P+ S5 - 2% . Blyy5) (xg-)+ L4 L(2F5452) 235 Elyy -F) (xy=5)

since Sgyﬂ = f + SE because of independence between y and z.
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S R ECLU SR+ si(zyai’z) - 22% . E(y;-§)(x-%) > 0,

i.e, if
£+ 5+ 25u(L + B - 25 . Eluyy) D0,

Z is slways posiitive because the test period is never less than 1 week,
Therefore, if y> 0 amd E(x; y3) S, we are certain that R, E. <1,
However,

720 and E(x; y1) €0

is an event which is most unlikely to happen, because § = O implies
that y; 1s predominantly positive, and, since x; » 0, it follows

that E(x; yi) is very unlikely to be negative, In fact, if we

replace the above parameters by their estimetes from the sample, we

see that such an event never occurs because in the experiment discussed
in Chapter I every diet which has ¥ > O also has le yi 20. Thus

we are mever sure that R, E, < 1, and whenever we are interested in
testing for that we ean replace parameters by their estimates and

check for the above inequality.

Relative precision of ¥, and sy.

Following the above procedure we can write the expected value

of r, &s

ool p-dof o)

with & similar expansion for the expected value of 8,. Unfortunately,
however, no simple approximations ean be derived for these expecta~-

tions no matter how large & sample we have because we are never sure
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about the magnitude of ;i and, thus, cannot meke any statement about
the convergence of the series in the expansion of the expected values,
Thus we must seek some other procedure for comparing the variances of
T, and s,. Denoting % i :;':11 by dy and writing s, as

§n=;n+an ’
we get

V(8y) = V(Fy) + V(@p)42 cov(rp,dn).
r, is a better estimate than §, if

V(dy) + 2 eov (Fp,dy) 2 0,

i.e. if

eov (!-'n,an) ?" % V(dp),
i.e, if

cov (ry,d;) >~ % V(dy),
i.e, if

P _ 1 s(ay)
(ry,d5) 2 %—(ﬁs Ty .
But this is always true if

-1 8(
2

3

& <4

W
—
N

ry
i.e, if

S(di) e I 8(1‘1)-

We conclude, therefore, that
(a) When the estimates R, and S, are used, P, E. R, is better

than N. P, R, if

3 2 -
§§i2+ si'i +2ii(si+i2)}2§§ « Bly; = ¥)(x - x),



and we are certain that P, E, R, is better than N, P. R, if the mean
of the y's is positive and the sum of the produect of every yjy with
the eorresponding x; is negative, i.e, if y2 Oand E(x3 y4)< 0, &
highly improbzsble case,

(v) When the estimates ¥, and 8, are used, P, E. R, is better
than N. P. R. if the correlation between P. E. R. (i) and :;'é. is
greater than, or equal to, minus one half the ratio of the standard

deviation of “i to that of P. E. R. (1). i.e. if
x4

Lz 00) -7 Hal

2 8(ry)
And we are certain that P, E. R, 1s better than N. P. R. if we know

that the standard deviation of % is greater than, or equal to, twice

the standard deviation of P. E. R. (1), 1.e. if

where, cleerly, to check for the above inequalities we have to replace

the parameters by their respective estimates from the sample.



CHAPTER ITI

ANALYSIS OF COVARIANCE

Regregsion Model .,
As we have already seen, the use of P. E, R. or N. P, R, for

measuring the nutritive value or effectiveness of various proteins
has its drawbecks. Hegested and Worcester, and Sherwood and
Weldon, using growing rats fed on diets of constant protein
content ad libitum, concluded that there was no advantage to using
P. E. R. in place of gain in body weight alone [5, P.112 ff]. As
pointed out in Chapter II, the P, E, R, and N. P, R, are ratios of
variables which are dependent, for the protein intake has a direet
effect on growth, The protein quality, besides having a direct effect
on growth, ean also be assumed to influence the amount of food intake
which, again, will have an effect on growth, Neither the P. E. R. nor
the N. P. R, ratios take that into consideration, and this is consi-
dered by the writer of this paper to be among the most serious defects
of the methods. To study the effects of the different proteins after
eliminating the dependence between the two variatles, therefore, the
following regression model is suggested:

Denote by the letter y the first variable, namely growth or
gain of body weight, and by the letter x the second variable which is

the amount of food intake, Then let

-1l5 =
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yag =1+ by + by +B0ay - x,) +ay, £ = LRl
§ 21,2009 (R)
where,
Yyg = growth in grams of rat in i-th bloek (body weight) and teking
j-th treatment (diet),

over-all mecn,

-
L]

ty = effect of j=th treatment; 2 ty = O,

by = effect of i-th body weight; 2 by = O,

B = regression coefficient of growth on intake,

dij = random errors which are normally distributed with means zero
and varianee sg,

X33 = food intake in grams of rat in i-th bloeck and taking j-th

trea tment,
N
X" 1w ¥ F U

With this model, our problem reduces to testing a hypothesis on the
equality of the t’j 's or obtaining their estimetes,

One advantage that this model has over the P. E, R, and N, P. R,
methods is that it does not have to assume that all protein consumed
is uged for growth, It simply attributes the growth of every rat to
the faect that it belongs to & particular body weight block, and that
it ie teking a particular diet which has a ecertain fixed growth
potential and whieh, to some extent, may be responsible for the
amount of intake the rat is having and thus has its contribution teo
growth, However, this model does involve the usual assumptions under=

lying the znalysis of covariance models, such asg
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(1) treatment, block, and regression effects must be additive

(11) the d;j's must be normelly and independently distributed with
mean zero and variance S: which is the same for all, i.e. dyj
1e 80, ) [17-22').

Logically, these assumptions should hold true in growth
problems of the type considered, However, they can also be tested
for, and meens of adjustment may be applied in case they are not
satisfied}

Another agsumption which ie ueually made is that the cova-
riate (x) is not affected by treatments, and that it is constant
[18, P.v83; 19, P.484; 20, P.28!.] . In the present problem, however,
this assumption cannot be made since the ecovariate x is assumed to be
related to the variable y, and it is more realistic to think of the
obgervations om x as values taken on by & random variable, rather
than as constant values, and that this variable is affected by treat®
ments, To conform to the general theory, where the concomitant variables
should be constant, it seems advisable to follow Seheffé’ 's suggestion
[21, PP. 195-6] $ "If we then modify the underlying assumptions so
that the distribution assumed under them - this distribution depends
on the values of the concomitant variables = is conditional, given
the observed values of the concomitant veriables, then the distribution
theory derived is slso conditional, as are the signifiecance levels,
powers, and eonfidence coefficients. If these conditional underlying

agssunptions are assumefl to hold for all possible values of the obser-
vations on the coneomitant varisbles, then, regardless of the joint

= gsee page 19
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distribution of observations on the concomitent varisbles, the
conditional significance levels and conditional confidence coeffi-
elents are constant, and hence the same unconditionslly.® To
conform to the general theory again, where the covariate is assumed
not to be affected by treatment, we introduce a linear model for x
which would take care of the dependence of x on treatments., (It will
appear later, however, that our conelusions based on the original
regression model, with x assumed constant, are unaffected by this

additional refinement,) Therefore let

/
xij ='z +tj+b{ +Oij ’ i=1,2’o-c’1
j = 1’2’0001'] (B)
where,

X35 is defined as in (2) above,

!

"t

over=-all mean

t; = effeect of j=th treatment on intake; th' =0,
b} = effect of i-th block on intake; I bf = O,
&5 = random errors, normally and independently distributed

with means zero and variances Si.
Thus the linear model (A) ean be rewritten as
Vi =1 + b+ by 4 la.(xi.1 -x, )+ dy 4
=1+ (1;J + B 1-,5) + (by + B Db) + B(eyy - e,,) +dyy
=1 +ay + Ty +Blegg = ) +dyy (c)

where y33(i =1,...,I; J =1,...,J), as before, measure growth in
the 1IJ subjects, and Ty = t3 + Btj (i =1,...,J9) measure the combinel
effeet of the j-th treatment on growth-both directly and through its
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effeect on food intake,

Transformationg,
In practice, before going any further, one has to test the

data for the linearity, additivity and homoscedsstiecity assumptions
implied by the model, To test for additivity one ecan apply Tukey's
test [21, P.130 ff] . For linearity one ecan draw a graph of the average
of growth versus the corresponding average of food intake for every
treatment, To test for homogeneiby of variance Bartlett's test, as
well as Cochran's, can be applied [22, PP. 179-86) . If some of the
above agsumptions are not satisfied it will be advisable to apply a
convenient transformation to the variables that would result in a new
gseale of measurement on which the necessary assumptions are satisfied,
It sometimes happens that the square root or logarithm of the observa-
tions will more nearly satisfy the normality and homoscedastieity
assumptions [22, P.182 ] . On the other hand, it may be found that no
simple transformation of the data appears to give reasomable approxi-
mations to the assumptions, However, "no transformation may be expec-
ted to work perfectly, and it is this fact more than any other that
vitiates extensive computations to fit a computationally awkward trens-
formation [1'7, p.156] . Bartlett [17, p.156] has given a 1list of
transformations that may be used under different econditions, and one
may refer to it for the choice of a suitable transformation., It will
be shown in & later chapter that the final estimates obtained for the
4=weeks data of the experiment desecribed in Chapter I are insensitive

to some of the above assumptions.



Ireatment Effects,
It will be recalled thet our purpose in meking the amalysis

is to test for equality, and find estimates, of the J different
treatment effeats tj(j =1,.4.,J) on the amount of growth as measu-
red by the random variables Yij» and - if the null hypothesis of
equality is rejected - to find out whish treatments differ singificantly
from which and perhaps group them into groups of almost equivalent
proteins, If the usual testing procedure is used in conjunction with
Model (C), it would be testing the equality of the ty + B t] rether
than the equality of the treatment means tj » Which is the subjeet of
interest. To avoid that we, therefore, start by finding estimates of
the different parameters in the following manner:

1. Obtain the least squares estimates Ty = 'E + B %!, assuming

the ey are observable, from (0),
2. Obtain the least squares estimates tJ from (B),

~N
3. Obtain the least squares estimate B from (4).

Then
;'J = Ej - %%1 = (y.J-y“) - % (x_j-x") = EE (8.1-9,,), (D)
where " 1 ’ T J
% Bl ‘2:’11’ Yo Z 5’: i3
I J
Eyx =1Z % (13791,7.5%7. ) (x 4=%1 =%, g4x, ),

N 5 SHR

with similer expressions for y; , ei,5 ©.Jse,,» Eye, and Eee.

In the above estimation proecedure it is assumed that the eij
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are observable, whereas in fact they are not, But since they are
random variables with & well-defined distribution, we ecan generate
an artificial set that plays the same role as the unobseryable e
and satisfies the same assumptions. It is assumed that the €1 are
independent, all identieally distributed as N(O,si). If Si is knoun,
a random sample of size IJ from the N(O,Sfr) distribution ean be drawn
and the elements ealled ey4e Since Si is not known, we use an unbiased
estimate of it, @i, obtained from the observations %y 4 and Model (B),
namely the error mean square for those observations. 4 random sample
of e34, from N(O,’Si), being drawn, the estimates of the tjs can be
caleculated by (D). These estimates, with the exeeption of the last
terms - %’:: (e 4-e..)-, are the same as those that would have been
obtained from Model (2) where the X; 4 are constant. It follows that
the only contribution effeected by the introduction of Model (B) is
the addition of this term - g;: (e j=e,,)- to the estimete of the
j-th treatment effeect t,.1 from Model (2),

We now examine this additional term and its possible range of
values. In the first place the random variable (e, j=e, ,) has expecta-
tion zero and variance ﬁg.l)-It therefore, has a high probability of

being eclose to zero for large sample size I, The other factor =~ 5— =
Eee
also a2 random variable, is of the same form as the least square

estimate B = E%; of the regression parameter B in Model (4), but replaces
the concomitant veriables X34 by the completely independent and unreélated
variables e Its expectation is, therefore, the regression of y on e,
which is gzero, sinece y and e are - by assumption - uncorrelated, Its

variancel is é E i 1 P.208] which is very amall for large
e :

! see page 24
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sample size.

It would appesr, therefore, that at least for the purpose of
obtaining least square estimstes of the tj 's and comparing treatment
effects, the originsl Model (2) is adequate, This econelusion is
borne out by numericel calculations, as will be demonstrated in the
next chapter, This result is not surprising and, in faet, is in
conformity with the remarks made by Scheffe' [21 ’ P.198] where he
says (with some changes in notation to adapt to our notation) "It
is sometimes said that the anelysis of ecovariance is valid only if
the treatments do not affect the values of the concomitant variables,
In the general biveriate situation deseribed above, the treatments
are at J levels, corresponding to the J populations. That the
treatments do not affect the values of the concomitant variables
might be interpreted to mean that for each j the distribution of
the X § is the same, or, because of the other underlying assumptions,
that iy = ['xp = ... =fx!£uheW}j,[txJ) is the mean of the j-th biva-
riate population . Given this further assumption, the hypothesis
tested by the analysis of covarience would then be that of the ident ty
of the J bivariate distributions. The dietum that the amalysis of
covariance can be used only in this ease would thus confine it to a
very restrieted situation., ... The general bivariate situation we
have oonsiéered is a special case of the still more general situation
where the concomitant variables are random variables and the underlying
assumptions are satisfied conditionally, given the values of these
variables. Then the amalysis of copvariance can be applied to get
tests of hypotheses that have the correet significance level, or
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interval estimates with the correct confidence coeffiecient, but the
sense of using these tests or estimates must be considered seperately

in each application.”

Ireatment Comparigohs.

The introduction of the regression model, it will be reecalled,
has reduced our problem to that of finding estimates or testing hypos
theses on the equality of the tj'a. Having finished with the first
part of the problem we turn now to the second part, i.e. treatment
ecomparisons,

Congider the j-th and k-th treatments. For comparing the two
treatmonts we have geen that it is adequate to use estimates from
Model (A), Thus, in testing the null hypothesis

Hitj-—'fk

i.e.
Htty-tg=0,

we shall ealculate the estimte of the difference as

’;'J - ?'k = (y.J-y.k) - ?;(I_j-x_k). (1)

To test the null hypothesis H we also need to know the wariance of
("i'. -t ), becaunse ~ N
J t)» tj -ty

estimate of standard deviation of i!,-ﬁ;i

has the Student t-distribution with (I-1)(J=1)=l degrees of freedom

[19, pp.86-8‘7] -
To find the variance of (%J-?k) one finds the expeetation of
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2

A

[(tj-%k) - (tj-tk)] by first taking expectation with respeect to y,
keeping x fixed, and then taking expectation with respect to x, Expec-

tation with regpect bo’y, keeping x fixed, gives.

A 2 2
E[(tj-'%k) - (*'j-tk)] 2 _ E(y 5-v.x) + Elx j-x x) é’_‘ + (153.»%)2

xx
= ZE(I.S'I_k)(!.j"F,k) % = 2(t5=t) o E(y 47 %)
+ 2(tj-tk)'E(x.j.x.k) ix_‘ » from (1)0
But from (A) we get, after some algebraic manipulation,

E(y, =¥ .x) = (tj'f‘k) + B(X_j‘x.k)
and
E(y.j"y.k)z = (tj't'k)z + Bz(’.j"‘.k)z + 2B(td-tk)(x_.1-z.k) + 2§I .

Also, with some lengthy algebraiec details which we shall omit, we get

E(y,j=7.k) EEE = B(ty=ty) + B(x 3-x ),
and

E(ES) = B% + f_ ‘
B Erx
A A 2 2 2 é
V(tj-tk‘x) = (tj-tk) + B (x.J-x.k) + 2B(tj"'bk)(x.j-x.k) + 2 :
+ Bz(x.j-x k)z + ﬁ (x.j-x,k)z + (tj-f-k)z
gy
- 2(x.j-x.k) B(tj-tk) - Bz(x.J-x.k)]- 2(tj"tk)[(tj'qt)"'B(x.j'x.kj
2% 4+ 8 ()
1 En . *

This same formula is given without derivation by Kempthorne [17,P.102] 3



Cochran and Cox [18,P.87] , and Federer [19, P.I,B(:] -

Now taking expectation with respeet to x of this last expression,
we see that the first term is umaffected, The second term, however, is
e function of x and, to avoid the complication of dealing with the
expectation of a ratio, we shell first replace the denominator by
its expected velue. By so doing we shall only be introdueing a
small error because when the xjj are normel Fisherd fourth cumulant

is zero and

v(.’éi) __2A%) f 16, P.2‘7],

(1-1)7 -1)

which implies that, for large sample gize, Eyx is very close to its
expectation, We therefore only have to find the expected value of

the numerator, From (B) we get
x.j-x.k = (t.;'tk') + (e.j-e.k)'

(x_J--x.k)2 = (t,:f-tl:)2 + 2(tj'-t1:)(e.J-a.k)+(e.j-e.k)2.

2
e E(x.J-x.k)z = (tj'-t‘;)z +0+2 '—; ’

= Blo,y) = Be,y)(e,x) = 0, am E(s j)2 -

o5 \r(t,'1 tk =2 32! _'%[(t'-tk) +2 521]

2 5. i [(tj'-t]:)z +2 ;-i—]

I (11)@2)s

= M. + 2 2 (I-1)(J=1)41
e CxTEne |

=
—
@
e
~—
I

I
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whieh 18 estimated by

_Eu -X k) (I-1)(J-1)41 x
(1-1)(3-1) 21(1-1)2(.1-1) o

E (x j-x k)2
~ . 27£R_5
W [EESITEV RIS "'1]

2 2
(= eay %[“-:"-k’ e E""]’

which is the estimate of
2

2
2 i + ﬁ (x j-x k)zo
T B T
This again backs up the argument we had before that the faet that

the x,, are random does not have an appreciable effeet on the estimates,

ij
and the usuel analysis of eovariance ean thus be applied without much
reservation, However, if one 1s keen on using estimates as given in

(D), then

?ij'?q, = (y,3v.x) - % {x, 3-x x) - ;z: (e j-¢.x),

and by analogy with previous results and after some algebraic manipu-

lation, we ean show that

Ko B 28 2 ]
V(t.= = t,'-t' - B I-1)(J=1 ’
() ‘_é_‘”(l-l)(-?-l[ é e

which is egtimated by

2

I.E ST sRae I L +(I-1XJ-1)+4 ) .
111)2 (31 )2 ( 2 " By NITRE T )G %
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The t~Tesgt,
~
Having found estimates ty for all J and of v(%j-'t‘.k) for all

k, we arrange the Q 1g in deseending order, i.e, we rank them
fl »

ss follows’
A

tr].’ t’rzf esey t'r].’

where ~ n ~
. > - PP g
ke S

and then we apply the t-test to test the null hypotheses
H: t'j - *‘k =0

against the alternatives

we reject the hypothesls tested if
~ A
t. -
%
sy * W (%)

where tg (df) indicates the & -percentile of the t-distribution with
the indicated number of degrees of freedom.

One annoying feature of this test is that every comparison
necessitates a separate computation of the variance of (1\;5-—’1'\1:), and
that if, for example, t"'i and *'ri +2 are not significantly different,
we cannot conelude that t,

i+l
simplify matters, Finney has suggested that an average value for all

and 'c.!.1 +2 are also not different. To

peirs of means be used [18, P.873. However, Cochran [20, P.Z?é]

says thet "this device is not recommended when the treatments produce
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gignificant effects on x, because the variance of the difference may
be substantially greater for some pairs than for others, so that
the use of a single average variance becomes unsatisfactory." And
since so far we have been assuming that intake is affected by treat-
ment, we cannot recommend the use of this labor saving approximation

unlegs it is-shown that the treatments do not produce significant

effeects on food intake,



CHAPTER IV

APPLICATION AND ILLUSTRATION

Te of tion

Before running the amalysis of eovariance on the ,-weeks data
of the experiment deseribed in Chapter I, we had to test whether the
assumptions underlying the analysis of covariance were satisfied. To
test for normality of the Yij and the Xy 5 we drew histograms of both
variables; the histograms showed some negative skewness, To test for
homoscedasticity in the two varistles, graphs of s- vs. x and ,§ vs. ¥
were drawn, and both of these showed & linear trend between the means
and the variances, It was found that the trensformations m
and X improved the conditions of normelity and homogeneity of
variances in both variables respectively. A graph of the treatment
means of the transformed yij" vs. the treatment means of the
transformed X § showed & very nice linear relationship between these
new variables, which meant that the linearity of regression assump=
tion was not violated, If thers had been enough replications per
treatment per bloeck we would have applied one of the standard tests
to test the additivity assumption, But in any case we shall, for
the sake of the discussion, assume that additivity holds, whieh is
not an unreasonable thing to do in growth probtlems,

Thus, the analysis of covariance was run on the transformed

variablesy Y3 + 20 and rx“ which, in what follows, will be denoted
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by y{j and xi'j’ respectively,

Egtimation and Hypothesis Testing.

It was found, by the anslysis of variance on the x;j, that

intake was significantly affected by treatments,

It was also found

that the analysis of covariance model was not very sensitive to the

normality and homoseedasticity assumptions, because the ranking of

the diets with X and Y13 transformed was not eritieally different

from that with the variables untransformed,

For if we look at

Table 1 and Table 2 we see that the ranking is the same

the t~test to each of the exchanged peirs, from Table 1, it wes found

that, at all practicel levels of significance, the exchange is permis-

sible sinece the corresponding treatments did not differ singnificantly,

For the sake of comparing results obtained from Model (A) with

~ /i 7 M
Teble 1. %y = (v,37,.) = Bpog (x'.57x!)
Diet 2] 2 |12 | 15|16 | 9 17| 19| 6 13| 11 | 14| 18| 3
-
¥ 2.25(2.13|1.65|0.48| 0,26 (=0.29 J-o.a'r -0.50(-0,61[~-0,79 |~0,81 |=C, 84| ~2.55
B oy oy ) o XX (.
Tatle 2, by = (’.j v..) B (x 4~x,,)
Diet|] 12} 2 15| 16| 9 17 6 19 13 14 11 18 3
=
Yy §43.82] £1.52|29,66]2.46(~3.28|=8,06 «11,60 |-11.90 -13.81] ~14.78|~14.80| =15.10| -24.14
except for exchanges of a few adjacent pairs of estimates. After applying
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those obtained from Model (C), a set of 130 random observations from
N(O, g,zt) was drawn, and estimates

)

’; = (y's=y' ) - ?i'x'(x' -x' ) - EL'G(. 3=
j oj X ] Ex' ¢ oj LR e L
x
were obtained as shown in Table 3,

Table 3. Qj = (y!4=r!.) - E—E(xjj-a’.) - %;—e(%;"'..)

petn@d 2 |12 125|169 | 17| 19| 6 | 13| 11| 14| 18| 3
% | 2.27|2.12|1.65[0.48|0.24| -0.30| -0.36 | =0.49| =0.61| =0.80 [-0.80| -0.86| ~2.55

It is obvious, by comparing the estimates in Table 3 with those
in Table 1, that, as was argued before, the term 52(0.3-0") is negli-
gible sinece the ranking of the diets is 1dentica1E;: both eases and
the treatment effeect estimates (1:1) are almost unchanged.

Now, since it was found that food intake was significantly
affected by treatment, we could not apply Finney's proposition for
the comparison of treatment means discussed at the end of Chapter III,
Therefore test (E) was applied to compare the treatment effeets. In
Table / are listed the t values for the differences of some of the
treatment estimates listed in Table 1. From this table one can have
an idea about possible groups of non-signifieantly different treat-
ments, For example, treatments 2, 12 and 15 form a group of equiva-
lent treatments; treatments 16 and 9 ean form another group; treat-
ments 17, 19, 6, 13, 11, 14 and 18 stand as one group, and treatment 3

is a elass by itself which is significantly lower than all the others,
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~ A

ti=-
Tatle 4, t ﬁ).
3,k B Lk | ¢
2,12 0174 6,11 | 0.439
2,15 | 0.923 6,14 | 0.477
12,15 | 0,696 6,18 | 0.420
2,16 | 2.241% 6,3 | 2.9
16,9 | 0.306 13,11 | 0.231
17,19 | 0,107 13,14 | 0.238
17,6 | 0,223 13,18 | 0.354
17,13 | 0.478 13,3 | 1.98%"
17,11 | 0.575 11,14 | 0.0%
17,14 | 0.553 11,18 | 0.067
17,18 | 0.809 1,3 | 2.44"
17,3 | 2.055" 14,18 | 0,037
19,6 | 0.8 14,3 | 2.55%"
19,13 0.348 12,16 | 1,7m9%
19,11 | o0.618 15,17| 2.17m"
19,14| 0.657 16,11 | 1.716"
19,18 0,701 16,14 | 1.63
19,3 | 2.627" 16,18 | 2,03*
| 6,13 | 0a: 16,3 | 3.223"

t°.05(106) = 1.65‘5?:L

1
1 degree of freedom was lest because of 1 missing observation.

*

~ ~
tj> t, significantly



In Table 5 below, a ranking of the diets is given using the

ratio estimate R and the transformed variables x' and y'.

n
Table 5, Rn =Ez-£-£-
Zx

2
L3

2 12 13 16 9 17 19 13 18 6 11 1z 3

b

- ]
-]

0.604(0.593]|0.571| 0.501 O.A&)I 0.457(0.440({0,432| 0,415/ 0,41 4] 0.397(0.389| 0.215

It is obvious that the ranking of the treatments in Table 5is
identical with that in Table 1 sinee those treatments whieh have been
shifted around do not differ significantly, as ecan be seen from Table 4.
This may suggest that, being very eagy to compute, the ratio estimate
Ry» rather than the amalysis of covariance, be used for estimating
protein effectiveness, This may very conveniently be done if one is
only interested in having a general idea about the ranking of the
treatments, in which case the ratio estimate cannot be supercedéd . by
any other estimate because it is the simplest and fastest to compute,

But if one is aleo interested in running tests on treatment, then the
ratio estimate is of no help. For, whereas the least squares esti-
mates t; obtained from the analysis of covariance @rs well-known to
be normelly distributed, the ratio estimates do not have a well-
known distribution., Thus the t~test, which is applied to normally
distributited variables, ecannot be applied to the ratio estimate

unless it has been shown that it has & normal distribution. It

turns out, therefore, that, although more tedious and time
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consumming, the enslysis of convariance is still more ugeful
and mathematically more sound to use than the retio estimate

or the estimate the biologists use and which we have denoted
by rno
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