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An Abstract of the Thesis of

Nizar Hafez Ajeeb for Master of Engineering

Major: Electrical and Computer Engineering

Title: On the Capacity of Linear Additive Channels with the Noise Spanning

Hermite Functions

We consider a linear additive noise channel where the input is average-power

constrained and the noise probability law is not necessarily Gaussian, but is rather

in the finite span of even Hermite Functions. We study the nature of the capacity

achieving input distribution of such a channel.

It’s well known, by Shannon’s Theorem, that the capacity achieving distribu-

tion of the described channel is of a continuous type, namely Gaussian, whenever

the noise is Gaussian.

In our study, we present some sample case analysis and develop a general pro-

cedure that proves the discreteness of the capacity achieving distribution when-

ever the noise is in the finite span of even Hermite Functions with the exception

of the Gaussian.

Keywords: Capacity, Linear Additive Channel, Gaussian Channel,

Non-Gaussian Noise, Hermite Functions
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Chapter 1

Introduction

1.1 Overview

In his 1948 paper, Shannon [1] proved that the capacity achieving distribution

of an average power constrained AWGN channel is of a continuous type. In fact,

the optimal input distribution is Gaussian distributed.

Later, Smith [2] provided necessary and sufficient conditions to be satisfied by

the optimal inputs . Shamai and al. [3] extended the work of Smith to complex

Gaussian channels, Abou-Faycal and al. [4] considered a non-deterministic aver-

age power constrained Rayleigh-fading channel and adapted the techniques used

by Smith to their problem. Recently [5] investigated non-linear AWGN under

even moment as well as finite support constraints and concluded that the input

capacity achieving distribution is discrete.

In most of the papers cited above, the authors investigated channels where

the noise is assumed to be Gaussian distributed.

In fact, the noise of an additive linear channel was historically modeled with

a Gaussian Probability Density Function ( pdf ) for mainly two reasons. First,

the Gaussian distribution maximizes the entropy of a random variable with fi-

nite variance constraint. Second, the noise resulting from multiple independent
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sources asymptotically approaches a Gaussian distribution due to the Central

Limit Theorem ( CLT ).

However, research results and studies assured that modeling the noise as Gaus-

sian doesn’t always really capture the noise characteristics especially in cases

where the noise is impulsive. J. Lin and Evans [6] showed that the RF noise in

wireless communication systems is too complicated to be modeled as Gaussian

distributed. The author argues that modeling the noise as a mixture of Gaus-

sian Distributions, i.e. a weighted sum of Gaussian PDFs with zero mean and

different variances leads to a better performance and models more accurately the

impulsive nature of the noise.

Thus, channels where the noise is not assumed to be Gaussian distributed turned

out to be more practical in some settings and need to be further investigated.

In his paper, Tchamkerten [7] derived certain conditions or criteria on the

noise distribution that guarantees the discreteness of the capacity-achieving dis-

tribution under input-amplitude constraint. Das [8] investigated average power

constrained non-Gaussian additive noise channel and showed that the capacity

achieving distribution has bounded (resp. unbounded) support when the noise

PDF decays at a rate slower (resp. faster) than a Gaussian.

This study is concerned about the nature of the capacity achieving input

distribution of a linear additive channel Y = X +N where the noise pdf is in the

finite span of even Hermite Functions and the input is average-power constrained.

This setup is different from that of [8] and [7]. In [7] the input is assumed to be

amplitude constrained and the problem of average-power constrained is suggested

as an interesting problem that hasn’t been solved. Also, the noise distributions

we consider don’t satisfy the conditions in [8] and the characterization of the

optimal input we seek is more exhaustive than the result in [8].
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1.2 Problem Definition

We are interested in studying the capacity of linear additive noise channels mod-

eled as Y = X +N where X is the input, Y is the output of the channel and N

is the noise which is independent of X and absolutely continuous with pdf:

pN(n) = [α0H0(n) + α2H2(n) + α4H4(n) + . . .+ α2kH2k(n)] e−n
2/2,

where k ∈ N∗ , α0, α2, . . . , α2k ∈ R and Hk(.) is the probabilist’s Hermite poly-

nomial of order k; defined as:

Hk(x) = (−1)k ex
2/2 d

k

dxk

[
e−x

2/2
]
.

For example,

H0(x) = 1,

H1(x) = x,

H2(x) = x2 − 1

...

We exclude from this study noise pdfs, pN(.), that satisfy:

∃w0 ∈ R s.t. pN
∣∣
F(w0) = pN

∣∣′
F(w0) = pN

∣∣′′
F(w0) = 0 for technical reasons that

will appear shortly in this study.

In addition, we impose on the input an average power constraint :

E
[
X2
]
≤ a,

where a is a positive fixed parameter. We also assume, without loss of generality,

that the noise is 0-mean.

Note that for pN(.) to be a valid pdf then the following two conditions should
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hold:

∫ k∑
i=0

α2iH2i(n)e−n
2/2 dn = 1

k∑
i=0

α2iH2i(n) ≥ 0 ∀n ∈ R,

and we assume in the remainder of this thesis that the αi ’s are chosen accordingly.

For example, if k = 1, then a necessary and a sufficient condition to guarantee

pN(n) ≥ 0 ∀n ∈ R is:

0 < α2 ≤ α0

and α0 =
1√
2π

is necessary and sufficient in order to have:

∫
pN(n) dn = 1.
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Chapter 2

Sample Case Analysis

2.1 Noise in the span of ψ2 and ψ0

In this chapter we will investigate in detail a particular example where the noise

is given by:

pN(n) = [β1H2(n) + β1H0(n)] e−n
2/2,

The input is subject to an average power constraint:

E
[
X2
]
≤ a,

where a is a positive fixed parameter, and β1 is chosen so that

∫ +∞

−∞
pN(n) dn = 1.

Since,

∫ +∞

−∞
n2e−n

2/2 dn = −ne−n2

∣∣∣∣+∞
−∞
−
∫ +∞

−∞
−e−n2/2 dn =

∫ +∞

−∞
e−n

2/2 dn =
√

2π;

we choose β1 =
1√
2π

.

Before proceeding we determine the first and second moments of the noise:

E [N ] =

∫ +∞

−∞

1√
2π
n3e−n

2/2 dn = 0.
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E
[
N2
]

=

∫ +∞

−∞

1√
2π
n4e−n

2/2 dn = 3.

KKT Conditions

Since the channel transition probability density function is given by:

pY |X(y|x) =
1√
2π

(y − x)2e−(y−x)
2/2, (2.1)

given X, Y is an absolute continuous random variable with pdf (2.1) . One

can establish that for any probability distribution FX on X , Y is also absolutely

continuous and has a pdf denoted by pY (y;FX).

Using the theory of convex optimization it can be shown that an input random

variable X∗ with CDF F ∗ acheives the capacity C of an average power limited

channel if and only if there exists γ ≥ 0 such that,

γ(x2 − a) + C −
∫
p(y|x) ln

p(y|x)

p(y;F ∗)
dy ≥ 0, (2.2)

for all x, with equality whenever x is a point of increase of F ∗ .

Substituting the expression of p(y|x) in (2.2) we obtain,

γ(x2 − a) + C +
1

2
ln 2π −

∫ +∞

−∞
ln (y − x)2

1√
2π

(y − x)2e−(y−x)
2/2 dy

+
1

2

∫ +∞

−∞

1√
2π

(y − x)4e−(y−x)
2/2 dy +

∫
p(y|x) ln p(y;F ∗) dy ≥ 0, (2.3)

where we assumed that the various integrals exist which is formally proven in the

following lemma.
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Lemma 1.

∫ +∞

−∞
ln (y − x)2

1√
2π

(y − x)2e−(y−x)
2/2 dy ,

∫ +∞

−∞

1√
2π

(y − x)4e−(y−x)
2/2 dy

and

∫
p(y|x) ln p(y;F ∗) dy exist.

Proof.

∫ +∞

−∞
ln (y − x)2

1√
2π

(y − x)2e−(y−x)
2/2 dy =

∫ +∞

−∞
ln (u2)

1√
2π
u2e−u

2/2 du

which is independent of x and thus it remains to prove that this integral con-

verges to a constant value and doesn’t diverge.

In fact, since ln (u2)u2e−u
2/2 is even , it’s enough to prove that

∫ +∞

0

ln (u2)u2e−u
2/2 du

is finite. Note first that by L’hopital’s rule , we have:

lim
u→0

[
ln (u2)u2e−u

2/2
]

= 0

lim
u→∞

[
ln (u2)ue−u

2/4
]

= 0.

Thus, given any ε > 0 ∃u0 s.t.
∣∣∣ln (u2)ue−u

2/4
∣∣∣ < ε ∀u > u0

Thus,

2√
2π

∣∣∣∣∫ +∞

0

ln (u2)u2e−u
2/2 du

∣∣∣∣ =
2√
2π

∣∣∣∣∫ u0

0

ln (u2)u2e−u
2/2 du+

∫ +∞

u0

ln (u2)u2e−u
2/2 du

∣∣∣∣
≤ 2√

2π

[∣∣∣∣∫ u0

0

ln (u2)u2e−u
2/2 du

∣∣∣∣+

∣∣∣∣∫ +∞

u0

ln (u2)u2e−u
2/2 du

∣∣∣∣]

The first integral is finite since the function ln (u2)u2e−u
2/2 is continous and

since the interval [0, u0] is compact, then it’s bounded over that interval by some
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constant A.

2√
2π

∣∣∣∣∫ +∞

0

ln (u2)u2e−u
2/2 du

∣∣∣∣ ≤ 2√
2π

[
Au0 +

∣∣∣∣∫ +∞

u0

ln (u2)ue−u
2/4ue−u

2/4 du

∣∣∣∣]
≤ 2√

2π

[
Au0 +

∫ +∞

u0

∣∣∣ln (u2)ue−u
2/4
∣∣∣ ∣∣∣ue−u2/4∣∣∣ du]

≤ 2√
2π

[
Au0 + ε

∫ +∞

u0

ue−u
2/4 du

]
≤ 2√

2π

[
Au0 + ε(2e−u

2
0/4)
]

In conclusion, ∫ +∞

−∞
ln (y − x)2

1√
2π

(y − x)2e−(y−x)
2/2 dy

is equal to a constant which is denoted by β (≈ 1.8) hereafter.

When it comes to the second integral in (2.3), it’s finite and equal to:

1

2

∫ +∞

−∞

1√
2π

(y − x)4e−(y−x)
2/2 dy =

1

2

∫ +∞

−∞

1√
2π

(u)4e−(u)
2/2 dy =

3

2
.

Finally, the third integral is finite by Lemma 2 of [9]. Substituting in (2.3) we

get:

γ(x2 − a) + C − β +
1

2
ln 2π +

3

2
+

∫
p(y|x) ln p(y;F ∗) dy ≥ 0 (2.4)

Theorem 1. The optimal distribution of the input of the channel described above

is even.

Proof. I(X;Y ) = I(−X;−Y ) because pY |X = p−Y |−X . Also, I(−X;−Y ) =

I(−X;Y ) since the mapping from Y to −Y is bijective . In conclusion, IFX =

IF−X and since the mutual information is concave in the input distribution then

the optimal distribution is even.
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Theorem 2. The optimal output distribution (induced by the optimal input dis-

tribution) is even.

Proof.

pY (y;F ∗) =

∫
pY |X(y|x)dF ∗(x)

=
1√
2π

∫
(y − x)2e−(y−x)

2/2 dF ∗(x)

pY (−y;F ∗) =
1√
2π

∫
(−y − x)2e−(−y−x)

2/2 dF ∗(x)

=
1√
2π

∫
(y + x)2e−(y+x)

2/2 dF ∗(x)

=
1√
2π

∫
(y − x)2e−(y−x)

2/2 dF ∗(−x)

=
1√
2π

∫
(y − x)2e−(y−x)

2/2 dF ∗(x)

= pY (y;F ∗)
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Now, since ln pY (y;F ∗) is a continuous function in y and integrable w.r.t.

e−y
2/2, then using Fourier Hermite Series Expansion:

ln pY (y;F ∗) =
∞∑
n=0

cnHn(y)

Thus,

∫
p(y|x) ln p(y;F ∗) dy =

∫
1√
2π

(y − x)2e−(y−x)
2/2 ln p(y;F ∗) dy

=

∫
1√
2π

(y − x)2e−(y−x)
2/2

∞∑
n=0

cnHn(y) dy

=

∫
1√
2π

(u)2e−(u)
2/2

∞∑
n=0

cnHn(u+ x) du

=

∫
1√
2π

(u)2e−(u)
2/2

∞∑
n=0

cn

n∑
k=0

(
n

k

)
xkHn−k(u) du

=
1√
2π

∞∑
n=0

cn

n∑
k=0

(
n

k

)
xk
∫

(u)2e−(u)
2/2Hn−k(u) du

=
1√
2π

∞∑
n=0

cn

n∑
k=0

(
n

k

)
xk
∫

[H2(u) +H0(u)] e−(u)
2/2Hn−k(u) du

=
∞∑
n=0

cn

n∑
k=0

(
n

k

)
xk(δn−k + 2δn−k,2)

=
∞∑
n=0

cnx
n +

∞∑
n=2

n(n− 1)cnx
n−2

=
∞∑
n=0

[
cn + (n+ 1)(n+ 2)cn+2

]
xn,

where we interchanged integral and sum by Fubini’s Theorem.
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The same expression can be deduced using Parseval’s Theorem. In fact,

∫
p(y|x) ln p(y;F ∗) dy =

∫
1√
2π

[H2(y − x) +H0(y − x)] e−(y−x)
2/2 ln p(y;F ∗) dy

=

∫
1√
2π

[H2(u) +H0(u)] e−u
2/2 ln p(u+ x;F ∗) du

=

∫
1√
2π

[H2(u) +H0(u)] e−u
2/2

∞∑
n=0

cnHn(u+ x) du

=

∫
1√
2π

[H2(u) +H0(u)] e−u
2/2

∞∑
n=0

cn

n∑
k=0

(
n

k

)
xkHn−k(u) du

=

∫
[H2(u) +H0(u)]

e−u
2/2

√
2π

{ ∞∑
n=0

cnx
nH0(u) +

∞∑
n=2

(
n

n− 2

)
cnx

n−2H2(u) + . . .

}
du

=

∞∑
n=0

cnx
n +

∞∑
n=2

n(n− 1)cnx
n−2

=
∞∑
n=0

[
cn + (n+ 1)(n+ 2)cn+2

]
xn

Substituting the above expression in (2.4) we get:

γ(x2 − a) + C − β +
1

2
ln 2π +

3

2
+
∞∑
n=0

[
cn + (n+ 1)(n+ 2)cn+2

]
xn = 0 (2.5)

⇐⇒ −γx2 +

[
γa− C + β − 1

2
ln 2π − 3

2

]
=
∞∑
n=0

[
cn + (n+ 1)(n+ 2)cn+2

]
xn,

whenever x is a point of increase of F ∗.

Extension to Complex Domain

Assume the points of increase of F ∗X have an accumulation point. Then the

following points hold:

• equality in (2.5) holds on a set with an accumulation point.

• extending the function to the complex plane, yields an analytic function

zero on a set with accumulation point.
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• identity theorem implies that the function is zero everywhere.

In solving (2.5) for the coefficients cn, we will distinguish between the two cases:

n is even or n is odd.

Case 1: n is odd

cn + (n+ 1)(n+ 2)cn+2 = 0 ∀n, and hence,

c3 =
−c1

2× 3
=
−c1
3!

c5 =
−c3

4× 5
=
c1
5!

....... cn = c1
(−1)

n+3
2

n!
,

where n is odd. Finally,

c1 =
1√
2π

∫
ln

[
pY (y)

]
ye−(y)

2/2 dy = 0,

since pY (y) is an even function according to theorem 2. In conclusion, c2k+1 =

0 ∀ k ∈ N.

Case 2: n is even

Now,

c0 + 2c2 =

[
γa− C + β − 1

2
ln 2π − 3

2

]
c2 + (3× 4)c4 = −γ

cn + (n+ 1)(n+ 2)cn+2 = 0, when n ≥ 4.

Thus,

c6 =
−c4

5× 6
c8 =

−c6
7× 8

=
c44!

8!
....... c2k =

c4(−1)k4!

(2k)!
,

12



where k ≥ 2.

Also,

c2 =
A− c0

2
, where A = γa− C + β − 1

2
ln 2π − 3

2

c2 = B − 3.4c4, where B = −γ ⇔ c4 =
2B − A+ c0

4!
...

c2k =

(−1)k
[
2B − A+ c0

]
(2k)!

, where k ≥ 2

Thus,

ln pY (y) = c0H0(y) +
A− c0

2
H2(y) + [2B − A+ c0]

∞∑
k=2

(−1)k

(2k)!
H2k(y) (2.6)

But,

∞∑
k=0

t2k

(2k)!
H2k(x) = even(ext−t

2/2) =
ext−t

2/2 + e−xt−t
2/2

2
= e−t

2/2

[
coshxt

]

Setting t2 = −1 , then we get:

ln pY (y) = c0H0(y) +
A− c0

2
H2(y) + [2B − A+ c0][e

1
2 cos y − 1 +

1

2!
(y2 − 1)]

= −3B + A+By2 + [2B − A+ c0][e
1
2 cos y]

= 3γ + A− γy2 + [−2γ − A+ c0][e
1
2 cos y]

In summary,

pY (y;F ∗) = KeK
′ cos ye−γy

2

, (2.7)

where K = e3γ+A, K ′ = [−2γ − A + c0][e
1
2 ] and it remains to check whether

pY (y;F ∗) is inducible by an input pdf pX(.). We start by examining possible

values of γ.
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Theorem 3. The value of γ in the expression of pY (y) (2.7) satisfies: 0 ≤ γ ≤ 1
2
.

Proof.

|MN(w)| = |pN
∣∣
F(−w)| = 1√

2π
|1− w2|e−w2/2 ≤ d(1 + w2)e−w

2/2 ≤ d(1 + |w|)2e−w2/2

|MY (w)| = |MX(w)| × |MN(w)| ≤ |MN(w)| ≤ (1 + |w|)2e−w2/2

pY (y) = KeK
′ cos ye−γy

2 ≤ ce−γy
2 ≤ c(1 + |y|)2e−γy2

By the extension of Hardy’s theorem [10], [11] we get:

γ × 1

2
≤ 1

4

⇔ γ ≤ 1

2

Theorem 4. pY (y;F ∗) is not inducible by any input pdf pX(.).

Proof. By Appendix[B] , there exists a sequence an and a sequence of input

distributions each with accumulation point Fn s.t. lim
n→∞

an = 0 and Fn converges

to 0 in the weak sense.

Now,

pY (y;Fn) =

∫
pN(y − x) dFn(x)

Fix y ∈ R:

∫
pN(y − x) dFn(x) −→

∫
pN(y − x) dF (x)

=

∫
pN(y − x) δ(x)

= pN(y),
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where we used weak convergence and the fact that pN(y − x) is continuous and

bounded .

Thus,

pY (y;Fn) −→ pN(y)

⇔ Kne
K′n cos ye−γny

2 −→ 1√
2π
y2e−y

2/2, (2.8)

pointwise ∀y ∈ R.

Evaluate (2.8) at y = 0 : Kne
K
′
n −→ 0 as n −→∞.

Thus, given an ε > 0, ∃n0 ∈ N∗ s.t.
∣∣∣Kne

K
′
n

∣∣∣ < ε ∀n ≥ n0.

Evaluate (2.8) at y = 2π : Kne
K
′
ne−γn4π

2 −→ 4√
2π
π2e−2π

2
> 0 as n −→∞.

But,

0 ≤ Kne
K
′
ne−γn4π

2 ≤ Kne
K
′
n

Thus, by the sandwich theorem,

lim
n→∞

Kne
K
′
ne−γn4π

2

= 0,

which is a contradiction. Thus, our assumption that the points of increase of

F ∗X have an accumulation point is invalid. Thus, the input capacity achieving

distribution is discrete.
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Chapter 3

Limitations of the Described

Procedure and Proposing

Another One

Motivation

The procedure of decomposing ln pY (y;F ∗) over Hermite polynomials described

in Chapter 2, i.e. writing ln pY (y;F ∗) =
∞∑
n=0

cnHn(y), and seeking to determine

the corresponding coefficients cn turns out to be cumbersome when the noise pdf

is in a large span of Hermite functions.

In fact, as the span of Hermite functions increase, the recurrence relation involving

the coefficients cn gets more and more complicated. To elaborate on this, we will

consider the following example.

Example 1.

pN(n) = K2 [H4(n) + 6H2(n) + 3H0(n)] e−n
2/2

= K2n
4e−n

2/2,
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where K2 is a normalizing constant.

Using the same procedure as in Chapter 2, we get the following recurrence rela-

tion:

∞∑
n=0

[
(n+ 1)(n+ 2)(n+ 3)(n+ 4)cn+4 + 6(n+ 1)(n+ 2)cn+2 + 3cn

]
xn

= γ(x2 − a) + C − β

It’s clear that solving this recurrence relation is very difficult. Thus, another

approach should be investigated. Note that the proof of the discreteness of the

capacity achieving distribution whenever the noise is in the span of H0(.), H2(.),

and H4(.) is provided in the Appendix.

Using the theory of convex optimization and writing the KKT expression as

in the previous chapter, we get the expression of (2.2):

γ(x2 − a) + C −
∫
p(y|x) ln

p(y|x)

p(y;F ∗)
dy ≥ 0,

for all x, with equality whenever x is a point of increase of F ∗.

This is equivalent to:

γ(x2 − a) + C −
∫
p(y|x) ln p(y|x) dy +

∫
p(y|x) ln p(y;F ∗) dy ≥ 0,

for all x, with equality whenever x is a point of increase of F ∗.

Now,

∫
p(y|x) ln p(y|x) dy exists and is finite since it’s the entropy of the noise,

denoted by H. Thus,

s(x) = γ(x2 − a) + C −H +

∫
pN(y − x) ln p(y;F ∗) dy ≥ 0, (3.1)

for all x, with equality whenever x is a point of increase of F ∗ .

Lemma 2. h(x;F ∗) =

∫
pN(y − x) ln p(y;F ∗) dy has an analytic extension to

17



the complex domain, i.e. the mapping

h(.;F ) : C→ C defined by

z → h(z;F ) =

∫
pN(y − z) ln p(y;F ) dy (3.2)

is analytic.

Proof. We refer the reader to Lemma 2 of [9].

However, instead of decomposing ln [pY (y;F ∗)] over Hermite polynomials as

before, we propose to take Distributional Fourier Transform after extending s(x)

to the complex domain.

Extending s(x) to the complex domain,

s(z) = γ(z2 − a) + C −H +

∫
pN(y − z) ln p(y;F ∗) dy

yields an analytic function by Lemma 2.

Assume now that the points of increase of F ∗ have an accumulation point ,

then by the identity theorem [12], s(·) is identically null . Thus,

s(x) = γ(x2 − a) + C −H +

∫
pN(y − x) ln p(y;F ∗) dy = 0,

for all x ∈ R. Recognizing that x2 =
∫
y2pN(y − x) dy − σ2

N , this is equivalent

to[]

0 = [C −H − γa− γσ2
N ] +

∫
pN(y − x) ln p(y;F ∗)dy + γ

∫
y2pN(y − x) dy

=κ+

∫
pN(y − x) ln

[
eγy

2

p(y;F ∗)
]
dy

=κ+ pN(−y) ∗ ln
[
eγy

2

p(y;F ∗)
] ∣∣∣∣

x

,

where κ = [C −H − γa− γσ2
N ]. Taking the distributional Fourier transform on

18



both sides, we get

pN
∣∣
F(−w)× ln

[
eγy

2

p(y;F ∗)
] ∣∣
F(w) = −κδ(w) (3.3)

To prove the last assertion, we note that ln
[
eγy

2
p(y;F ∗)

]
is a tempered function,

insured by the upper bound on − ln p(y;F ), see (Lemma 2 of [9]) , and hence its

Fourier transform exists. We need to distinguish between two cases:

Case1: pN
∣∣
F(w) = MN(−jw) 6= 0,∀w ∈ R.

If this is the case, we proceed as follows:

Equation ( 3.3) is equivalent to:

ln
[
eγy

2

p(y;F ∗)
] ∣∣
F(w) =

−κδ(w)

MN(0)
, (3.4)

Taking the inverse Fourier transform of equation (3.4) yields,

p(y;F ∗) = e
−κ

MN (0) · e−γy2 . (3.5)

Equation (3.5) shows that under the assumption that the optimal input has an

accumulation point, the output PDF, p(y;F ∗), of the channel must be necessar-

ily Gaussian which is not possible unless the input X∗ and the noise N are both

Gaussian according to Cramer’s decomposition theorem [13, Th.19, p.53]. There-

fore, unless the noise is Gaussian, F ∗ has no accumulation points and therefore

it is discrete. It remains to investigate the nature of the capacity achieving dis-

tribution when the Fourier transform of the noise has zeros.

Case2: ∃w0 ∈ R : pN
∣∣
F(w0) = MN(−jw0) = 0.

If this is the case, we proceed as follows:
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Since pN(.) is in the finite span of even Hermite functions, it’s in the form of:

pN(n) = r(n)e−n
2/2,

where r(n) is an even polynomial of some degree 2k.

Thus, pN
∣∣
F(w) is of the form of:

pN
∣∣
F(w) = r1(w)e−w

2/2,

where r1(w) is an even polynomial of the same degree 2k.1 Thus, the zeros of

pN
∣∣
F(w) are isolated and finite in number. Let’s denote by:

Z = {wi ∈ R : pN
∣∣
F(wi) = 0}

G(w) = ln
[
eγy

2

p(y;F ∗)
] ∣∣∣∣
F

Now, using (3.3) we have the product of two functions, an unknown function G(w)

that needs to be determined and pN
∣∣
F(w) which is a known Schwartz function

with zeros such that its product with G(w) is δ(w).

Thus, G(w) is zero almost everywhere. In fact G(w) = µδ(w) + f(w), where

f(w) = 0 except possible on the set Z and µ is a constant. 2

We will deal with the case f(wi) = µiδ(w−wi) ,wi ∈ Z, and we will prove in

Chapter [5] that the only possibility for f(wi) among functions/distributions that

are supported at one point is being a δ. Thus, this assumption together with the

fact that ln
[
eγy

2
p(y;F ∗)

]
is a real and even function and thus ln

[
eγy

2
p(y;F ∗)

] ∣∣
F(w)

1Fourier Transform of a Gaussian is another Gaussian and multiplication by polynomial
corresponds to differentiation in frequency domain.

2The case G(wi) < ∞∀wi ∈ Z is not sensible as a distribution since it’s the same as the
all-zero distribution.
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is real and even give us:

G(w) = µδ(w) + k1δ(w − w1) + k2δ(w − w2) + . . . kmδ(w − wm)

+ k1δ(w + w1) + k2δ(w + w2) + . . . kmδ(w + wm),

where k1, k2, . . . km ∈ R; w1, w2, . . . wm ∈ Z; 2m is the cardinality of Z.

Now, we will use Inverse Distributional Fourier Transform, weak convergence as

well as other techniques to reach a contradiction and prove that pY (., F ∗) is not

inducible by any input pdf pX(.). This will be the subject of the next chapter.
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Chapter 4

Proof of the Invalidity of the

Output Law

As discussed in Chapter 3, after extending the KKT expression to the complex

plane, assuming that the points of increase of F ∗ have an accumulation point,

taking Distributional Fourier Transorm and determining G(w) we get:

G(w) = µδ(w) + k1δ(w − w1) + k2δ(w − w2) + . . . kmδ(w − wm)

+ k1δ(w + w1) + k2δ(w + w2) + . . . kmδ(w + wm),

where k1, k2, . . . km ∈ R; w1, w2, . . . wm ∈ Z and 2m is the cardinality of Z.

Now, taking Inverse Distributional Fourier Transform:

G(y) = ln
[
eγy

2

p(y;F ∗)
]

= µ+
1

2
k1 cos (w1y) +

1

2
k2 cos (w2y) + . . .

1

2
km cos (wmy)

Thus, this yields:

p(y;F ∗) = K0e
K1 cos (w1y)+K2 cos (w2y)+...Km cos (wmy)e−γy

2

, (4.1)
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where K0 = eµ, Ki = ki
2
, i = 1, . . . ,m.

Now , using the same procedure as in proof of Theorem 4 and taking a sequence

an = 1
n
, we get:

pY (y;Fn) −→ pN(y)

⇔ Kn,0e
Kn,1 cos (w1y)+Kn,2 cos (w2y)+...Kn,m cos (wmy)e−γny

2 −→ pN(y)

⇔ Kn,0e
Kn,1 cos (w1y)+Kn,2 cos (w2y)+...Kn,m cos (wmy)e−γny

2 −→ r(y)e−y
2/2 , as n→∞,

(4.2)

pointwise ∀y ∈ R, where r(.) is in the finite span of even Hermite polynomials.

Now, (4.2) is equivalent to:

Kn,0e
Kn,1 cos(w1y)+Kn,2 cos(w2y)+...+Kn,m cos(wmy)e(−γn+

1
2
)y2 −→ r(y) , as n→∞

(4.3)

4.1

We will split the zeros in Z into two categories: the rationals and the irrationals,

and we will denote by m their total number.

Let w1, w2, . . . wk−1 be the rational zeros; and let η = {wk, wk+1, . . . , wm} be the

irrational zeros.

Define t to be the Least Common Multiple(LCM) of 1
w1
, 1
w2
, . . . , 1

wk−1
.

Theorem 5. There exist A, yk, . . . , ym ∈ R such that

eKn,k cos(wkyk)+...+Kn,m cos(wmym) −→ A , as n→∞
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where  A 6= 0

cos(wkyk), . . . , cos(wmym) 6= 0

and

lim
n→∞

Kn,i <∞ ∀ 1 ≤ i ≤ m, whenever 1 ≤ |η| < m.

Proof. We will proof the above theorem by induction over the cardinality of η

and we will split the values of the range of i into two categories.

1. For k ≤ i ≤ m :

Base Case: m = k, i.e. |η| = 1.

Now evaluating (4.3) at y1 = 4πb1t, y2 = 2πb1t ,where b1 is some integer value

to be determined later, and taking the ratio we get:

eKn,k[cos(wk4πb1t)−cos(wk2πb1t)]e(−γn+
1
2
)[(4πb1t)2−(2πb1t)2] −→ r(4πb1t)

r(2πb1t)

Now,

γn is increasing(being the slope of C versus a) and 0 ≤ γn ≤ 1
2

, thus the limit

of γn exists.

Let

lim
n→∞

γn = γL

A =
r(4πb1t)

r(2πb1t)

1

e(−γL+
1
2
)[(4πb1t)2−(2πb1t)2]

yk =
1

wk
arccos [cos(wk4πb1t)− cos(wk2πb1t)]

Thus, we have:

eKn,k[cos(wkyk)] −→ A , as n→∞ (4.4)

Note the following:

• A 6= 0 and finite for some integer values b1 . This is the case since the
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number of zeros of r(.) are finite , while the possible choices of b1 are

infinite.

• cos(wkyk) 6= 0 , since wk and w1 are relatively irrational.

– Suppose it’s zero, then:

wky1 = ±wky2 + 2pπ

wk

[
2π(2± 1)LCM

(
1

w1

,
1

w2

, . . . ,
1

wk

)]
= 2pπ

wk
w1

=
p

q
,

Contradiction since wk and w1 are relatively irrational .

So, the setup of the problem is satisfied.

Taking the logarithm on both sides of equation (4.4), the result follows.

Inductive Case:

Now, assume the proposition is true for |η| = l− k, (m = l − 1), and we prove

it for |η| = l − k + 1 (m = l).

Let wu = max{w : w ∈ η} .

Let:  y1 = πb1t− π
wu

y2 = πb1t+ π
wu
,

where b1 is an integer value to be determined later.

Now, cos(wy1) = cos(wy2) for w = w1, . . . , wk−1 (the rational zeros).

Also, cos(wuy1) = cos(wuy2).

Evaluate (4.3) at y1, y2 and take the ratio:

eKn,k[cos(wky1)−cos(wky2)]+...+Kn,u−1(...)+Kn,u+1(...)+Kn,l[cos(wly1)−cos(wly2)] −→ A,
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where we let:

A =
r(y1)

r(y2)

1

e(−γL+
1
2
)[(y1)2−(y2)2]

.

yj =
1

wj
arccos [cos(wjy1)− cos(wjy2)] , where

j = k, . . . , u− 1, u+ 1, . . . , l

It’s clear that A 6= 0 and finite , through choosing smartly b1 that satisfies

r(y1) 6= 0 and r(y2) 6= 0 .

Now, suppose cos(wjyj) = 0, then: wjy1 = ±wjy2 + 2pπ where p ∈ Z.

• 1.

wjy1 = −wjy2 + 2pπ

2b1wjπt = 2pπ

wjt =
p

b1
wj
w1

=
p

qb1
,

Contradiction since wj and w1 are relatively irrational .

• 2.

wjy1 = wjy2 + 2pπ

− 2π
wj
wu

= 2pπ

wj
wu

= −p ≥ 1,

Contradiction since
wj
wu

< 1, recall that wu = max{w : w ∈ η} .

Note that the assertion above −p ≥ 1 is justified since 0 /∈ Z and all

w′s ∈ Z are positive.

In conclusion, the problem reduces to |γ| = l−k and we found A, yk, . . . , yu−1,
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yu+1, . . . , yl ∈ R, such that :

eKn,k cos(wkyk)+...+Kn,l cos(wlyl) −→ A

and  A 6= 0

cos(wkyk), . . . , cos(wlyl) 6= 0

Finally, by the induction step, we get :

lim
n→∞

Kn,j <∞, j = k, k + 1, . . . , u− 1, u+ 1, . . . , l

Evaluating (4.3) again at two values and taking the ratio, since all the coeffi-

cients have a (finite) limit, we get:

lim
n→∞

Kn,j <∞, k ≤ j ≤ l

This proves that lim
n→∞

Kn,i < ∞ ∀ k ≤ i ≤ m, and it remains to prove that

lim
n→∞

Kn,i <∞ ∀ 1 ≤ i ≤ k − 1.

2. For 1 ≤ i ≤ k − 1 :

We use the fact that, as proved above, lim
n→∞

Kn,j < ∞ ∀ k ≤ j ≤ m . Also,

we use induction as before and we choose: y1 = π
wirr
− π

wu

y2 = π
wirr

+ π
wu

where wirr is a real number that is irrational with the rational zeros w1, . . . , wk−1

such that r(y1) 6= 0 and r(y2) 6= 0 and where wu = max{w1, . . . , wk−1} .
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We define :

A =
r(y1)

r(y2)

1

e(−γL+
1
2
)[(y1)2−(y2)2]

yj =
1

wj
arccos [cos(wjy1)− cos(wjy2)] , where

j = 1, . . . , u− 1, u+ 1, . . . , k − 1

It’s clear that A 6= 0 and finite.

Now, suppose cos(wjyj) = 0, then: wjy1 = ±wjy2 + 2pπ where p ∈ Z.

• 1.

wjy1 = −wjy2 + 2pπ

2πwj
wirr

= 2pπ

wj
wirr

= p,

Contradiction since wj and wirr are relatively irrational .

• 2.

wjy1 = wjy2 + 2pπ

−2π
wj
wu

= 2pπ

wj
wu

= −p ≥ 1,

Contradiction since
wj
wu

< 1, recall that wu = max{w1, . . . , wk−1} .

In conclusion, the problem reduces to |Z − η| = k − 2, Z − η is the set of

rational zeros, and using the induction step we get :

lim
n→∞

Kn,i <∞ ∀ 1 ≤ i ≤ k − 1.
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Now, we will prove that the convergence in equation (4.3) is impossible.

Evaluating (4.3) at y1 = π
(
k
′

w1
+ t
)

and y2 = π
(
k
′

w1
− t
)

and taking the ratio,

we get :

eKn,k[cos(wky1)−cos(wky2)]+...+Kn,m[cos(wmy1)−cos(wmy2)]e(−γn+
1
2)(y21−y22) −→ r(y1)

r(y2)

Thus,

lim
n−→∞

eKn,k[cos(wky1)−cos(wky2)]+...+Kn,m[cos(wmy1)−cos(wmy2)]e
(−γn+ 1

2)(2πt)
(

2πk
′

w1

)
=

r(y1)

r(y2)
(4.5)

Now, the R.H.S. of equation (4.5) is a ratio of polynomials in k
′

of equal degree

and thus :

lim
k′−→∞

r(y2)

r(y1)
= 1 (4.6)

However,

Assuming γL <
1

2
for the moment ; we treat the case γL =

1

2
later in (4.2.1); and

using Theorem 5 we have:

lim
n−→∞

Kn,j <∞ ∀k ≤ j ≤ m

⇒ lim
n−→∞

{Kn,k [cos(wky2)− cos(wky1)] + . . .+Kn,m [cos(wmy2)− cos(wmy1)]} <∞

and hence

lim
k′−→∞

lim
n−→∞

eKkn[cos(wky2)−cos(wky1)]+...+Kmn[cos(wmy2)−cos(wmy1)]e
(−γn+ 1

2)(2πt)
(

2πk
′

w1

)

= lim
k′−→∞

e
(−γL+ 1

2)(2πt)
(

2πk
′

w1

)
lim
n−→∞

eKkn[cos(wky2)−cos(wky1)]+...+Kmn[cos(wmy2)−cos(wmy1)]

=∞ (4.7)

Equation (4.6) and equation (4.7) yield a Contradiction.
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4.2 Remarks

In this section we will address the different possible scenarios that were left out

in Section(4.1) . We prove that a contradiction arises under all such possibilities.

4.2.1

What happens if :

γL = lim
n→∞

γn =
1

2
?

Then (4.2) is equivalent to:

Kn,0e
Kn,1 cos(w1y)+Kn,2 cos(w2y)+...+Kn,m cos(wmy) −→ r(y) , as n→∞ (4.8)

Well, Theorem 5 proves that lim
n−→∞

Kn,j <∞ ∀ 1 ≤ j ≤ m .

Now, one argues that L.H.S. in (4.8) is bounded in y while the R.H.S. is a poly-

nomial in y which is impossible.

4.2.2

What happens if :

|η| = 0, (all the zeros of r(y) are rational)?

Lemma 3. Let fn(x) be a sequence of functions that is periodic with period T .

Then the limit function f(x) is periodic with the same period T .

30



Proof.

fn(x+ T ) = fn(x) ∀n ∈ N.

f(x) = lim
n→∞

fn(x)

= lim
n→∞

fn(x+ T )

= f(x+ T )

We have:

Kne
Kn,1 cos(w1y)+Kn,2 cos(w2y)+...+Kn,m cos(wmy)e−γny

2 −→ r(y)e−y
2/2 , as n→∞

This is equivalent to:

Kn,0e
Kn,1 cos(w1y)+Kn,2 cos(w2y)+...+Kn,m cos(wmy) −→ r(y)e(γL−

1
2)y2 , as n→∞

Now, the L.H.S. is a periodic function ∀n ∈ N. Thus, using Lemma 3 the limit

function should be a periodic function with the same period; however, the R.H.S.

is not periodic.

4.2.3

What happens if all the zeros of r(y) are irrational ?

The same reasoning in the above theorem can be used to prove that:

lim
n−→∞

Kn,j <∞ ∀ 1 ≤ j ≤ m
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In fact, instead of choosing  y1 = πb1t− π
wu

y2 = πb1t+ π
wu
,

where wu = max{w : w ∈ η} .

We choose:  y1 = b1
π
3
− π

wu

y2 = b1
π
3

+ π
wu

A =
r(y2)

r(y1)

1

e(−γL+
1
2
)[(y2)2−(y1)2]

yj =
1

wj
arccos [cos(wjy2)− cos(wjy1)] , where

j = 1, . . . , u− 1, u+ 1, . . . ,m

Suppose cos(wjyj) = 0, then: wjy1 = ±wjy2 + 2pπ where p ∈ Z

• 1.

wjy1 = −wjy2 + 2pπ

2πb1wj
3

= 2pπ

wj =
3p

b1
, Contradiction: wj is irrational

• 2.

wjy1 = wjy2 + 2pπ

−2π
wj
wu

= 2pπ

wj
wu

= −p, Contradiction: wu is the max
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Thus, the problem reduces to |η| = m− 1 and using the induction step we prove

that lim
n−→∞

Kn,j <∞ ∀ 1 ≤ j ≤ m.

Once we establish this, we proceed as in Section(4.1) to prove that the conver-

gence in equation (4.3) is impossible.

4.3 Conclusion

Based on this exhaustive study which covers all the possible cases, the conver-

gence of pn(y) described in (4.3) is impossible and thus the capacity achieving

distribution is discrete.
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Chapter 5

Addressing the assumption of

deltas in Chapter 3

As discussed in Chapter 3 ; after writing the KKT expression, extending it to

the complex domain, assuming the points of increase of F ∗ have an accumulation

point and taking the Distributional Fourier Transform; we have:

pN
∣∣
F(−w)×G(w) = −κδ(w) (5.1)

where

G(w) = ln
[
eγy

2

p(y;F ∗)
] ∣∣∣∣
F

(w)

Since the zeros of pN
∣∣
F(w) are isolated and finite in number , then G(w) is zero

almost everywhere. In fact G(w) = µδ(w)+f(w), where f(w) = 0 except possibly

on the set Z and µ is a constant.

Theorem 6. Suppose that δ, δ
′
, δ′′, . . . , δ(N) are the only functions or distributions

whose support is only one point.

Assume w.l.o.g. that w = ±w0 are the zeros of pN
∣∣
F(w).

Then,

G(w) = µδ(w) + C [δ(w − w0) + δ(w + w0)]
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This is equivalent to:

f(w) = C [δ(w − w0) + δ(w + w0)] ,

where C is a constant.

Proof. g(y) = ln
[
eγy

2

p(y;F ∗)
]

is a real and even function since pY (y) is even by

Theorem 2. Thus, G(w) is real and even being the Fourier Transform of a real

and even function.

By the assumption we get:

G(w) = µδ(w) + a0δ(w − w0) + a0δ(w + w0)

+ a1δ
′
(w − w0) + a1δ

′
(w + w0)

...

+ aNδ
(N)(w − w0) + aNδ

(N)(w + w0),

where a0, a1, . . . an ∈ R and we used the fact that G(w) is even.

Taking Inverse Distributional Fourier Transform, we get:

g(y) = ln
[
eγy

2

p(y;F ∗)
]

= µ+ 2
N∑
k=0

ak(−j)kyk cos (w0y)

= µ+ q(y) cos (w0y),

where q(y) is a real even polynomial of degree N using the fact that g(y) is even.

Thus,

p(y;F ∗) = eµeq(y) cos (w0y)e−γy
2

Now, since p(y;F ∗) is a pdf then q(.) is of at most degree 2. Otherwise, p(y;F ∗)

doesn’t integrate to 1 and p(y;F ∗)→ ±∞ as y →∞.
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Thus,

G(w) = µδ(w) + a0δ(w − w0) + a0δ(w + w0)

+ a2δ
′′
(w − w0) + a2δ

′′
(w + w0)

Now, it’s easy to prove that a2 = 0 given the fact that, as stated in the problem

formulation, the case where ∃w0 ∈ R s.t. pN
∣∣
F(w0) = pN

∣∣′
F(w0) = pN

∣∣′′
F(w0) = 0

is excluded.

Since pN
∣∣
F(w0) = 0, then pN

∣∣′
F(w0) 6= 0 or pN

∣∣′′
F(w0) 6= 0. Let’s assume

pN
∣∣′
F(w0) 6= 0.

∫
pN
∣∣
F(w)G(w)S(w) dw = S(0) ∀ S(.) being Schwartz.

Also,

∫
pN
∣∣
F(w)e−jwTG(w)S(w) dw = e−jwTS(w)

∣∣∣∣
0

= S(0) ∀ T ∈ R

Thus, ∫
G(w)pN

∣∣
F(w)

(
1− e−jwT

)
S(w) dw = 0
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Now,

∫
G(w)pN

∣∣
F(w)

(
1− e−jwT

)
S(w) dw

=

∫ [
µδ(w) + a0δ(w ± w0) + a2δ

′′
(w ± w0)

]
pN
∣∣
F(w)

(
1− e−jwT

)
S(w) dw

= a0 pN
∣∣
F(w0)

(
1− e−jw0T

)
S(w0) + a0 pN

∣∣
F(−w0)

(
1− ejw0T

)
S(−w0)

+ a2 pN
∣∣′′
F(w0)

(
1− e−jw0T

)
S(w0) + a2 pN

∣∣′′
F(−w0)

(
1− ejw0T

)
S(−w0)

+ 2a2 pN
∣∣′
F(w0)

(
jTe−jw0T

)
S(w0) + 2a2 pN

∣∣′
F(−w0)

(
jTejw0T

)
S(−w0)

+ 2a2 pN
∣∣′
F(w0)

(
1− e−jw0T

)
S
′
(w0) + 2a2 pN

∣∣′
F(−w0)

(
1− ejw0T

)
S
′
(−w0)

+ a2 pN
∣∣
F(w0)

[(
1− e−jwT

)
S(w)

]′′ ∣∣∣∣
w0

+ a2 pN
∣∣
F(−w0)

[(
1− e−jwT

)
S(w)

]′′ ∣∣∣∣
−w0

= 2a2 pN
∣∣′
F(w0) (jT )S(w0)− 2a2 pN

∣∣′
F(w0) (jT )S(−w0)

= 2a2jT pN
∣∣′
F(w0) [S(w0)− S(−w0)] ,

where we choose T = 2π
w0

and used the fact that pN
∣∣′
F(.) is odd .

Thus,

2a2jT pN
∣∣′
F(w0) [S(w0)− S(−w0)] = 0

Since this is true for all Schwartz functions, we choose a Schwartz function S(.)

that is not even. This yields a2 = 0.

Note that if it’s the case that pN
∣∣′
F(w0) = 0 while pN

∣∣′′
F(w0) 6= 0, then we proceed

as above to prove that a2 = 0 through choosing T = π
2
.

Also, suppose that pN
∣∣
F(w) has more than two zeros but finitely many. Let’s

assume there are 2k zeros which exist in pairs: ±w0, . . . ,±wk−1 .

Then, since the zeros are isolated we can write G(w) as :

G(w) = µ1δ(w) + f(w)

= µ1δ(w) + h0(w) + h1(w) + . . .+ hk−1(w)
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where supp hi(w) ∈ {±wi} for i = 0, . . . , k − 1.

Now, from equation (5.1) we have:

pN
∣∣
F(−w)×G(w) = −κδ(w)

Thus,

pN
∣∣
F(w)× hi (w) = 0 ∀ i = 0, . . . , k − 1

In each of the above equations, the same procedure as in the proof of Theorem 6

can be used to yield:

G(w) = µ1δ(w) +
k−1∑
i=0

Ci [δ(w − wi) + δ(w + wi)]

This justifies the assumption in the above theorem that the zeros of pN
∣∣
F(w) are:

±w0.
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Chapter 6

Conclusion

We have proved in this study that the capacity achieving distribution of an

average power constrained linear channel is discrete, whenever the noise is in

the finite span of even Hermite functions. However, we have the intuition that

this result will still hold even if the noise PDF is in the infinite span of Hermite

functions. It might be the case that through some modifications to our suggested

approach, we can generalize our result to the case of the noise being in the infinite

span of Hermite functions. We plan to investigate this problem soon.

The major millstone that we faced in our approach was to rigorously prove

the intuition that the only possibility for G(w) is being a combination of shifted

deltas, one centered at 0 and each of the others centered at one of the zeros of

pN |F(.). This was a challenging task and we were able to prove that intuition

through making use of the fact that pN(.) is even which leads to G(w) is even.

That result in a sense establishes the following theorem.

Theorem 7. If F |F ×G|F = δ(w), where the zeros of F |F denoted by wi 6= 0 are

isolated and countable and G|F is even, then G|F(w) = cδ(w) +
∑
i

ciδ(w−wi) .

The question that arises is whether the same result that G(w) is a combination

of shifted deltas still holds when G(w) is not even. The setup of this problem is
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in a sense complementary to Weiner’s Tauberian Theorem [14] since in Weiner’s

theorem we have:

(a) The convolution of the two functions is zero.

(b) The Fourier Transform of F has no zeros.

However, in our problem the convolution of the two functions is zero (we know that

G(0) = δ(w) so we can cast the problem as the product of the Fourier Transform

of the functions being zero instead of δ(w)) , but the Fourier Transform of F has

zeros. Thus, by the Tauberian Theorem [15] the translates of F are not dense

in L2(R) which makes the problem harder to solve. Our next objective is to

investigate this problem further and determine whether the above theorem can

be generalized to such scenarios.
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Appendix A

Noise is in the Span of ψ0 , ψ2

and ψ4

In this chapter, we will prove that the capacity achieving distribution is discrete

whenever the noise is in the span of ψ0 , ψ2 and ψ4. In particular, the motivation

example discussed in Chapter 3 falls in this category.

Since pN(.) ∈ span of {ψ0(.), ψ2(.), ψ4(.) } , then pN(u) is given by:

pN(u) = (αu4 + βu2 + γ)e−u
2/2

Now, taking the sequence an = 1
n

which in turn will generate a sequence of input

distributions or random Variables Xn, we get:

pY (y;Fn) =

∫
pN(y − x) dFn(x)

Using Proposition ?? and the fact that pN(y−x) is continuous and bounded, we

have:
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Fix y ∈ R:

∫
pN(y − x) dFn(x) −→

∫
pN(y − x) dF (x)

=

∫
pN(y − x) δ(x)

= pN(y), as n→∞

As in Chapter 3, let’s denote by:

Z = {±w1, ±w2 ∈ R : pN
∣∣
F(±w1) = pN

∣∣
F(±w2) = 0}

Using equation (4.1) we get:

p(y;F ∗n) = Kne
K1,n cos(w1y)+K2,n cos(w2y)e−γny

2

Thus, we have:

Kne
K1,n cos(w1y)+K2,n cos(w2y)e−γny

2 −→ (αy4 + βy2 + γ)e−y
2/2, as n→∞

(A.1)

Assume that w1 and w2 are relatively irrational.

Choose:

y1 = π

(
l

w2

− k

w1

)
y2 = π

(
k

w1

+
l

w2

)

Notice that this choice of y1 and y2 yields:

• cos(w1y1) = cos(w1y2)

• cos(w2y1) = cos(w2y2)
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Thus, choosing l = 1 and evaluating (A.1) at y1 and y2 and taking the ratio :

e(−γn+
1
2)(y22−y21) −→ (αy42 + βy22 + γ)

(αy41 + βy21 + γ)

e(
−γn+ 1

2)
(

2πk
w1

)(
2π
w2

)
−→ (αy42 + βy22 + γ)

(αy41 + βy21 + γ)
, as n→∞ (A.2)

We know that, 0 < γn ≤
1

2
and that γn is increasing. Thus, lim

n→∞
γn exists and is

denoted by γL.

Case1: lim
n→∞

γn <
1

2
The left hand side of (A.2) increases exponentially with k while the right hand

side is a polynomial in k, which is a Contradiction.

In fact,

lim
k→∞

lim
n→∞

e(
−γn+ 1

2)
(

2πk
w1

)(
2π
w2

)

= lim
k→∞

e(
−γL+ 1

2)
(

2πk
w1

)(
2π
w2

)

=∞

On the other hand,

lim
k→∞

lim
n→∞

e(
−γn+ 1

2)
(

2πk
w1

)(
2π
w2

)

= lim
k→∞

(αy42 + βy22 + γ)

(αy41 + βy21 + γ)

= 1

Case2: lim
n→∞

γn =
1

2
Then, (A.1) is equivalent to:

Kne
K1,n cos(w1y)+K2,n cos(w2y) −→ (αy4 + βy2 + γ), as n→∞ (A.3)
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It’s easy to prove that lim
n→∞

K1,n < ∞ , and lim
n→∞

K2,n < ∞. Thus, the left hand

side of (A.3) is bounded in y while the right hand side is polynomial in y.

Thus pY (y;F ∗) is not inducible by any input PDF pX(.). So, our assumption;

that the points of increase of F ∗X have an accumulation point; is invalid. Thus,

the input capacity achieving distribution is discrete.
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Appendix B

Continuity of Optimal dist in a

In this chapter, we will prove that if the capacity achieving distribution satisfying

E [x2] ≤ a is continuous in a. Also, we claim that there exists a sequence of

continuous distributions Fn s.t. EFn [x2]→ 0 as n→∞.

Fix a > 0. Let ζa denote the input distributions satisfying E [x2] ≤ a and let

F ∗a ∈ ζa denote the optimal distribution.

Property 1. If Fε → F in the weak sense and F has an accumulation point x0,

then ∃ a subsequence that has an accumulation point.

Proof. Fε → F in the weak sense, thus:

lim
ε→0

∫
f dFε =

∫
f dF ∀ f being continuous and bounded

Now, fix δ > 0 and consider the interval I = (x0 − δ, x0 + δ) and let suppf = I.

Then,

lim
ε→0

∫
I

f dFε =

∫
I

f dF > 0

Thus, ∃ a subsequence Fε′ s.t. Fε′ has an accumulation point and ε
′ → 0.
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Now, consider the sequence of CDFs :

Fε =
ε

a
δ(x) +

(
1− ε

a

)
F ∗a

Then Fε ∈ ζa−ε. In fact,

∫
x2 dFε =

∫
x2
ε

a
dδ(x) +

∫
x2
(

1− ε

a

)
dF ∗a (x)

=
(

1− ε

a

)
a = a− ε

Also, Fε → F ∗a in the weak sense as ε→ 0 . In fact,

lim
ε→0

∫
f dFε =

∫
lim
ε→0

f dFε =

∫
f dF ∗a ∀ f being continuous and bounded,

where we interchanged limit and integral by DCT.

Now, assume F ∗a has an accumulation point, then using property 1 there ∃ a

subsequence of CDFs Fε′ ∈ ζa−ε s.t. Fε′ has an accumulation point and ε
′ → 0.

Now, consider the sequence :

Gε′ = ε
′
Fε′ +

(
1− ε′

)
δ

Then, Gε′ is a sequence of CDFs where each has an accumulation point. Also,

∫
x2 dGε′ =

∫
x2ε

′
dFε′ (x) +

∫
x2
(

1− ε′
)
δ(x)

= ε
′
(a− ε)→ 0

Thus, Gε′ → 0 in the Mean Square sense. Thus, Gε′ → 0 in distribution and

since we are working on R convergence in distribution implies weak convergence.
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Finally, we claim that F ∗ is continuous in a. We present below the main steps

of the proof.

Elements of the proof of the claim:

1. I(F ) is continuous.

2. J = ]I(F ∗) = C − δ, C + δ[ is open

3. V = inverse image of J is open

4. V ∩ ζa−ε 6= for some ε > 0.

5. F ∗a−ε ∈ V
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